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Classification of Risk to Support Decision-making in Hazardous
Processes

Abstract

Application of risk assessments developed for tesigh phase to support decision-making in
operational settings has exposed weaknesses irribkws analysed and expressed in an operational
context. The purpose of this paper is to clarifyatvive actually need to express when we use risk
information to support various decision scenarld®& distinguish decision scenarios into strategic
decisions, operational decisions, instantaneouisidas and emergency decisions. This forms a basis
for discussing the different role risk and riskesssnent plays in these decisions. Five categofies o
risk information (average risk, site-specific awgaisk, activity risk (activity performance riska
activity consequence risk), period risk and timeeatalent action risk) are proposed and applications
for different types of decisions are discussedeiample illustrates the use of the proposed rigksy
The classification has novel aspects in providirsgracture that should help in understanding how we
need different aspects of risk and different walysxpressing risk in different situations. In adut,

it improves communication among decision-makersclayifying what aspects we are addressing
when we use the term “risk”.

Keywords Risk classification; Decision classification; &&on support; Operational risk assessment

1. INTRODUCTION

Risk assessment was first introduced to the Normvegil and gas industry when the Concept Safety
Evaluation Guidelines were established by the Ngiare Petroleum Directorate in 1980. These
guidelines required risk assessment to be perfoforeal new oil and gas installations to be inigizl

on the Norwegian Continental Shelf.

In the first years after this, risk assessment paormed mainly to support high-level design
decisions, typically issues such as layout of emeigt and main areas, escape ways and evacuation
means and also to establish performance criterigafiety systems.

Since then, the regulatory requirements have begsed several times and with them, the application
area for risk assessment has widened continuolstliay, the situation is that risk assessment isgoei
used to support a wide range of decisions, fromhilgl-level decisions mentioned above to very
detailed technical decisions. Similarly, the sctips also been widened to cover not just technical
issues, but also operational and organizationakssn addition, risk assessment is increasingiydo
used not just for design purposes, but also inparational setting, to make detailed decisions aibou
how to operate an installation, what activitiepéoform, whether operation can continue and so on.

This widening of the scope has led to the realirathat the “risk” that is relevant to consideroime
decision situation not necessarily is the sameeaseed in other situations. The risk that we cansid
when we are making a decision about some long-gtrategic decisionsvill not be the same as the
risk we consider when deciding to complete a staration operation, even if a safety system has
stopped functioning. This is the background for thesent paper, where we are aiming at
distinguishing between different decision scenaaiod what we actually need to express when we use
risk information to support the decision.

When preparing this paper, we have had mainly fieeh” decisions in mind. Typical examples are
decisions relating to maintenance/repair of equigimieow to operate the plant, how to perform a
specific piece of work etc. Decisions that primardre “organizational” in nature have not been
specifically considered. One reason for this i thech decisions often are more o$teategicthan
operationaltype. This issue may require further exploratimut, we have not gone into this.
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The first part of the paper briefly reviews decisitheory and describes types of decisions that need
risk information as input. This is followed by asdeption of the types of risk information that is
required in different situations and examples ofvitbese can be applied in different scenarios and
situations.

In the oil and gas industry, it is common to coesitdhree main types of consequences; consequence to
personnel, which include fatalities and injuriesngequences to the environment, and consequences to
assets (Vinnem, 2014). Personnel risk is the maimcern in this paper, although the principles
outlined would be relevant and could also be agpie environmental risk and asset risk. This work
was further performed with major accidents in mifikis means that some of the descriptions may not
be relevant for occupational accidents, but it i sonsidered that the overall principles are
applicable also for occupational accidents.

2. DECISION THEORY

Decision theory is a wide field in itself, and thaper does not attempt to go into details of the
theoretical approaches. However, some basic déscspof decision theory are provided, as a
background to how risk information may play a riol¢he decision-making processes.

2.1 Rational Choice and Bounded Rationality

In the rational choice theory, a decisi@) is considered as a choice between two or moreract

To make a decision means to choose an action. dwess starts by identifying the set of possible
actions A = {a, & _a}, where A is called the action-space. Each actiorevaluated against
consequences, preferences and decision rules (MB8&4). The underlying assumption is that we
can identify all possible actions in advance, dval tve have “perfect” information about all actions

Rational choice theory is criticized by organizatibdecision-making (Cyert and March, 1963; March
and Simon, 1958; Simon, 1976), pointing out thasnu@cision-making in real-life is better described
as outcomes of bounded rationality. This meansrtbiall alternatives are known, not all preference
are taken into consideration, and not all consecgeare considered. The decision (i.e., choice) is
actually based on the available knowledge K whigtults in the action,.aAs a consequence, only a
few of all possible alternatives are considered #mel choice is a “good enough” solution, not
necessarily the “best” (Almklov et al., 2014). ¢t worth noting that under bounded rationality, the
current available knowledge K may change over tiszethe decision made today may be different
from a decision made tomorrow.

2.2 Naturalistic Decision-Making

Naturalistic decision-making (NDM) goes one stepHer compared to bounded rationality theory. It
claims that rational decision-making promotes beterisions only when time is available to make a
choice, the problem is clear, essential informaisodistributed, and uncertainty around detailewe.
More typical, situations that we are facing arerabgerized by ill-defined goals and ill-structured
tasks; uncertainty, ambiguity, and missing dataiftisy and competing goals, dynamic and
continually changing conditions, action-feedbackp® (real-time reactions to changed conditions),
time stress, high stakes, multiple players, orgditnal goals and norms, and experienced decision
makers (Klein and Klinger, 1991).

The goal of NDM is to understand the cognitive wofldecision-making, especially when performed
in complex sociotechnical contexts (Schraagen.e@08). Lipshitz (1993) reviewed nine models of
naturalistic decision-making and identified six coon themes: diversity of form; situation
assessment; use of mental imagery (i.e. construaifoscenarios); dynamics processes; context
dependence; and description-based prescriptionk@heoncepts can be summarized as follows:



1) Recognition-Primed Decision (RPD) model highlightattern matching which combines
intuition with analysis (Klein, 2009); that the fgh recognition from the cues that sharp-end
personnel recognize from the situation, suggestsffactive course of action, and then people
use a mental simulation to make sure it would wigure 1).

2) NDM shifts focus from selection of alternativesinitial stages of observing phenomena and
developing descriptive accounts. This is elaborateder the concept dfituation awareness
proposed by Endsley and Jones (2012) into threeldevperception of the elements in the
environment; comprehension of the current situateord projection of future statlis

3) NDM adhere to empirical-based prescription, basedhow experts describe and assess the
situation. (Almklov et al., 2014).

generates

to affect the

Mental
Simulation

which you
assess by

that let you
recognize

Mental
Models

Action
Scripts

that activate

Figure 1 The Recognition-Primed Decision (RPD) model (Klein, 2009)

Rational choice theory and NDM give two quite diffiet descriptions of decision processes that
require different information. The information indes risk, which is one of the important dimensions
for decision-making to avoid major accidents. lingortant to recognize the role of risk in diffete
decision scenarios with these two schools of decisheory as basis, to develop different ways of
presenting/providing information and correspondiis assessment methods to help with searching
for risk reduction measures and effective risk wanieasure. In the next section, categories of
decision types that are faced by different levéldexision-makers are looked into to see the expect
role of risk in decision-making and further expldypes of risk information that are needed.

3. CL.ASSIFICATION OF DECISIONS FROM A RISK ASSESSMENT

PERSPECTIVE

In this paper, we have chosen to classify decisimts four categories (Figure 2). First, we
differentiate betweeplanning decisionsindexecution decision®lanning decisiongre characterized

by a (relatively long) time lag between the decis@nd action. The time lag is long enough to
systematically identify and evaluate different mitgives.Execution decisionare made by sharp-end
personnel (personnel who monitor or control on-gaiperation and/or emergency response teams)
with much less time lag between action and decisiod will be characterized by minimal or no
planning (although decisions may be taken base@@meric planning”, such as emergency response



plans). Examples of decisions are execution of mtervention and reacting upon deviations.

Strategic decisions Operational decisions

Long planning horizon (years)
Risk and benefits of decision
alternatives are considered

Short planning horizon but
long enough to carry out risk
assessment

carefully Made by middle level decision

Made by blunt-end decision- makers (Operational managers)
makers

Execution decisionto avoid or adapt |
to hazardous situations

Fundamentally impacted by

experience and judgments

Triggered by indicators out of
comfortable zone

Made by emergency response team

Instantaneous decisions Emergency decisions

Figure 2 Four decision typesthat use information about risk asinput

Spontaneous decisions to follow or
violate procedure or decisions
triggered by external deviations
Made by personnel who monitor or
control on-going operation

Planning decisionsare further divided into two categoriestrategic decisionsand operational
decisions

e Strategic decisionare characterized by a long planning horizon (witte to consider risks and
benefits of choices carefully), low decision freqag, and long-term effects. The disadvantage is
that few details often are available, limiting theailable information or making it uncertain.
Blunt-end decision-makers make these decisionsmples are approval of major projects,
choosing from alternative designs/technology, amdiding on maintenance strategy before
operation starts.

« Operational decisionsire related to actions that will be taken and empnted within a shorter
period. The planning period is relatively shortwewer, long enough to carry out formal risk
assessments. Middle-level decision makers, suabpeagational managers, typically make these
decisions. Approval of medium term operational plagg. for a 1-3 month period, approval for
initiating projects, and approval of shorter terpetional plans (1-2 weeks) are examples of
operational decisionsvhich require risk assessment to understand baitht germ and long term
effects on risk. Another type @perational decisiongs made on a daily basis, such as approving
work permits and daily plans.

In the figure, different decision-makers are sholwmmay be worth mentioning that in many of the
decisions, different personnel groups will proviogortant input to the decision process, and may in
fact also be directly involved in the decision. dperational decisions where technical issues are
involved (as is very often the case), engineerugpsrt personnel will provide input. Often, shang e
personnel from operations will also be involved.eTiotal picture of how decisions are made is
therefore more complex than indicated by the figure

Planning decisionss a typical arena for rational choice decisiorking, with bounded rationality.
For the decision situations we are considering isan important dimension of the decision in
rational decision-making (Rausand, 2011). The tssiubm risk assessment are used as direct or
indirect input to decisions. Risk acts as one efdhcision rules (through use of e.g. ALARP priteip
societal risk criteria) to assist evaluating alégires. On the other hand, formal risk assessmemgt m



also be translated into rule-compliance for deaigitakers. This can range from safety related
regulations to rules that are expected to be fatbby sharp-end workers (Hopkins, 2011).

Execution decisionare made by sharp-end personnel with minimal oplaaning, typically during
the implementation/execution of different work wsities. These may well have been planned in
advance, but not necessarily in all detail andmemtessarily to cover all situations which may arise
during performance of the work. This is an arena@&mghdecision-making best can be described by
naturalistic decision-making theory. Sharp-end afmes need to make rapid decisions. It is common
to use their mental model to simulate and imagifatwmight happen next, to look for the first
workable option, instead of the best option (KleZ908). In naturalistic decision-making, risk
assessment is normally invisible during the denisiaking process and an informal assessment
process is concealed in the mental models andxiperience of professionals (Hopkins, 2011).

Depending on the degree of urgency of the situdtiahthe sharp-end personnel are facing, we divide
execution decisiongito instantaneous decisiommdemergency decisions

« Instantaneous decisiorme taken spontaneously by sharp-end operatgrstoefollow or deviate
from procedures; ignore or react upon deviationsarmal working conditions. The decision-
making emphasizes situation assessment and pati&ching, and “when action is the central
focus, interpretation, not choice, is the core pineenon” (Weick et al., 2005). Decisions are
typically taken quickly, although not necessarigcause there is a need to do so.

« Emergency decisionare the decisions taken in emergencies to avoiddapt to hazardous
situations. Time dynamic is often so fast thatgratimatching may not catch the development of
the situation.

The risk that we consider when we are malptanning decisionsvill not be the same as the risk we
consider forexecution decisionsDifferent characteristics o$trategic decisionsand operational
decisionsresult in different risk expressions that are el as input to make rational choice.
Furthermore, risk information that is required bgigp-end personnel under different levels of urgenc
to makeexecution decisionalso varies. This is further explored in next mecby looking into how
we need different aspects of risk to better supipede decisions.

4. RISK INFORMATION INPUT to DIFFERENT DECISION TYPES

There is no universally accepted definition of riskthis paper, we have adopted the definitiomnfro
Kaplan and Garrick (1981), who define risk as theweer to following three questions:

1. What can happen?
2. How likely is it that will happen?
3. If it does happen, what are the consequences?

As a result, we get a set of scenarios with comedjmg probability and consequencesg<gq, % >}.
Commonly, this is expressed as statistically exqubliiss, by multiplying the probability of a scaonar
and the consequences of that scenario, and adwéngroducts over all possible scenarios. Thises th
basis for Quantitative Risk Assessment (QRA) oral&isk Analysis (TRA), which is a standard
practice in the Norwegian oil and gas industryetedmine the overall level of risk to personnel smd
improve safety aspects of the design (Vatn and Elaug013).

Another common way to express risk is to employlefieed scales of probability and consequence as
the two axes in a risk matrix and then plotting slsenarios in this matrix. The scales can be either
guantitative or qualitative, depending on whethebpbilities/frequencies and consequences can be
guantified or not. Both QRA and risk matrix expressk explicitly, by specifying scenarios,
probabilities/frequencies and consequences.



Information about risk is an important dimensionairrisk-informed decision-making context. For
strategic decisionike how the layout of a facility should be or heevdesign the safety systems of a
facility, expressing risk explicitly (as above) pides useful information. In such situations we are
interested to find the solution that gives the mimin expected loss over a long period of time.

However, expected loss is not necessarily similadgful for decisions such as whether a single
activity can be carried out or not. Then it is moneresting to know if this activity can be perfad
without an accident occurring or not. This can bgmonitored by considering whether or not safety
critical parameters (e.g. availability of safetystgm, work permit, procedure) are within acceptable
limits, and whether possible interactions betwe®s activity and surroundings are controlled. An
example could be an operator who has to decidehshetr not isolation is required before executing
maintenance work. Presence of flammable gas is éhsafety critical factor that will influence the
decision.

In addition to the issue of how risk is presenteddécision-maker, quantification in itself is not
necessarily the solution in all situations. QRAgéhéimitations in what is modelled and how well in
particular organizational influences are refledredhe results. This clearly means as well that @RA
will not necessarily give the good answers in dliations. Since it is mainly the more “technical”
type of decisions that we have chosen to focusahis paper, the issue is less pressing. Foripehct
applications, this is however clearly an issue tiegds to be taken into account.

In the following sub-sections, we will explore tharious decision situations defined in Section 8 an
what information about risk that is required infelient situations. We use this as a basis for ohgfin
different “risk types” and briefly discuss how tlkeesan be expressed and estimated.

4.1 Risk input to strategic decisions

4.1.1 Strategic decisions at society/industry level and average risk

Strategic decisionsnay be made at society level or industry level. &ample from the societal
domain could be the choice between different ogtifor developing new energy (e.g. comparing
wind energy with nuclear energy). On the induséwel, examples can be what supervision activities
should be prioritized by authorities, or whethes tiegulations need further development to enhance
overall industrial safety. In such cases, risk ast®ne of the decision criteria, usually in coration

with many others. In this context, we are intazdsin average risk over a large population of
relatively similar systems or operations.

This form of risk may be termea/erage risk This is an expression of risk for an industryation or

an even wider scope averaging over a large groyglamits, activities, areas and personnel. Risk is
further averaged over a relatively long time periygically a year or sometimes even longer periods
Average riskis normally based on retrospective data withoutsiteration of specific system
attributes. As such, it is an expression of pasfopmance, but this is usually combined with
assumptions about future activity, changes in teltlgy etc. Based on this, it is assumed applicable
also as a prediction of future risk.

An example is the Risk Level Project (PSA, 2014)chhanalyses the status of major accident risk in
the Norwegian offshore industry. Various data eslato major accidents are collected from the
industry each year. This includes precursor da@ feumber of hydrocarbon leaks, number of well
incidents, number of ships observed on a colligionrse with an installation) and barrier relialilit
data (test data for e.g. Emergency Shutdown VaBksyout Preventers, and Fire pumps). Based on
these statistics and probability of a fatal accidéthe incident happens, a total indicator forjona
accidents is generated to express the effectskfmanagement (Vinnem, 2004). This is a basis for
prioritizing safety efforts in the industry and fé¢um Safety Authority Norway (PSA) supervision
activities.



Some examples of databases which provide majodexccielated data are OGP Risk assessment data
directory (OGP, 2010), eMARS (MAHB, 2014), WOAD (ML, 1998), SINTEF Offshore Blowout
Database, FACTS (TNO, 2014), PSID (CCPS, 2014), & information contained in these
databases is typically accident data. There mawdrg large variations between the individual
elements in the population that neerage riskdoes not necessarily reflect.

4.1.2 Strategic decisions at company/plant level and site-specific average risk

Strategic decisionsnay also be made at company level or plant leueind different phases, e.qg.
planning phase, engineering phase or operatioradepNORSOK, 2010). Some examples can be
choosing the location of a hazardous facility; digeis about how to design layout and safety systems
of a facility; decisions about maintenance planniedore operation starts, decisions about how the
plant is operated, e.g. increasing throughput @nghng operating conditions and so forth. At this
level, specific characteristics of the plant needbe reflected in the risk expression. The risk
expression should take into account site charatiesi such as layout, safety barriers (i.e. safety
systems, structural protection, and evacuationesjupersonnel exposure, etc. To differentiate from
average riskwe call thissite-specific average risk.

Since we are still consideringtrategic decisionsand long-term effects, using expected loss is
appropriate. Different alternatives can be compaaed risk reduction measures can be identified and
evaluated by reducing probabilities of scenariosigating consequences or both, to reduce expected
loss.

4.1.3 Estimation of site-specific average risk

Quantification ofsite-specific average riskased on accident scenarios is common practi¢hein
industry. Major accidents are usually not caused bingle equipment failure or an operator errat, b
are a result of a chain of events initiated fronuipment failures, equipment malfunctions, human
errors, or deviations of process parameters. Spedaiformation about how the scenarios develop
from initial failures through the event sequencéh®end consequence is reflected in the modeiting
estimatesite-specific average riskhese models usually integrate event trees anititfae analysis to
represent the cause-consequence relationship.

The input to the models is mainly based on gerdatabases. The types of data will more typically be
information about equipment failure or activity léeie rather than accident data (e.g. OREDA
(OREDA, 2009), Exida (Exida, 2007)). This infornmatiis combined with information about the type
and quantity of equipment and the number of varamtavities taking place to provide risk estimates.
These generic failure data may also adjusted ® itato account specific types of equipment, specifi
maintenance regimes, specific operational procegate. There have been developments in how to
adjust generic data to reflect site-specific openatl and organizational features information ittte

risk picture, which can be summarized in three agghes:

» Update status of causal factors of basic events wpdhte corresponding likelihood of
consequences (Aven et al., 2006; Gran et al., 2BH&d et al., 2009; Sklet et al., 2006;
Vinnem et al., 2012; dien, 2001a, 2001b). Thessaldactors are termed as Risk Influencing
Factors (RIFs), which are defineds' aspects of a system or an activity that affeetrisk
level of the objett(@ien, 2001a).

» Updating likelihood of some consequences basedcoilent precursors (near miss, mishap,
incident) and probability of failure of safety biers in event trees, and finally update
likelihood of the accident(Rathnayaka et al., 20h)a

* Map fault trees and event trees into Bayesian né&sv{Bobbio et al. (2001) and(Bearfield
and Marsh, 2005)). The changes are then reflectale risk picture by assigning posterior
probability of events given experience data (eviggnKhakzad et al., 2013). Principally
these models have the potential to handle charfgiaigires with desired updating intervals,



whereas most of the models choose to update framr8hs to one year due to high resource
requirements.

During the planning phase and engineering phaseafoew facility, site-specific average risls
normally estimated using QRA. The QRA is based sataf assumptions about the equipment that is
to be used in the plant and the types of activiiesg on. In the operational phasite-specific
average riskis usually updated periodically (e.g. a commorciica in the industry is to update QRAS
every 5 years) to reflect changes in assumptiofasnt pconfiguration, operational conditions,
performance of safety barriers, manning level etc.

4.2 Risk input to operational decisions

Operational decisionsire made at plant level during the operationakpHatrategic decisionsay
also be made during the operational phase, e.gtetelto major modifications. Some examples of
operational decisionsare approval of work orders, prioritizing correetimaintenance activities,
approval of work permits, scheduling for simultamgevork activities, and so forth.

4.2.1 Operational decisions and activity risk

Compared tstrategic decisionperational decisionare made in situations where more detailed and
accurate information is available about operatiar@iditions, system status, operating personnel,
weather conditions and so on. Further, the effetteperational decisionsnay be long-term (e.g.
replacement of defected valves with new ones otemgnt more frequent maintenance) or short term
(i.e. the risk related to performing the work). Bome decisions, it may be necessary to considkr bo

For decisions that have short-term effects (e.gnduhe performance of an activity), averagingk ris
over a long period of time is not relevant. We @ienarily interested in the work associated with th
specific activity that we are considering and wketthis can be completed safely or not. In this
situation, we want information about what we mail eativity performance riskThis will be an
expression of the risk associated with performimgetivity. For this expression of risk, expedess

is not necessarily the best measure of risk anynieséead focus will be on avoiding accidents. The
probability that we will experience negative consages thus becomes more important than expected
loss.

To illustrate this, we may look at a decision abatrether to perform maintenance on a shutdown
valve the next day or whether to postpone it (jirgation of corrective maintenance). The
maintenance work may lead to a gas leak if notoperéd properly. It is then important that the gas
detection system is operating properly, to ensargy eletection and warning of any leaks that may
occur. In a QRA, we would use the average proligibilf failure on demand as a measure of the
unavailability of the gas detection system. Howewerthis specific situation we will usually have
specific knowledge about the status of the systerd,can use this in our decision-making rather than
the average values of unavailability from the QRAe risk associated with the situation can then be
expressed implicitly, by considering what the staifithe gas detection system is and using thierat
than the probability of an accident as an indicafowhether risk is acceptable. In a real situative

can usually find a number of indirect (or implicitays of monitoring risk.

The above focuses on risk associated with perfagrthie work, and this risk will “disappear” once the
activity has been completed. However, the actimigy also have long-term effects on the risk level.
From the example above, performing maintenance wal\ee will most likely improve the reliability
of the valve (at least for some time). In essettus,implies a change (reduction) in thige-specific
average risk However, we will normally not update the totakripicture for the facility but consider
only the specific effect of performing the activitfo distinguish from an updatesite-specific
average riskwe may call thisctivity consequence riskn some cases, tlegtivity performance risk
may be very small anaktivity consequence ris& high or vice versa.



To sum upactivity performance riskdicates risk level associated with performing dlagvity while
theaverage consequence rigtovides the risk level after the activity has beempleted.

4.2.2 Estimation of activity performance risk

Hayes (2013) has pointed out that in practice djpegra managers seldom use quantitative
expressions of expected loss to make decisionspacific situations. Instead, they focus on
compliance with rules (operational barriers) anffigent integrity of the technical barriers that
prevent a specific hazardous event from becomireglity.

More generally, we can say that we can predict ematrol the risk level by considering activity
critical safety parameters. These parameters waifly irom activity to activity. For instance, the
parameters that influence risk involved in workiagove sea are different from parameters that
influence risk involved in hot work. Figure 3 shoas example of safety critical parameters of hot
work, which are collected from lessons learnt frtwat work accidents and recommended best
practices (CSB, 2010; Madsen, 2013). It is posgiblase risk influence diagrams to structactivity
performance risko ensure critical risk factors are under controlislworth noting that the factors
considered here usually are much more specificdatailed than the factors taken into account when
we estimatesite-specific average ristn a plant level. When considering the activityypfactors that
may be relevant if there is a potential for fireexplosion may be presence of flammable gas; human
errors, unsafe acts; environmental condition dewiat simultaneous activities; and so forth. In a
QRA, these factors will implicitly be taken intocaunt in the data and models used.
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Figure 3 Safety critical parameters for hot work

4.2.3 Estimation of activity consequence risk

As was pointed out above, thetivity consequence risk in principle an update of thate-specific
average riskusing specific information related to the activibat is going to be performed and what
effects this activity will have on the long-ternskilevel for the facility. In principle, the models
applied for calculatingite-specific average risbould therefore be used. However, in practices i
not necessarily easy to do because the modelstdwenessarily contain a level of detail that makes
possible to update the risk level.

This can be approached by developing a more détaitedel (but more limited in scope) that can be
used to estimate thactivity consequence risknd express this in terms of probability of specif
consequences or expected loss.

Another possible way to qualitatively estimaitgivity consequence risk to assess the likelihood of
certain initiating events, level of redundancy, etefe-in-depth barriers that are influenced by
completing the activity. This will indicate how sassful the completed activity will be in influengi

the likelihood of initiating events, and performaraf barriers, in turn to influence the risk lewskr

the plant. This idea originates from Plant Tranisissessment Trees (PTATSs) applied in the nuclear



industry (OECD, 2004). This method is actually mglified version of updating thsite-specific
average riskdescribed above.

4.2.4 Operational decisions and period risk

In the previous section, we considered individuelivéties and the risk associated with these.
However, in many situations there will be decisitist have effects over a period in which multiple
simultaneous activities are carried out. Figurdhdwss examples of how work orders in a two week
period and work permits in 24 hours can be caroiedin overlapping periods. These activities may
influence each other such that the risk associaitiul all activities together not necessarily wik b
equal to adding together contributions from eadlviég on its own. The risk associated with thisyna
be calledperiod risk This is an expression of risk for a plant or liciover a period of time (usually
short, e.g. a day, a week or possibly a few weeks).
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Figure 4 lllustration of schedule overlapping work ordersand work per mits

An example illustrating how activities may interéatincrease risk is as follows. Assume that astivi

1 implies replacing gas detectors, while activityn2olves work on a gas system during the same
period. Activity 1 will increase thactivity performance rislof activity 2 because one of the technical
barriers, gas detectors, is missing. Another exarogh be concurrent activities of hot work and work
on HC system. Hot work implies increased probabitif ignition while work on hydrocarbon
equipment implies a possibility of release. If tn¢wo activities are carried out simultaneously th
possibility of an ignited release is not just aterabf adding together the effects.

Another type of operational decision is whether rmt an action (e.g. to stop production for
maintenance) should be postponed, with a partigpdeod in between alternatives. This is a common
situation, requiring consideration of both safetyl @conomic impact. Assume that the choices are
about whether the plant should be shut-down toirepanewly discovered defect on a barrier, or
postpone the repair until the next scheduled shwgaevhich will be 3 months later as an example.
The second alternative - postpone the repair -ahaaffect in this 3 month period. This dilemma was
faced by operators in Yerkes chemical plant in 8loff(CSB, 2011). After a leak in a flash tank
overflow line was identified, it was decided thlaé trepair could be postponed until the next planned
unit outage. This did not take into account thatther repair that involved welding was scheduled
during this period. The hot sparks from the weldmgurn ignited the large vapour space accumulated
in the slurry tanks due to the leak and led toxgiosion. The accident illustrates interactionsatsen

the consequences of the decision (not to repaideale immediately) with hazards introduced by
planned activities (a source of ignition) that eased “period risk”.

It is noted thaperiod riskis the same asite-specific average riskf we consider a period of one year
and we consider the whole plant. However, the p@nthat this usually not will be the type of
information that we are interested in — insteadwat to focus on a much shorter period with very
specific activities and we may also limit the fodaonly a subset of all activities taking placeidg

a period.



4.2.5 Estimation of period risk

Interaction is a well-known topic in hazard ideigtition and risk assessment. 1ISO (2000) points out
that ‘the interaction of activities taking place concurtly may give rise to hazards not previously
considered significant (e.g. inspection activitiesiormally unmanned areas may be more hazardous
if painting or coating is being carried out in aarby location). However, the relationships are
difficult to identify using traditional risk analisslogic (Dekker, 2011).

In today’s practice, one way of managing this iisko apply Simultaneity Matrixes. These show
which activities cannot be performed simultaneougtiout compensating measures being introduced.
An example would be that hot work is not allowed performed simultaneously with work being
performed on a flammable gas system (MIRMAP, 20H$wever, it is also admitted that risk is not
very well covered by this matrix. The focus of thmtrix is still more on avoiding resource and
schedule conflicts (MIRMAP, 2014). Further, thisedonot explicitly evaluat@eriod risk it only
identifies combinations which will lead to incredgésk without considering how large the increase i

To controlperiod riskof simultaneous activities, one possible way istigh Bow-tie diagrams which
illustrate the route to an accident by breachingspfal and procedural controls (Rausand, 2011).
Figure 5 shows key elements of the bow-tie fromahdg, triggers, proactive barriers, hazardous event
to reactive barriers, exposure and consequences. ddacurrent activities may influence multiple
elements in the bow-tie diagram should be idemtifidd compensated for, to reduce the additional
risk caused by interactions.
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Figure 5 Bow-tie asa mental model to identify possible combinationsto increase period risk

The same principle can be applied to estimapegod risk when comparing alternative decision

options. After identification of the consequencetloé action on elements in the bow-tie diagram,
activities that are planned during this period amdresponding hazards, possible deviations of
operation environment should be identified to sew these deviations will influence the elements in
the bow-tie.

4.3 Risk input to instantaneous decisions

4.3.1 Instantaneous decisions and time-dependent action risk

The key characteristic afistantaneous decisions that they are execution decisions made by perso
who monitor or control the on-going operation. ther words, they are the decisions that are made in
the “coal face” and based on field observationsThcludes detection and reaction to deviations or
abnormal situations, and decisions to follow ofat® rules. These sharp-end personnel are commonly
regarded as the last barrier to prevent accidenta happening. How they treat risk as an input is
different from blunt-end decision makers that makategic decisiongnd operational managers or
planners that makeperational decisionsRisk needs to be expressed in a way to bettegnize the
situation. ‘When people work offshore, they always ask thelsiqmgestion, what do you want me to



look for? During operation, the point is to knowattio control, what to monitdfMIRMAP, 2014).
Operation is a dynamic process, consequently,thiakis needed for instantaneous decision-making
cannot be an average value over a period of timeapture this dynamic attribute of risk, we prapos
another type of risk expressiotime-dependent action riglo express what the risk is right now to
assist in assessing an ongoing activity or operatio

For instantaneous decisionalthough we may concerned about their immedsitert term and long
term effects, we benefit more from controlling d#ions or monitoring some "early warning
indicators" to detect deviations and prevent theamfdeveloping into a hazardous situation.

Time-dependent action risk a measure of risk subject to safety criticagrafing parameters against
operating limits while doing one activity or acties. For example, when you drive a car on the,road
time-dependent action rishanges along with changes in operating parametech, as driving speed,
road conditions, traffic flow, distance to the ftarar, aggressive drivers on the road, and so.forth
Another example can be a pilot that looks out thedaw and judges the speed and descent rate
required to reach the runway, or use the shapelestand size of clouds to determine whether they
should fly through (Schraagen et al., 2008). Trgserating parameters will all be averaged out (and
usually not explicitly included) in the modellind site-specific average ris@ver a long period of
time.

The tempo of changes in the risk level depends @mm fast operating parameters change. Some
examples of such physical operating parametersbeapressure, temperature, allowable separation
distance, concentration of a contaminant, and soEorironmental parameter can be maximum or
minimum weather condition (e.g. wind speed).

4.3.2 Estimation of time-dependent action risk

From a risk analyst perspective, we cannot helgedsito control the car, but we can tell them wbat
look for when driving, and what the limits are.Hiayes (2012) study of safety barriers in operationa
decision-making, she found thahé idea of defining an operating envelope or ao$gire-determined
and formally recorded operating limits has wide ggmnce in both industry standards and safety
regulation for complex process plant (i.e. presswemposition, or number of operators.)The
operating limits are typically based on engineerttgsign consideration and risk analysis with
reference from previous operating experience, sichore pressure and fracture pressure in drilling
activity. The closer the operating parameters agrdhe limits, the higher thieme-dependent action
risk is. Therefore, théime-dependent action ristan be estimated or predicted based on the margin
between performance of parameters in the currardtgn and the operating limits.

It is worth noting that safety barrier performarean be one of the operating parameters used to
estimate and contréime-dependent action risExamples are minimum requirements for availapilit
of safety systems (e.g. level of redundancy) orratgfion condition of the safety barriers.
Furthermore,itne-dependent action risk preferably expressed in terms of observablecatdrs for
sharp-end personnel’'s sake. kwstantaneous decisiong/e benefit more from preventing deviations
or monitoring some "early warning indicators" totef# increase in risk and prevent them from
developing into hazardous situation. This is sufgubby operators stating tha&sdme small groups,
contractors don’t need emphasis too much about fisley need concrete indicators to look into”
(MIRMAP, 2014)

4.4 Riskinput to emergency decisions

When an operation is identified to move into an myeecy situation, the decisions made aim at
controlling the situation, to recover to a normaliaion or to mitigate the consequences. Normally,
the time available to makemergency decisionis shorter than foinstantaneous decisionsOne
example ofemergency decisiors whether to close Emergency Shutdown Valves (EGfbn a
process leak. There are many factors that influéimeeisk level in such a situation and normallgyth



can change fast. People will typically judge thskrievel based on leak size, escalation speed,
classified area (i.e. hazardous, non-hazardousgtheh leak is ignited, and so forth. Principally,
emergency decisiorsye made based on a similar inpufretantaneous decisionsince the decision

is based on a set of operating parameters ane &saélope boundary.

Basing the intervention in emergency situationsobgervation and control of a set of well-known
operating parameters is “common practice”, withibigt sharp-end operators’ necessarily keeping the
concept of risk in mind. The challenge lies in himwinterpret multiple changing parameters so that a
reasonable impression of the risk level can be rgéed. The investigation into the Macondo oil spill
disaster highlighted failure of situation awarené®@SC, 2011). Frequently recurring alarms and
flashing lights makes it difficult for personnel board to acknowledge what is going on (CCR, 2011).
In practice,comprehensiomf the current situatiorandprojection of future statubas been an arena
that relies heavily on the expertise and experiariceoal-face” operators. This is part of the @as
why “deference to expertise” for decision-making High pressure situations has been proposed
(Weick and Sutcliffe, 2007). However, study of infation processing in the minds of “experts” to
see how they derive the general risk picture tocstire an analytical framework is beneficial,
especially for less experienced workers on thel fiel

4.5 Summary of risk types and applicable decision types

Table 1 summarizes the discussion in Section 4. fitle expression and corresponding risk
assessment methods must be customized to theatecimitext to assist in the search for concrelke ris
reduction measures and effective risk control. dlassification system does not contain novel aspect
in the sense that it has identified new aspectiskf However, it provides a structure that is dared
that should help in understanding how we need wiffe aspects of risk and different ways of
expressing risk in different situations. Anotherriinef the classification system is that it canilitate
communication among decision-makers by clarifyihgttwe may be addressing different aspects
when we use the term “risk”.

To illustrate this further, we may look at how dlified risk types can improve Management of
Change (MoC) during operation. Missing or failedaiche management has been identified as a
contributor to several major accidents that hagpbapd in the last decades. ISO/TS 16530-2 (I1SO,
2013) lists the requirement ofdéentifying the change in risk level(s) via useaofisk assessment
matrix or other mearis This is a requirement for managiragrtivity consequence ristwithout
specifying how to do it. In addition, risk involvéa executing the changeaetivity performance risk

is overlooked and not well managed. Another aspheitneeds to be managed is tinee-dependent
action risk.This is to make sure executing the change willputtthe system into a dangerous zone by
monitoring related operating parameters againstygafoundaries.

Table 1 Summary of risk types

Risk Type Description Expression Estimation Applicable
Decision
types

Average risk Risk for an industry, a nation Frequency Retrospective Strategic

or an even wider scope statistical data decision (at
averaging over a large group national or

of plants, activities, areas and
personnel

industry level)

Site-specific average risk|  Risk for a specific plan Expected loss QRA/TRA Strategic
averaged over a year and calculated from decision (at
taking into account specific | probability of plant level)
characteristics of the scenarios and
particular plant corresponding

consequences

Activity | Activity An expression of the effect | Barriers integrity Evaluation of Operational

risk consequence | that completing an activity | under defence-in- impact on safety decision with

risk will have on the risk level depth principle barriers (failure or | long term
after the activity has been degrading, effects




completed (risk after the Site-specific average | improving and how
activity) risk if impact is long)
quantifiable and can
be reflected in QRA | QRA/TRA
model
Activity An expression of risk level | Critical safety Process activity Operational
performance | associated with performing g parameters (e.g. statistics decision with
risk specific activity (risk during | activity specific effect over an
the activity) hazards, activity Risk influencing activity
designed technical diagram
and operational
barriers, competence
of operator)
Period risk An expression of risk fora | Possible interactive | Evaluation of Operational
plant or facility over a couplings between hazards involved in| decision with
(normally short) period of activities in concerned the period to effect over a
time period elements in bow-tie| period of
diagram several
activities, or a
particular
period
Time-dependent action | An expression of short-term | Indicators derived Safety margins of | Instantaneous
risk risk variation while from operating operating and emergent
performing one or several parameters against | parameters that are decisions
activities operating limits. In left before the
some cases, a general system drift into a
indicator is preferred.| danger zone

Figure 6 is prepared to illustrate the differenbesveen the proposed risk expressions. For instance
safety critical equipment 1 is tested and it feslgunction. This indicates that the plant riskdetas
changed and triggers a need to update. The riskomagflected by updatirgjite-specific average risk
under the assumption that the plant stays in thadition for a year. If maintenance of equipmeint 1
decided, extra risk is introduced due to all efeat the maintenance activity on the plant while th
work is ongoing. This iactivity performance riskCorrespondinglytime-dependent action righows
variation of risk at activity level with concretalues of parameters (e.g. temperature, {ifessure
14.5 bar) against operating limits as inpAttivity consequence risls an updatedsite-specific
average riskevel after equipment is returned to serviéeriod riskis based omctivity performance
risk of simultaneous activities, with interactions lgegonsidered as an additional factor.
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Figure6 Illustration of principle difference of classified risk expressions




There are two things worth mentioning in relatiorthis. TheSite-specific average riskums up risks
due to all possible major accident scenarios cabgdthzardous events and uses average input values
(e.g. frequency of hazardous events, probabilitfadfire of barriers, average performance of risk
factors, exposure of personneBite-specific average riskan be updated when the status of these
inputs are updated. This is the same concept at“potime risk” (“instantaneous risk”,
“configuration specific risk”) that is used in theiclear industry. This reflectghe current plant
configuration in terms of the known status of tlagious system and/or components, for example,
whether there are any components out of servicamf@intenance or testgIAEA, 1999). Another
reference can be the "Risk Barometer'. The "RiskoBeter" technique aims to continuously
“monitor risk picture changes and support decisicakens in daily operatioris(Paltrinieri et al.,
2014). The risk picture is based on the existingAQIRd a set of risk indicators are introduced to
measure the status of the various parameters inding accident scenarios, including the ones
defining the status of the safety barriers in thecpss area. We interpret the updated risk picsara
site-specific average rislsince what has been predicted is the averageeais bver the rest of the
lifetime of the system, even though the updatindpise on a daily basis.

Activity performance riskand period risk consider much more specific and detailed factaes (
operational barriers) thasite-specific average riskVe illustrate it using a theoretical calculatiof
major accident risk that takes into account théofahg factors: The frequency of a hazardous event
(F4e), the probability of failure of barriers (Ps(J ... Pr(fz)), and the consequence (C).

Site — specific average risk = Z Fyg i X Pr(fBU) X Pr(fBiiz) Pr(fBiJ-) X C;

i=1
Suppose barrier 1 for hazardous event 1 is outraftion, the updatesite-specific average risk:

Fpg, X 1 X Pr(fs12) - Pr(fgu) X Cy + Z Fug i X Pr(fpi 1) X Pr(fpi ) - Pr(fBi,j) X C;

i=2

While executing a maintenance activity on barriebdrrier 2 may be disconnected. To compensate
for this, a temporary barrier 2 will be introducedth probability of failurePr(frz,,). The
maintenance activity may also expose twice as npamgonnel on the site. As a result, tativity
performance rislof this maintenance work is:

Fyg, X 1 X1 X Pr(frp1 2) . Pr(fz1_;) X 2C;

This activity performance riskKdisappears” after the maintenance finished. If assume the plant
stays in the same condition during the maintengreréd, the updatedite-specific average risk
during execution of maintenance is

n
Fug, X 1% 1 X Pr(frgn2) o Pr (fon,) X 260+ ) Figg o X Pr(fae 1) X Pr(foiz) o Pr(foi ) X G

i=2

If our focus is only on avoiding major accident lghiloing the work, or during a particular periad, i
is not always necessary to update the risk leveltfe whole plant. The same principle applies to
period risk

! The formulas are only for illustrative purposerfra theoretical point of view to see differencesveen site-
specific average risk and activity performance.risk



5. EXAMPLE

In this section, proposed risk types are appliedidoision situations regarding ESD (Emergency
Shutdown) Valves to illustrate how they can be ugegractice and how different aspects of risk can
be revealed to assist more concrete decision dsatex

The ESD Valves on an offshore installation havenbegusing problems. Tests have shown that the
probability of closing on demand not has been gsired and there have also been observed internal
leaks on several occasions. This is a concerrfoplatform management and a number of actions are
being considered and/or are being implemented.dekisions involved and risk information are listed

in Table 2.

Table 2 Decisions and risk infor mation

Decision

Risk information

A long-term solution to the problem would &
to replace all the valves with new valves w|
an improved specification. This is howeve
costly and time-consuming operatig

involving considerable risk. A short-termaverage riskto get an update of the risk for the plant. Meaiteytthe

solution (that may also be acceptable in
longer term), is therefore to perform mo
maintenance on the valves and to test th

more often. This can contribute to improyeéndicates the risk during the work. For replacenwtalves, a series g

the reliability to an acceptable level.

€This is an operational decision that influenceslding-term performance
thof the system. To support this specific decisiorkimg context with two
alternatives, theactivity consequence risescribes the resulting rigk
nfrom the decision, and this can be accumulated ihtosite-specific

thevo alternatives may involve considerable risk dgrihe performance of
rehe work. Activity performance riskexpressed by activity specifi
ehnazards and status of safety critical factors egievfor the work,

[¢)

=

activities such as shipment of new valves, liftwgves to platform,
retrieval of old valves, establishing bypass ettroduces additional
hazards that may increaaetivity performance riskevel.

As part of the sho-term solution, plans a
being prepared for performing maintenar
on all the valves and to test them. As part
the preparations, risk is being considered
risk reducing measures are introduced
ensure that the work can be performed safe

Two aspects orisk arerelevan. First, scheduling maintenance or 1
ceork so thaperiod riskcan be acceptable. Which valve is out of ser
ofeeds to be reflected in order to maintain the etmantsite-specific
araverage riskacceptable. Second, thetivity performance riskssociated
twith maintenance or test activity itself is undentol. Maintenance o
efESD valves involves high probability of hydrocardeak due to manual
intervention. The maintenance specific hazardsudelbut not limit to
human errors (i.e. no gas freeing, inadequate inindequipment no
disconnected, flange not assembled, etc.), ignsimurce introduced b
hot work, more exposed personnel, and so on. Oshéesty critical
parameters such as weather condition, wind speesb aleed
consideration. Correspondingly, whether risk reuctmeasures (i.e.
technical barriers, operational barriers) towaldsé hazards are in place
and their average performance are critical to pteditivity performance
risk. If necessary, more reduction measures shouldldreg@d to keep
activity performance riskt an acceptable level.

ice

<

Planning has been completed for some of
valves, and one of them is due f
maintenance tomorrow. The platfor
management has to decide if it is safe to g
the work the next day or not.

ther this decision, two types of risk informatioreaelevant. First, using
oupdatedactivity performance risko verify that it is not changed, due fo
mchanges in hazards, weather, actual performanceis&f reduction
tarteasures (e.g. supervisor and documentation algilalor actual
number of personnel present during execution ofntaetenance work|
Second, usingeriod riskto control risk level over next 24 hours by
checking whether simultaneous activities are sdeeduand possible
interactions (e.g. if extra people will be preseetause of other work).

During performance of the work, it i
identified that one defect valve must
replaced immediately. The new valve
transported by supply vessel. Crane oper
starts to plan when to start lifting from de

is Before lifting, status of operating parametersssdito construct ime-

belependent action rislpicture. Ship movement, wind direction, waye
idieight and crane movement are some of the relpaaameters.
ator

Ck

to platform.




Decision Risk information

Work on another of the valves is underwayin practice, this decision is made based on expegi@nd observation qf
During performance of the work, a leak |othe situation (a set of critical parameters, sixlteak size, gas flow rate,
hydrocarbons suddenly occurs because| mition possibility etc.), without a formal risknalysis to support the
failure of one of the valves that isolate thelecision. Formally, it is th&ime-dependent action riskat is relevant.
ESD-valve from the rest of the plant. The
situation has to be handled correctly to engure
the safety of personnel and the right course¢ of
action must be chosen.

6. DISCUSSION AND CONCLUSION

6.1 Summary of the work

In this paper, we have classified decisions ina@ss plant from a risk assessment perspective into
four main types. These decision types form the tamknd for exploration of what risk information
we actually need to express to support decisionimgald classification scheme of risk information
into average risk site-specific average riskactivity risk (activity performance risknd activity
consequence riskperiod riskandtime-dependent action risk proposed, together with descriptions
of how they can be estimated as input to varioudsa®n typesActivity riskis further divided into
activity performance rislandactivity consequence risk.

6.2 Implications of the classification scheme

The classification scheme provides a formalizatbrihe types of information required in different
contexts and illustrates that risk expression aodesponding risk assessment methods must be
customized to the decision context. This is not,newt formalization can be a help in selecting the
best approach in different situations, thereby alssisting the search for concrete risk reduction
measures and effective risk control. With the widgrscope of application of risk assessment from
design phase to operational settings in oil andrghsstry, this becomes increasingly important.

The new classification has novel aspects in the afagroviding more specific risk information to
support various decisions in different contextsisTiB shown in section 5 and as a result, a specifi
risk picture can be constructed as an input teiriskrmed decision making (RIDM) for each decision
context. As indicated, expressing risk explicittyterms of expected loss is not necessarily thée bes
approach in all situations.

An important benefit of the classification system that it can improve communication among
decision-makers. The risk considered in differeitiations varies and these differences are not
necessarily clearly acknowledged and described.nVémeoperational manager asks “what is the risk
with this job?”, this can be understood in many svay
» What can go wrong during execution of the worlétivity performance risk
» What are the undesired consequences to the systemwork is done (or not done)7aetivity
consequence risk
» Can the work interact with hazards involved in othlanned (simultaneous) activitiesperiod
risk

Without accurately specifying what is meant, thiergignificant scope for misunderstandings.

6.3 Risk types and quantification

The starting point for this paper was the use dingjtative risk assessment and the attempts at
extending the use of the results to operationaisiets. However, as illustrated in the discussion
above, the risk does not necessarily need to betifjed in all circumstances. As pointed out, there
may also be modelling issues (e.g. in QRA) whiclansethat quantitative models are not possible to



use at all or may give misleading results. Thigéssneeds to be kept in mind in practical appbeesti
(UKOOA, 1999). Presenting qualitative informationa structured manner may be an option in such
cases, although this has not been explored fuith#ris paper. One advantage of quantification is
however that comparison between options and cosmweiwith decision criteria usually becomes
easier.

In principle, there will be a relationship betwdbe complexity of the decision situation and theche
for formal analysis and quantification of rigfEigure 7). If the situation involves several hasaand
many activities, quantification (e.g. expected Jasuseful because different alternatives mayouoe t
difficult to compare without expressing this witheo(or a few) parameters/numbers. On the contrary,
for decisions involving only one activity, with gnbne hazard, safety critical factors will be rislely

few. In such cases, quantification of expected Isessot necessary. This is supported by the Health
and Safety Executive in UK and Health and SafetyrBsentatives Sweden (Arbetsmiljéfonden, 1988)
(Pickering and Cowley, 2010) stating that when wganineasure is “immediately apparent” or an
exploratory investigation sufficed, the risk assemst stage can be bypassed by identifying hazards
and then simply deciding what to do with them.

A
//

Need for quantification
\

|
|
|
|
|
- |
|
|
|
|
|

. Complexity of
7 decision situation
One activity Many activities

One hazard Many hazard

Figure 7 Relationship between complexity of decision situation and need for quantification

6.4 Challenges of using different risk expressions

Operational decisionshave been treated differently comparedstmtegic decisiondrom a risk
assessment point of view. This is pointed out bylé&een and Mostue (2012), stating that lack of
formal risk analysis methods in daily operationoih and gas industry raises questions about the
ability to ensure safe operation. Even though thampng horizon is short fasperational decisions
rational choice is still expected to be a suitableory for describing these types of decisions unde
current knowledge of the situation, with propekiiigformation as input. Current practices do ndphe
much with estimatingactivity performance riskperiod risk and time-dependent action riskihe
challenge in usingctivity consequence riskctually lies in the level of details while modia site-
specific average riskCurrent QRA and area risk chart etc. are statitlack sufficient detail so that
important changes in safety functions or technamaiditions not can be included on a continuous
basis. For etivity performance riskthe key is to identify critical safety parameteespecially
technical and operational barriers and influencesfsurroundings. Best practices, incident/accident
reports and experience from operational expertsharédest sources, despite the fact that identjfgin
complete set of parameters is challenging and tiomsuming. Analysis of interactions is pivotal for
period risk However, there are presently no guidelines othou to illustrate how to identify these
interactions.

It might be questioned whethtme-dependent action ris& a useful concept or tool forstantaneous
decisionsand emergency decisioné\s illustrated in section 3, NDM provides a dgstion of the
mechanisms behind these two types of decisionsseldecisions rely heavily on experience-based
judgement — the mental model in the decision-mak®nsl — to interpret abnormal situations, simulate

2 Figure 7 is only to illustrate that along with imase of complexity of decision situation, the nded
quantification is increased. The relation doesaéto be linear.



and imagine what might happen and look for the firgrkable option to avoid accidents. Therefore,
systematic processing of such risk information Ww#nefit sharp-end operators towards a decision
process more characterized by rational decisioringakeory.

There are two merits of using ttime-dependent action rigloncept. Firstly, analytical and systematic
work can help identify a complete picture of wha sharp-end operators need to monitor, especially
for operators who are less experienced. Seconglyediction of risk level (i.e. in terms of probkityi

of accident happening) based on multiple deviatmmsarning indicators can help construct a clearer
risk picture. At the same time, it is also a chadke to generate the models necessary to quargiy ri
Another challenge in relation to using the riskegvill be to maintain consistency between proposed
risk types, in the sense that if we look at integptactivity performance rislandperiod riskover a
year; we should arrive aite-specific average riskThis need not necessarily be the case, since
different models and different factors are usedeftimation. With the same reasoning, integration o
time-dependent action righkver time is not necessarily equalactivity performance riskHowever,
since these risk types are used for different mep@nd different situations, this need not nedgssa
be a problem. The main thing is that they providecuate decision support for the situations they ar
intended to support, and that suitable decisideriai are established to fit those situations.

6.5 Future work

Based on the classified risk expressions, furtherkws ongoing to develop practical guidance to
provide sufficient risk information to support opgonal decision-making, based on the classificatio
in this paper. The next step will focus on expmsf risk types, to review and find suitable and
concrete risk measures to express each risk tygmecilly the ones that current risk measures in
terms of expected loss are not suitable for. Thesms current practices for operational risk analysi
will be reviewed and their suitability, advantagesl disadvantages will be evaluated. A further step
will be modelling some of the risk types, with siaéinterests in modellingctivity performance risk
activity consequence risknd period risk This will also be an attempt to facilitate theogess of
developing formal risk analysis methods in dailgigtion by identifying, assessing and handlingsrisk
more explicitly and traceable.
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