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ABSTRACT

Second order diffraction effects often occur in hyperspec-
tral instruments with dispersive elements. These second (and
higher) order diffractions are typically unwanted, and should
therefore be removed. One way of achieving this is by using
a filter to block parts of the spectrum, calculate the second
order light efficiency, and further use this to remove the es-
timated second order light in all datasets. Here, data from
four different filters (two longpass and two shortpass) with
three different types of illumination (a radiometric calibration
source, cloudy sky and sunny sky) are compared. The short-
pass filters used with the sunny sky give best results, while
the longpass filters prove useful for validation purposes. A
natural light source such as the Sun is shown to be beneficial
compared to the calibration source (low intensity in UV) due
to differences in spectra from real life measurements.

Index Terms— Hyperspectral imager, second order
diffraction effects, second order correction

1. INTRODUCTION

The use of Hyperspectral Imagers (HSIs), or imaging spec-
trometers, in both industrial and scientific projects is grow-
ing. In addition to large, expensive and high-end instruments,
small and low-cost instruments built in-house are being devel-
oped, e.g. [1, 2, 3]. Smaller and cheaper instruments are more
prone to error sources due to the use of cheaper components
and less tailored and complex designs. They are, however,
useful for many applications and enable more widespread use
of HSIs. Simple methods to improve the collected datasets
from these imagers are therefore desirable and useful for the
community.

The dispersion of light from a diffraction grating can be
described by the grating equation

kλ = d(sinα+ sinβ), (1)
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where k is the spectral order, λ is the wavelength, d is the grat-
ing groove spacing, α is the angle of the incoming light (inci-
dent angle) and β is the angle of the diffracted light (diffrac-
tion angle) [4]. This shows that second order light at wave-
length λ1 is diffracted at the same angle as the first order light
from λ2 when λ2 = 2λ1. For a diffraction grating, the rela-
tionship between the overlapping orders of light is linear (as
opposed to grism designs which can have a nonlinear rela-
tionship) and follows the relation

λk =
(k + 1)λk+1

k
, (2)

where k again denotes the order of the diffracted light so that
λk is a wavelength at one order lower than λk+1 that reach
the same area on the detector [5]. It is desirable to develop
a method to remove the second order light present in the up-
per part of the spectrum so that these longer wavelengths can
be used for analysis, thereby expanding the usable range of
instruments limited by these higher order diffraction effects.

One way to measure second order light is by using filters
as presented in [5] and [6]. The relationship between the first
and second orders of light is found by comparing measure-
ments acquired with and without a filter. This is further used
for correction by simply subtracting the estimated amount of
second order light from the longer wavelengths based on the
amount of incoming first order light. The method presented
here is based on this approach. Estimating the second or-
der light using only the intensity differences as done with
these filter measurements, however, makes the correction sen-
sitive to differences in the incoming light spectrum. For the
diffracted second order light the light spreads out, which both
decreases the intensity (peak height) and increases the Full
Width at Half Maximum (FWHM) (peak width). A signif-
icant change in the incoming spectrum can therefore result
in a less accurate correction since overlapping signal from
neighboring wavelengths changes, which is not captured by
the filter measurements.

Other methods that can be used include measuring second
order light with a monochromator, and using in-flight mea-
surements. With a monochromator, changes in both intensity
and FWHM can be measured, thereby avoiding the weakness
of the filter method. Interpolation can then be used to cre-



ate a more extensive model of the instrument, as presented
in [7]. A full spectral stray light correction of the instrument
can also be made, as presented in [8]. This does, however,
require a more complex set-up.

In-flight data can also be used. In [9], in-flight ocean data
with underwater features such as coral reefs is used to char-
acterize the amount of second order light in the data. Since
solar radiation at longer wavelengths (800 nm and above)
are absorbed by the water, coral reef features present at the
longer wavelengths are from second order light. This is used
to quantify the second order effects and correct data during
flight. [10] uses a similar method, combining the in-flight
and filter method by using different reflectance standards on
ground. A compensation model to correct a Ultraviolet (UV)-
Visible (VIS) instrument is presented using different colored
tiles (UV included and UV excluded standards) to predict
the relationship between the first and second order signals.
The second order light in the other datasets are then corrected
based on the amount of incoming first order light, as for the
filter method. Using these standards also includes some at-
mospheric effects which can be useful for remote sensing in-
struments. The weakness of dependence on incoming light
spectrum is, however, still present.

Here, the filter method approach is used. A filter is at-
tached in front of the HSI to measure the amount of second
order light, and the second order light efficiency (ratio of sec-
ond order light to first order light) is found. This is further
used for correction by removing the estimated amount of sec-
ond order light (based on the incoming first order light) in
the data. Four different filters and three different illumination
sources are used to investigate which filters and light sources
that are most useful for this method. The amount of second
order light is measured, and the second order efficiencies and
resulting corrections are compared.

2. METHODS

The hyperspectral imager used in this report is a pushbroom
HSI based on Commercial Off-The-Shelf (COTS) compo-
nents with a transmission grating design, as presented in [2].
The designed spectral range is 400 to 800 nm. However,
the full sensor covers about 240 to 970 nm. Little light is
recorded below 400 nm due to low Quantum Efficiency (QE)
of the sensor and absorption by the glass lenses. Second
order diffraction effects from the wavelengths at 380 nm and
up are, however, expected to appear from about 760-800 nm
and upwards, contaminating the spectrum. Specifications of
the instrument are summarized in Table 1.

Four filters from Edmund Optics (EO) are used. There are
two Longpass (LP) filters with cut-on wavelengths at 500 nm
(EO #15-224) and 525 nm (EO #64-626), and two Shortpass
(SP) filters with cut-off wavelengths at 700 nm (EO #15-261)
and 750 nm (EO #15-262). The LP filters block the light be-
low the cut-on wavelength, and will only record first order

Table 1: Specifications of the HSI.

Parameter Specification
Camera sensor Sony IMX174
Image size (1936, 1216) pixels
Designed spectral range 400 - 800 nm
Theoretical FWHM 3.3 nm
Spectral sampling distance 0.38 nm per pixel
Grating 300 lines/mm, transmission
Slit height 7 mm
Slit width 50 µm

light above 780 nm. The SP filters, on the other hand, block
the light above the cut-off wavelength. All light recorded
above the cut-off wavelength is therefore second order light.
The light sources used are a radiometric calibration lamp in an
integrating sphere (Model ISS-30VA, Gigahertz Optik), and
natural light from the Sun on a cloudy and sunny day.

2.1. Data acquisition

When acquiring data, each of the filters were attached to the
front lens of the HSI in turn (order LP 500 nm, LP 525 nm,
SP 700 nm, SP 750 nm), and pointed towards the light source.
In total, 12 datasets were captured (four filters in combination
with each of the three light sources). In addition, a measure-
ment without the filter attached was taken between each mea-
surement to monitor fluctuations in the light level. An extra
dataset was also acquired for the purpose of testing the correc-
tions on an independent dataset. For each dataset, 10 images
were taken and averaged to reduce noise. Further, only the
center line (center of the slit image) was investigated to avoid
smile effects. The method can be expanded to the full image
by either using smile corrected data or repeat the analysis for
each line in the image.

2.2. Data processing

First, the datasets collected in front of the radiometric calibra-
tion source were used to calculate the transmission curves of
the filters. Reference curves from EO are available, as shown
in Figure 1, but these are for the general filter, and not for
each specific filter. Minor differences may therefore occur.
The cut-on and cut-off wavelengths were found to coincide
nicely with the reference curves, while the exact transmission
of other wavelengths deviated slightly. The measured curves
were therefore used further as filter efficiency curves. In ad-
dition, the transmission peak visible for the SP 700 nm filter
was removed.

Next, the fluctuation of the light level was investigated
by looking at the datasets collected without filters attached.
The collected data is shown in Figure 2. The radiometric
calibration source and the sunny sky were found to be sta-
ble. The cloudy sky, however, fluctuated a lot in light level,
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Fig. 1: Filter efficiency curves (from Edmund Optics) for the
longpass (LP) and shortpass (SP) filters.

even though the data was captured within a time frame of 10
minutes. For these measurements, a scaling factor was there-
fore manually found and applied to the cloud measurements
to achieve the same signal strength before the data was used
further. From this data, it can also be seen that the spectra are
slightly different for each light source. The peak is around
600 nm for the calibration source, and closer to 500 nm for
the natural light. In addition, features such as Fraunhofer lines
are visible in datasets using the Sun as light source.
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Fig. 2: Measurements without filter, to observe variations in
the light level. (a) Radiometric calibration source, (b) cloudy
sky, (c) blue sky.

The images captured with filters were normalized by di-
viding by the corresponding filter efficiency curves. For the
SP filters, data above the cut-off wavelength was kept un-
touched, as this signal is from the second order effects that
are being investigated. The resulting filter measurements are
shown in Figure 3. The lines coincides well, except for the
areas where the filter blocks the light, which is as expected.
However, above 750 nm the signals slightly disperse. This is
due to the second order light.
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Fig. 3: The normalized datasets. (a) Radiometric calibration
source, (b) cloudy sky (scaled), (c) blue sky.

3. SECOND ORDER EFFICIENCY

Using the two different types of filters gives two independent
ways of measuring the same second order light. With the LP
filters the second order light can be estimated by subtracting
the first order light from the total signal (first and second order
together which is present in the no filter data). With the SP fil-
ters the second order light is measured directly. The estimated
amount of second order light is shown in Figure 4a-c. For the
radiometric calibration source data (Figure 4a) very little sec-
ond order light in the 800 to 900 nm range is present due to
little light below 450 nm from the calibration source (as seen
in Figure 3a). The second order light found here, specially
with the LP filters, is therefore very noisy. The peak from
the SP 700 nm filter efficiency curve is also visible here due
to strong intensity in the radiometric source at shorter wave-
lengths. This suggests that this filter should not be used when
measuring the second order effects above 930 nm. For the
cloudy and sunny sky data, however, the second order light
measured by the SP filters and estimated with the LP filters
coincides well. It can also be noted that the LP data has lower
and more noisy signal below 800 nm than the SP filter data.

From the estimated second order light, the second or-
der light efficiency, Aλ, was calculated. This describes the
amount of second order light that is produced by the different
first order wavelengths, and is calculated as

Aλ =
Cλ (second order)

Cλ/2 (first order)
, (3)

where Cλ (second order) is the second order signal appearing at
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Fig. 4: Estimated second order light (a-c) and calculated sec-
ond order light efficiency (d-f) for the three data sets with all
four filters. (a,d) Radiometric calibration source, (b,e) cloudy
sky, (c,f) blue sky.

a given wavelength λ, while Cλ/2 (first order) is the first order
signal of the same wavelength.

The calculated second order light efficiency for all three
data sets with all four filters are shown in Figure 4d-f. It can
be seen that the LP data is generally noisier than data from the
SP filter, especially below 800 nm. This is as expected when
looking at the second order light in Figure 3, as they have
lower intensities below 800 nm. It can also be seen that the es-
timated second order efficiency diverges below approximately
810 nm. This is mostly due to the first order signal from
around 400 nm having very low signal strength with relatively
high levels of noise. The results in this region are therefore
expected to be less accurate. Above 850 nm, however, the
curves have similar values both across filter types and light
sources, suggesting that these values are more reliable. Again,
it can be noted that the peak from the SP 700 nm filter is vis-
ible in the radiometric calibration source plot, which is an ar-
tifact of the filter and not the correct second order efficiency.

The curves were smoothed by a Bartlett window to reduce
noise before they were used further for corrections.

4. SECOND ORDER CORRECTION

Correction can then be achieved by applying

Cλ, corr = Cλ − Cλ/2Aλ, (4)

where Cλ, corr is the corrected signal at wavelength λ (for
example signal at 800 nm, without any second order light
present), Cλ represents the number of measured counts at this
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Fig. 5: Example of second order correction by filter (here
using the SP 750 nm filter). Additional filter data is shown as
reference of data without second order light. Zoomed in inlet
shows that the corrected signal (dashed) follows the reference
signal nicely.

first order higher wavelength (the signal recorded at 800 nm
before correction), Cλ/2 is the number of measured counts at
the corresponding second order lower wavelength (the mea-
sured light at 400 nm), and Aλ is the calculated efficiency de-
scribing the amount of generated second order light expected
to occur at the higher wavelength based on the amount of first
order signal (the amount of second order light from 400 nm
appearing at 800 nm).

An example of how the correction works on the test data
is shown in Figure 5 (corrected with the second order effi-
ciency from the sunny sky dataset with the SP 750 nm filter).
Filter data (LP 500 nm) from the test dataset is also shown
for reference. The goal is that the corrected signal follows the
original signal until the second order effects appear, and then
follows the filter data where the second order effects are fil-
tered out. The figure shows that the corrected signal behaves
as expected.

The correction applied to the same test dataset using all
calculated second order light efficiencies (four filters, three
light sources) are shown in Figure 6. It can be seen that the
correction based on the radiometric calibration dataset per-
forms worst, as the corrected signals deviate from the refer-
ence filter data. This is most likely due to the low amounts
of second order light in the original dataset, with high levels
of noise, resulting in a poorer estimate of the second order
efficiency. And again, the peak from the SP 700 nm filter
can be seen, this time as a dip at 930 nm after the correction
with values close to negative 150 counts. This shows that fil-
ter artifacts can greatly disturb the correction, and filters with
such peaks and dips in their transmission curves should not be
used. The corrections based on the datasets when observing
the sky, however, shows better performance. They both es-
timate a bit too much second order light, resulting in slightly
lower signal after correction than what the reference filter data
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Fig. 6: Second order correction applied to the test data, using
the second order efficiency calculated by all four filters with
all three light sources. (a) Radiometric calibration source, (b)
cloudy sky, (c) blue sky.

shows. The cloudy sky dataset gives on average a signal that
is 14% below the reference, while the blue sky data is on aver-
age 11% below the filter reference data. Even though the test
dataset is also looking at a cloudy sky, the correction based
on the blue sky datasets performs better, suggesting that a sta-
ble light source is beneficial when collecting the filter data
measurements.

5. CONCLUSIONS AND FUTURE WORK

From these experiments, we have shown that correction of
second order light can be achieved by calculating the second
order efficiency from data collected with filters, and use this to
remove second order light in the dataset. The SP filters mea-
sure the second order light spectrum directly, and is therefore
the easiest to use. The LP filters are useful for validation pur-
poses as they only record first order light at the longer wave-
lengths, which can be used as a reference for correct signal at
these wavelengths. It is important to choose filters without ar-
tifacts such as steep peaks and dips in the filter curves (unless
these are accounted for properly), as these affects the calcula-
tion of the second order efficiency and thereby the correction
results.

For a light source, it is preferable with a stable light source
(or target), and a spectrum which is close to what will be used
during operations. The Sun/natural light is therefore a good
choice for remote sensing instruments that will be used out-
doors with the Sun as illumination. It is also nice to keep
in mind that a higher Signal-to-Noise Ratio (SNR) is benefi-
cial when performing the measurements, as the second order
effects are typically quite weak in intensity and therefore be-
comes noisy if the signal strength is not high enough.

For future work, comparing the correction based on filters
with corrections from monochromator measurements ([7, 8])

and in-flight data ([9, 10]) would be a useful addition to assess
which method should be used. A more detailed analysis of the
accuracy of the corrections should also be done.
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