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ABSTRACT The widespread propagation of misinformation on social media platforms poses a significant
concern, prompting substantial endeavors within the research community to develop robust detection
solutions. Individuals often place unwavering trust in social networks, often without discerning the origins
and authenticity of the information disseminated through these platforms. Hence, the identification of
media-rich fake news necessitates an approach that adeptly leverages multimedia elements and effectively
enhances detection accuracy. The ever-changing nature of cyberspace highlights the need for measures
that may effectively resist the spread of media-rich fake news while protecting the integrity of information
systems. This study introduces a robust approach for fake news detection, utilizing three publicly available
datasets:WELFake, FakeNewsNet, and FakeNewsPrediction.We integrated FastText word embeddings with
various Machine Learning and Deep Learning methods, further refining these algorithms with regularization
and hyperparameter optimization tomitigate overfitting and promotemodel generalization. Notably, a hybrid
model combining Convolutional Neural Networks and Long Short-Term Memory, enriched with FastText
embeddings, surpassed other techniques in classification performance across all datasets, registering
accuracy and F1-scores of 0.99, 0.97, and 0.99, respectively. Additionally, we utilized state-of-the-art
transformer-based models such as BERT, XLNet, and RoBERTa, enhancing them through hyperparameter
adjustments. These transformer models, surpassing traditional RNN-based frameworks, excel in managing
syntactic nuances, thus aiding in semantic interpretation. In the concluding phase, explainable AI modeling
was employed using Local Interpretable Model-Agnostic Explanations, and Latent Dirichlet Allocation to
gain deeper insights into the model’s decision-making process.

INDEX TERMS Fake news, deep learning, interpretability modeling, machine learning, word embeddings,
transformers.

I. INTRODUCTION
In the current era, digital platforms such as social media,
online forums, and websites have overtaken traditional
media as the foremost sources of information [1]. This
paradigm shift highlights the transformation in our methods
of accessing and interacting with information [2]. Social
media’s freedom of expression and instant information make
it very popular, especially with the younger generation.

The associate editor coordinating the review of this manuscript and

approving it for publication was Leimin Wang .

People all over the world use these platforms to get news
about everything from celebrities to politics, often without
questioning if the news is real or not [3]. Fake news, which is
intentionally created and verifiably false information, is seen
as a threat to the stability of democratic systems, diminishing
public trust in government institutions, and having a profound
effect on critical societal aspects such as elections, economic
conditions, and public opinions on matters like wars [4], [5].
The dissemination of fake news was markedly prominent
in the key stages of the 2016 U.S. presidential election.
This trend not only influenced public perception but also
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raised concerns about the integrity of information consumed
by voters during such significant democratic processes [6].
During that period, around 19 million bot accounts were
established to disseminate false news regarding Trump
and Clinton and this deliberate strategy rapidly increased
the spread and influence of misinformation among the
public [7], [8]. Additionally, reports indicate that fake news
tends to receive more attention on social media compared
to factual news, with examples of this trend visible on
prominent social media platforms. The issue of fake news is
considered to be more critical than other types of misinfor-
mation [9], [10]. As the widespread presence of fake news
on social media continues to challenge the trustworthiness
of online information, it becomes increasingly important
to develop effective measures to address this problem.
With the continuous increase in data volume, the need to
rapidly and efficiently gather pertinent information becomes
increasingly important. This underscores the importance of
using computational linguistic methods. In this context, the
application of Artificial Intelligence (AI) techniques becomes
crucial, providing advanced tools to detect and address
misinformation effectively.

The use of AI in fake news detection is critical because
it can methodically analyze the minute details of language
and context that might be missed by human moderators [11],
[12]. Recent progress in AI and Natural Language Processing
(NLP) has heightened the interest in fake news detection,
resulting in the creation of many innovative approaches for
research in this area [13], [14]. The extensive array of online
content, encompassing a wide range of subjects, increases
the complexity of the task. This has led researchers to
focus on developing methods for automated detection of
fake news. Consequently, this advancement in technology
is crucial for maintaining the integrity of information
on the internet [15]. Identifying fake news presents a
significant technological challenge for several reasons. This
complexity necessitates advanced solutions to ensure the
reliability and accuracy of information disseminated online.
This paper utilizes Machine Learning (ML) and Deep
Learning (DL) based techniques, including state-of-the-art
transformer-based models, to enhance fake news detection.
By incorporating FastText word embeddings for effective
text data processing and applying these methods to three
publicly available datasets, we achieve a thorough and
detailed analysis. This approach is crucial for accurately
identifying misinformation in the world of online media.
Additionally, our work integrates explainable AI methods,
ensuring that our processes are not only effective but also
transparent and understandable, aligning with the growing
need for accountability in AI-driven solutions.

These advanced DL-based models are excellent when it
comes to classification, but these models operate as black
boxes [16]. To understand how the model works and which
attributes contribute most to a prediction, Explainable AI
(XAI) comes into play. In this work, we have utilized XAI
algorithms to determine the words that contributed the most

to the classification of a sentence as fake news. We have
employed LIME with multiple deep learning models to
interpret these black-box deep learning models.

Following, the contributions of this research work are
summarized, followed by how the rest of the paper is
organized.

A. WORK CONTRIBUTION
1) In this study, our focus is on advancing the detection

of fake news by the refinement and application of
established fake news detection methodologies through
the use of regularization methods, optimization tech-
niques, and hyperparameter tuning. Our methodology
is carefully applied to a baseline dataset suited for
binary classification, differentiating between factual
and fabricated information. We carried out our work
using three publicly available fake news datasets:
WELFake, and two other news article datasets from
Kaggle.

2) We stacked supervised and unsupervised FastText
embeddings into ML-based models, including Support
Vector Machine (SVM), Decision Tree (DT), Logistic
Regression (LR), Random Forest (RF), and bagging
classifiers like Extreme Gradient Boosting (XGBoost),
and Categorical Boosting (CATBoost). To ensure com-
prehensive coverage of text data, we also implemented
a solution to handle out-of-vocabulary (OOV) words
using FastText embeddings, allowing our models to
effectively process previously unseen terms. In addi-
tion, we pursued rigorous optimization, fine-tuning
regularization techniques and hyperparameters across
our ML models. This meticulous approach aimed to
optimize model performance, prevent overfitting, and
ultimately produce robust, generalizable results.

3) Additionally, to effectively capture complex contex-
tual information and sequential dependencies within
the text data, we applied FastText embeddings in
DL-based models such as Long Short-Term Mem-
ory (LSTM), Gated Recurrent Unit (GRU), and
Convolutional Neural Network (CNN). Furthermore,
this study implemented state-of-the-art text classi-
fication transformer-based models, including Bidi-
rectional Encoder Representation from Transformers
(BERT), Robustly Optimized BERT (RoBERTa), and
the auto-regressive transformer XLNET with hyper-
parameter tuning. We leveraged these transformers
for their proven ability to capture intricate contextual
information and long-range dependencies in text data,
making them well-suited for the complex task of fake
news detection.

4) To enhance the interpretability of our results, par-
ticularly after observing the best performance of the
CNN-LSTM model, we implemented Explainable AI
(XAI) techniques. These included Local Interpretable
Model-Agnostic Explanations (LIME) and coupled
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with topic modeling using Latent Dirichlet Allocation
(LDA), all applied to the WELFake dataset.

B. STRUCTURE OF THE PAPER
The structure of the remainder of this paper is organized
as follows: Section (II) reviews the existing research on
fake news detection. Section (III) details the methodology of
the proposed work. Section (IV) is dedicated to presenting
the results and discussions. Section (V) compares these
results with baseline methods. Section (VI) delves into the
interpretability modeling using LIME, and LDA. In the
concluding phase, Section (VII) concludes the paper and
outlines future work.

II. RELATED WORK
In this section, we discuss the existing research in the field of
fake news detection, where extensive studies have explored
various methodologies ranging from traditional ML and DL
to transformer-based methods.

A. ML BASED APPROACHES
Choudhury and Acharjee [17] proposed an ML-based
approach for fake news detection using three different
datasets: Liar [18], Fake Job Posting [19], and Fake News.
After data pre-processing, the cleaned text was then converted
into numerical features using Term Frequency Inverse Doc-
ument Frequency (TF-IDF) to select the categorical features,
and these features were then fed to various ML-based
algorithms, including Naive Bayes (NB) [20], SVM [21],
LR [22], and RF [23]. The SVM classifier achieved the
highest accuracy with 61%, 97%, and 96% in these datasets,
respectively. Altheneyan and Alhadlaq [14] introduced a
distributed ML-based approach for fake news detection using
the Spark framework [24]. Their study utilized the False
NewsChallenge (FNC-1) dataset, categorizing fake news into
four distinct categories. Leveraging big data technology with
Spark, they assessed and compared their method with other
state-of-the-art approaches. Their approach involved creating
a stacked ensemble model and experimenting on a distributed
Spark cluster. To enhance performance, they explored three
distinct word embedding techniques: N-grams [25], Hashing
TF-IDF, and Count Vectorizer (CV) [26]. Akhtar et al. [27]
introduced a query expansion technique for detecting fake
news and disinformation with the integration of AI and ML,
aiming to mitigate Supply Chain Disruptions (SCD). They
focused on four prominent Pakistani online news sources:
‘GeoNews,’ ’The Dawn,’ ‘Express Tribune,’ and ‘TheNews.’
Their study involved analyzing approximately 500 pages
from each source to extract relevant events and topics
spanning from January to April 2021. The SCD data were
categorized into various types, including natural, human-
caused, maritime, and mass disruptions, all associated with
fake news and disinformation.

Shalini et al. [28] proposed ML-based techniques to
distinguish between bot-generated and human-generated
information on social media. The process entails extracting

characteristics from a dataset based on phrase frequency
and then applying classification algorithms. The method
is particularly effective at detecting rogue accounts within
biassed datasets, which are typical in social media platforms.
The technology distinguishes between legitimate and fake
identities with high accuracy. The system achieves improved
accuracy by utilizing Recurrent Neural Networks (RNNs)
with multiple activation functions. Furthermore, as the num-
ber of folds in cross-validation increases, the classification
precision improves. The experimental analysis includes tests
on both synthetic and real-time social media datasets, with
real-time Twitter data obtaining roughly 96% accuracy and
synthetic datasets achieving 98% accuracy.

B. DL AND TRANSFORMER BASED APPROACHES
Verma et al. [29] presentedWord Embedding Over Linguistic
Features for Fake News Detection (WELFake) a novel
two-phase benchmark model to authenticate news content
by leveraging machine learning classification with word
embedding over linguistic features. This comprehensive
approach demonstrates a remarkable improvement in fake
news detection, with the WELFake model achieving a peak
accuracy of 96.73%. This performance surpasses traditional
methods, including BERT and CNN models, by up to 4.25%,
highlighting the efficacy of combining linguistic features
with advanced embedding techniques. The study further
contributes a novel dataset comprising approximately 72,000
articles, enhancing the model’s reliability and generaliz-
ability across diverse datasets. Shu et al. [30] introduced
FakeNewsNet, a repository designed to support research
on fake news detection on social media. This repository
comprises two detailed datasets, rich in news content, social
context, and spatiotemporal information, to overcome the
limitations of existing datasets. The comprehensive analysis
of FakeNewsNet sheds light on its potential applications
in detecting fake news, aiming to address the challenges
posed by the scarcity of multifaceted fake news datasets.
This initiative marks a significant step towards enhancing
the accuracy and effectiveness of fake news detection
mechanisms.

C. Truică and Apostol [31] introduced an innovative
approach that employs document embeddings to construct
multiple models capable of accurately classifying news
articles as either reliable or fake. Their evaluation encom-
passed various machine learning (ML) models, including
NB, Gradient Boosting, DL-based models like LSTM and
GRU, as well as three transformer-based models: pre-
trained BERT [32], (Bidirectional and Auto-Regressive
Transformers) BART [33], and RoBERTa [34] methods.
These evaluations were conducted using five distinct datasets
containing fake news articles, employing various word
embeddings, including TF-IDF,WORD2VEC [35], and Fast-
Text [36]. In their study, Nanade and Kumar [37] proposed
a transformer-based method for Twitter fake news detection
using the BERT base model, which provided them with
an accuracy score of 77.29%. Verma et al. [38] introduced
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a binary classification framework for fake news detection
that combines Bidirectional Encoder Representations from
Transformers (BERT) to capture global text semantics
through the relationships between words in sentences, and
CNN to leverage N-gram features for local text semantics.
They conducted their experiments on four publicly available
datasets. A similar approach was proposed by Guo et al. [39]
using DL-based models and a pre-trained transformer-based
BERT model for the same purpose. The results of both
studies provide valuable insights into the effectiveness of
these methods in the domain of fake news detection.

Praseed et al. [40] presented an approach for detecting fake
news in Hindi using an ensemble of pre-trained transformer
models XLM-RoBERTa [41], mBERT, and ELECTRA [42]
which are separately fine-tuned for the task of Hindi fake
news detection. After undergoing appropriate fine-tuning,
pre-trained transformer models have demonstrated their
capability to identify fake news across various languages.
In their research study, they utilized the CONSTRAINT2021
dataset [43], which comprises a total of 8192 online
posts. Among these posts, 4358 are categorized as non-
hostile, whereas the remaining 3834 posts exhibit some
form of hostility. In their research study, Biradar et al. [44]
introduced an early fusion-based approach that combined
essential features extracted from context-based embeddings
like BERT, XLNet, and ELMo [45]. This fusion method
aimed to improve the collection of context and semantic
information from social media posts, leading to increased
accuracy in detecting false news. Alongside this approach,
they implemented both ML and DL-based techniques. Their
experiments were conducted using the ‘‘CONSTRAINT
shared task 2021’’ dataset. Moreover, when considering the
various embeddings discussed, BERT embeddings exhibited
significantly superior performance compared to XLNet and
ELMo, particularly when applied to the limited short text
data extracted from Twitter. Additionally, combining features
derived from different embeddings into a unified vector for
classification resulted in a slight performance improvement.

Wu et al. [46] introduce Graph-based Semantic Structure
Mining with Contrastive Learning (GETRAL), a revolution-
ary graph-based semantic structure mining framework with
contrastive learning, to improve evidence-based fake news
identification that significantly surpasses existing models
on the Snopes [47] and PolitiFact [48] datasets. This
methodology overcomes the constraints of earlier methods
by representing claims and evidence as graph-structured
data, allowing for the capture of long-distance semantic rela-
tionships. GETRAL lowers information redundancy through
graph structure learning and enhances representation learning
through supervised contrastive learning with adversarial
augmented examples. On Snopes, GETRAL achieves an
F1-Macro score of 80.61% and an F1-Micro score of 85.12%.
On the PolitiFact dataset, GETRAL records an F1-Macro
of 69.53% and an F1-Micro of 69.81%, demonstrating its
superior performance in addressing the challenges of fake
news detection by integrating advanced techniques for a

more accurate and interpretable analysis. Soga et al. [49]
focuses on the detection of fake news on social media by
analyzing stance similarity and employing Graph Neural
Networks (GNNs). Their research work proposes a method
that accounts for the opinion similarity between users by
examining their stances towards news articles and user post
interactions. This method uses Graph Transformer Networks
(GNNs) to extract both global structural information and
interactions of similar stances effectively. The technique
addresses stance analysis challenges in microblogs and
minimizes the impact of poorly represented stance features.
The approach was evaluated using custom crawled Twitter
data and the benchmark FibVID1 dataset, demonstrating
significant improvements in detection performance com-
pared to conventional methods, including state-of-the-art
approaches. This advancement suggests that incorporating
stance similarity in news-sharing interactions, alongside
the extraction of propagation patterns characteristic of
fake news, enhances the detection accuracy, making it a
promising direction for future fake news detection studies.
Pilkevych et al. [50] explored fake news detection by using
GNNs, they did a detailed analysis aimed at mitigating
the impacts of disinformation, particularly in the context
of Russia’s aggression against Ukraine. They advocate for
GNNs as a potent tool for the automated identification of
harmful content, emphasizing their application in monitoring
online media to promptly detect and assess fake news.
Their approach leverages knowledge graphs (KG) for entity
recognition and relationship mapping in textual content, with
an emphasis on detecting signs of negative psychological
influence. Among the models evaluated, GraphSAGE stands
out for its performance, achieving notable accuracy scores
of 89.78% on the Politifact dataset and 98.01% on the
Gossipcop dataset, when trained on data embodying signs of
negative psychological influence. This research underscores
the critical role of sophisticated machine learning techniques
in addressing the challenge of disinformation, highlighting
the effectiveness of GNNs in enhancing the accuracy and
efficiency of fake news detection systems.

C. MAJOR CHALLENGES
After performing comprehensive analysis or related work
following are the current challenges in fake news detection,

1) Variability and Sophistication: Fake news often
mimics genuine news in style and presentation, making
it difficult to distinguish based on surface features
alone. The sophistication of misinformation tactics
evolves continuously, necessitating advanced detection
techniques that can adapt to changing patterns [51].

2) Linguistic Nuances and Contextual Understanding:
The effective detection of fake news requires a deep
understanding of linguistic subtleties and the ability to
interpret context. This is challenging due to the vast

1https://github.com/merry555/FibVID
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TABLE 1. Comparative analysis of selected studies.

diversity of languages and the specific cultural contexts
within which news is disseminated [52].

3) Bias and Subjectivity: Identifying biases and subjec-
tive assertions within news content without suppressing
freedom of expression or introducing detection biases
presents a significant challenge.

4) Scalability and Generalizability: The ability to scale
detection mechanisms to process vast quantities of
data across different platforms, and ensuring these
mechanisms are generalizable across various domains
and languages, is a complex endeavor.

From the existing literature, it is evident that numerous
studies have tackled the problem of fake news detection
utilizing both traditional ML and DL-based approaches
and highlight the current challenges in the domain of
fake news detection, such as the sophisticated techniques
used to generate and disseminate fake news, the rapid
evolution of misinformation, and the difficulty of achieving
high accuracy in detection while maintaining interpretability
and generalizability. In this study, we aim to contribute
to this analysis by employing a comprehensive range
of techniques, including ML, DL, and transformer-based
models. To enhance the accuracy and generalizability of fake
news detection, we leverage supervised and unsupervised
FastText word embeddings using three benchmark datasets,
complemented by extensive regularization techniques and
hyperparameter tuning methods. A noteworthy aspect of our
contribution to this paper will be our focus on addressing
the limited body of work concerning XAI within fake

news. By incorporating explainable AI and topic modeling
techniques into our research methodology, we intend to shed
light on the interpretability and transparency of our models,
ultimately enhancing the comprehensibility of fake news
understanding. Table 1 represents the comparative analysis
of the current state-of-the-art methods.

III. WORK METHODOLOGY
The proposed research methodology of this study involves a
systematic approach to achieving promising results, as shown
in Figure 1. Each of the steps from our research methodology
is further elaborated in detail below:

A. DATASET
In our study, we addressed the binary classification prob-
lem, where 0 represents fake news, and 1 represents
real news. We employed three publicly available datasets:
WELFake [29], FakeNewsNet [30], and FakeNewsPredic-
tion.4WELFake consists of 72,134 news articles, with 35,028
categorized as fake news and 37,106 classified as real
news. To prevent classifier overfitting and enhance machine
learning training, the authors combined data from four
prominent news datasets, including those from Kaggle,
McIntire, Reuters, and BuzzFeed Political, thereby enriching
the dataset with a more extensive and varied collection of
text data. FakeNewsNet comprises two extensive datasets
that encompass a wide range of characteristics related to

4https://www.kaggle.com/datasets/rajatkumar30/fake-news
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TABLE 2. Count of instances in datasets.

news content, social context, and spatiotemporal information.
The third dataset, FakeNewsPrediction, comprises 3,171
instances of real news and 3,164 instances of fake news.
Table 2 represents the count of instances in three datasets used
in this paper.

B. DATA PREPROCESSING
Effective data preprocessing plays a pivotal role in enhancing
the performance of various ML and DL-based models, as it
involves eliminating irrelevant text from the dataset and
ensuring that the data is presented in a concise and suitable
format. In our study, we placed particular emphasis on
two primary columns: ‘‘text,’’ which contained all the news
comments, and ‘‘label,’’ representing the true or fake label.
The rationale behind text preprocessing lies in its ability to
significantly impact the performance of learning algorithms.
By preparing the data appropriately, we can improve the
quality and relevance of information used for training and
analysis. To preprocess the ‘‘text’’ column, we implemented a
series of essential steps. Initially, we converted all uppercase
letters to lowercase and removed non-essential characters,
such as ASCII symbols. Subsequently, we conducted tok-
enization of both words and sentences while eliminating stop
words to further refine the data. Moreover, we employed
Python’s RegEx library to filter and process elements such
as numbers, punctuation, and specific patterns, including
email addresses, URLs, and phone numbers. Additionally,
we addressed the removal of duplicate examples within the
dataset, ensuring data quality and diversity formodel training.
Data preprocessing ensures that the dataset is cleansed
of extraneous information that might otherwise hinder the
learning process. In addition to these steps, we applied
lemmatization to our text data. Lemmatization is employed
to reduce words to their base or root form, promoting
consistency in word usage and improving the model’s ability
to recognize similarities between different inflections of the
same word. Overall, our text preprocessing pipeline was
designed to optimize the quality and relevance of the data fed
into our learning algorithms, thereby enhancing the accuracy
of fake news detection.

For our transformer-based models, we have streamlined
our preprocessing to include word and sentence tokenization,
converting uppercase characters to lowercase, and removing
extraneous symbols. This focused approach is instrumental
in addressing the issue of syntactic ambiguity, as highlighted
in prior research [53]. Syntactic ambiguity presents a sub-
stantial challenge encountered in previous ML and DL-based
algorithms, where words within a sentence can have multiple
meanings depending on the context, making interpretation a

complex endeavor. Table 3 highlights some preprocessed text
data examples from the WELFake dataset.

C. WORD EMBEDDING
Word embeddings provide numerical representations for
textual inputs, allowing machines to process and understand
textual data more effectively. These embeddings capture
semantic relationships and contextual information, facilitat-
ing tasks such as sentiment analysis, text classification, and
language modeling. By transforming words into vectors in a
continuous vector space, word embeddings enable machines
to recognize similarities between words, capture word
meanings, and generalize from the training data, ultimately
enhancing the performance of various natural language tasks.
In this paper, we have utilized FastText embeddings due
to their effectiveness in capturing semantic information and
contextual nuances within text data. FastText embeddings
offer distinct advantages over traditional word embeddings,
as they can represent subword information and handle out-
of-vocabulary words more gracefully. These qualities make
FastText embeddings a superior choice, particularly when
dealing with languages with rich morphological structures
and variations. Conventional word vectors disregard the
internal structure of words, which holds valuable information.
This information could prove beneficial when generating
representations for infrequent or incorrectly spelled words.
The equation 1 denotes the mathematical formula to compute
FastText word embeddings [54].

uw +
1
|N |

∑
n∈N

xn (1)

where:

uw: represents the vector for a word w in the embedding

space.
1
|N |

: is the fraction representing the average.∑
: is the sum symbol, used to sum over a set of vectors.

n ∈ N : specifies that we are summing over the set N.

xn: represents the vector for the context words in the set.

FastText, a word representation tool developed by Face-
book’s research division, provides both unsupervised and
supervised modes, featuring an extensive lexicon of 2 mil-
lion words sourced from Common Crawl. Each word is
represented in a 300-dimensional vector space, resulting in
a vast library comprising a staggering 600 billion word
vectors. What sets this word embedding method apart is its
unique approach, incorporating manually crafted n-grams as
features in addition to individual words [55]. FastText offers
two primary modes of usage: unsupervised and supervised.
In our research, we have employed both of these modes,
conducting a comprehensive analysis of their respective
applications.
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FIGURE 1. Methodology diagram.

TABLE 3. Examples of preprocessed data on WELFake dataset.

1) UNSUPERVISED FASTTEXT
In unsupervised learning, FastText generates word vectors,
extending the Word2Vec model to include subword informa-
tion by breaking words into a bag of character n-grams. For
example, with the word ‘‘Obama’’, FastText would consider
not just ‘‘Obama’’ but also n-grams like ‘‘Oba’’, ‘‘bam’’,
‘‘ama’’, depending on the specified n-gram range. Similarly,
for ‘‘Trump’’, it would analyze fragments like ‘‘Tru’’, ‘‘rum’’,
‘‘ump’’. This approach is valuable for understanding suffixes
and prefixes, helping the model recognize that words with
similar subparts might be semantically related. In FastText’s
approach to unsupervised learning, when breaking down
words into a bag of character n-grams, the typical range
for these n-grams is between 3 to 6 characters. FastText’s
unsupervised learningmethod uses vast amounts of unlabeled
text to build word representations. These word vectors can

be utilized in various tasks such as word similarity, word
analogy, or as features in downstream NLP applications.

In this study, we used FastText’s unsupervised word
vectors, specifically the pre-trained model cc.en.300.bin.5

This model was developed on Common Crawl andWikipedia
using FastText’s unsupervised learning technique, which
integrates subword information into the training process.
By doing so, themodel captures themorphological intricacies
of words and represents them as vectors in a 300-dimensional
space. Each word vector is enhanced with information
collected from character n-grams, helping the model to better
understand word morphology and handle out-of-vocabulary
terms. The introduction of subword information allows
our study to include not just the semantic representation

5https://fasttext.cc/docs/en/english-vectors.html
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FIGURE 2. FastText word embedding architecture.

of complete words but also the semantic implications of
their constituent pieces, providing a more sophisticated
perspective of language semantics.

In our implementation, we use FastText’s unsupervised
model to create word embeddings for a Fake News
dataset. The function text_to_fasttext_embeddings processes
each text, generating embeddings for each word using
get_word_vector. This method effectively handles OOV
words by leveraging subword information. It computes the
average of these embeddings to represent the entire text.
If a text has no known words or is entirely OOV, a zero
vector is returned. Applied to our dataset df, this approach
results in a feature matrix X_fasttext , suitable for various
analytical tasks in our Fake News study. Algorithm 1 explains
the unsupervised FastText with OOV used in our paper.

2) SUPERVISED FASTTEXT
In supervised learning, FastText is used for text classification.
It applies the same principle of using subword information
but is trained on a labeled dataset where each text snippet has
an associated label or category. FastText uses a hierarchical
softmax function based on the Huffman coding tree which
speeds up training and prediction time, making it feasible
to train on millions of documents. For text classification,
the model averages the word vectors in a text to form the
text representation, which is then used to predict a label.
FastText’s supervised mode is particularly powerful because
it can handle large datasets and large numbers of classes
efficiently.

In this study, we did a thorough exploration by deploying
both supervised and unsupervised FastText models. While
both approaches produced encouraging results, it was clear
that supervised FastText consistently beat and outperformed
its unsupervised counterpart. This analysis emphasizes the
importance of using labeled training data in text classi-
fication problems, where supervised learning can exploit
explicit category information to obtain greater accuracy. The
effectiveness of the supervised FastText model confirms its

Algorithm 1 Create Unsupervised FastText Embeddings for
Text Data
Require: FastText model file ‘cc.lang.300.bin’, text data

from df
Ensure: Matrix X_fasttext of FastText embeddings
1: Load the FastText model: ft_model ←

fasttext.load_model(‘cc.lang.300.bin’);
2: function text_to_fasttext_embeddings(text , ft_model)
3: words← split the text;
4: embeddings← initialize an empty list;
5: for each word in words do
6: vector ← ft_model.get_word_vector(word);
7: if vector is valid then
8: Append vector to embeddings;
9: end if
10: end for
11: if embeddings is not empty then return mean of

embeddings across axis 0;
12: else
13: return zero vector of length

ft_model.get_dimension();
14: end if
15: end function
16: X_fasttext ← stack vertically the result of

text_to_fasttext_embeddings for each text in df ;

applicability for classification-oriented tasks and highlights
its potential as a significant tool for improving the accuracy of
our research. In our experimentation, we trained the FastText
model over 50 epochs, employing learning rates of 0.01,
0.1, and 0.01 respectively for three different datasets. This
training strategy allowed us to harness the power of FastText
embeddings to enhance our classification performance
effectively.

TABLE 4. Hyperparameters details for supervised FastText.

D. MODELING APPROACHES
This section will detail the ML, DL, and transformer-based
models utilized in this paper. It will provide an in-depth
examination of each model’s architecture and its application
within our research framework.

1) ML BASED MODELS
FastText embeddings were used as input for the subsequent
supervised ML-based models, including DT, SVM, LR, and
RF. In addition, boosting methods such as XGBoost and
CatBoost, along with feature engineering techniques, were
applied. In the implementation of ML-based models, several
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hyperparameters and regularization techniques have been
employed to optimize performance.

TABLE 5. Configuration details for ML models.

In table 5, for DT, the Split_min values of 2, 5, and
10 dictate the minimum number of samples required for a
node split, influencing the tree’s complexity and potential
overfitting. In RF, the N-Estimators parameter, with values
50, 100, and 200, determines the number of trees in
the forest, balancing between computational efficiency and
model accuracy. The SVM with a linear kernel and LR
classifiers both utilize the regularization parameter C, tested
at values 0.1, 1, and 10 for SVM, and 1, 10, and 100 for
LR. The C parameter plays a crucial role in controlling the
strength of regularization, which helps to prevent overfitting
by penalizing the magnitude of the coefficients. Lower values
of C imply more regularization, constraining the model to
simpler decision boundaries.

All these parameters across different models were meticu-
lously optimized using GridSearchCV, an exhaustive search
over specified parameter values. GridSearchCV systemat-
ically evaluates combinations of parameters, selecting the
ones that yield the best performancemetrics, thereby ensuring
that each model is finely tuned for optimal accuracy and
generalization. The equation 2 represents the GridSearchCV
algorithm in ML. In this formulation, optimize reflects the
goal of GridSearchCV to find the best model parameters.
The hyperparameters h1 ∈ H1, h2 ∈ H2, . . . , hn ∈ Hn are
exhaustively searched to maximize the score function within
their ranges. The argmax operator identifies the specific set
of hyperparameters that yield the highest score, typically a
measure of model accuracy or performance.

optimize

(
argmax

h1∈H1, h2, ..., hn∈Hn
score (model(h1, h2, . . . , hn))

)
(2)

The following table 6 represents the hyperparameters and
regularization details for boosting methods in the proposed
approach,

TABLE 6. Configuration details for boosting algorithms.

For the gradient boosting models, XGBoost and CatBoost,
the configuration includes 100 boosting rounds, a learning

rate of 0.1, and logloss as the loss function. XGBoost uses
a maximum depth of 3 and a subsample ratio of 0.8, while
CatBoost uses a maximum depth of 6 and a subsample
ratio of 0.7. These parameters are critical in managing
the models’ complexity and preventing overfitting while
ensuring efficient learning.

2) DL BASED MODELS
In our study, we implemented LSTM, its variant BiLSTM,
GRU, and the hybrid CNN-LSTM model. These RNN-based
models excel in processing sequential data, with LSTM units
adept at capturing long-term dependencies. The BiLSTM
variant further enhances this by processing data in both
forward and backward directions, thus gaining a more
comprehensive understanding of context, which is especially
beneficial in complex sequential tasks. GRU, while similar
to LSTM in managing sequence dependencies, offers a
more streamlined architectural design. Additionally, the
CNN-LSTM model combines CNN with LSTM, leveraging
CNNs’ ability to extract spatial features and LSTMs’
strength in interpreting these features temporally. This hybrid
model is particularly effective in tasks that require an
understanding of both spatial and temporal patterns, such as
video classification and time-series forecasting.

1) Regularization Techniques: Regularization tech-
niques serve as a method in classifier training to
avoid overfitting, a condition where a model predicts
training data accurately but fails to generalize well
to new, unseen data. The performance enhancement
of the CNN-LSTM model is significantly attributed
to the use of kernel L2 regularization, with a lambda
setting of 0.01 for both LSTM and CNN layers. The
importance of L2 regularization lies in its ability to
minimize weight magnitudes, thereby encouraging
the model to adopt smaller values for weights. This
approach accomplishes two key goals: it minimizes the
likelihood of overfitting and preserves the model’s abil-
ity to generalize across different datasets effectively.
The preference for L2 regularization over L1 was a
calculated choice. L1 regularization, while capable of
inducing sparsity by turning some weights to zero,
could lead to underfitting, an issue that emerged in
the initial testing phases. The formulas for L1 and
L2 regularization are detailed in equations (3) and (4),
respectively.

L1(w) = λ

n∑
i=1

|wi| (3)

where:

w: is the weight vector of the model

λ: is the regularization coefficient

n: is the number of weights in the vector

wi: is the ith weight in the weight vector
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FIGURE 3. CNN-LSTM proposed model architecture diagram.

L1 regularization incorporates the absolute magnitude
of coefficients as a penalty to the loss function. This
addition of absolute values introduces a non-linear
penalty based on the weights, making L1 regulariza-
tion conducive to sparse outcomes where numerous
coefficients become precisely zero.

L2(w) = λ

n∑
i=1

w2
i (4)

L2 regularization introduces the squared magnitude
of coefficients as a penalty to the loss function. This
squaring process results in a smoother, differentiable
penalty, even at wi = 0. Contrary to L1 regularization,
L2 does not lead to sparse models because it generally
does not push coefficients to become exactly zero,
although it may reduce them to small values.

2) Hyperparameter Tuning for DL-Based Models: In
the hyperparameter optimization process for DL-based
models, we methodically adjusted the model’s learning
process through targeted experimentation. The training
period was set to 10 epochs, a duration chosen to
balance effective learning against the risk of overfitting,
and ended when the model’s loss decreased.
In figure 3, CNN-LSTM model combines two con-
volutional layers and LSTM layers for advanced
data processing. The convolutional layers, each with
64 filters, use kernel sizes of 4 and 3 respectively,
with ‘relu’ activation, effectively extracting spatial
features. A MaxPooling layer follows, reducing data
dimensionality and enhancing efficiency. The LSTM
segment, with two layers of 50 and 30 units, captures
temporal dynamics, crucial for sequential data analysis.
The model concludes with a ’softmax’-activated dense
layer, making it suitable for classification tasks. This
architecture excels in tasks requiring both spatial
feature extraction and temporal sequence understand-
ing. Table 7 illustrates the hyperparameters and

configuration details of eachDL-basedmodel. Notably,
the count of each layer has been mentioned as well.

3) TRANSFORMER BASED MODELS
The Transformer, an innovative system in Natural Language
Processing (NLP), is structured to handle sequence-to-
sequence tasks, utilizing a self-attention mechanism that
efficiently manages long-range dependencies comprising two
main components encoder and decoder. BERT, RoBERTa,
and XLNet are all encoder-only models. This architecture
makes them highly effective for text classification tasks,
where understanding and processing input data to generate
contextual representations is crucial. Transformers were first
introduced in 2017 by Vaswani et al. [56], the Transformer’s
self-attention mechanism is characterized by its ability to
focus on different parts of the input sequence, which can be
represented through a specific mathematical formulation.

Attention(Q,K ,V ) = softmax(
QK⊤i
√
dk

)Vi (5)

where:

Q: is the loss to minimize

K : is the key matrix

V : is the value matrix

dk : is the dimension of the key vectors

N : is the length of the input sequence

i: is the index of the query vector

This study concentrates on the use of transformers, with
a particular emphasis on the optimization of their hyper-
parameters. Transformers represent a notable progression
from earlier language models like RNNs, which were limited
by their computational intensity and memory demands,
especially in generative tasks. In our research, we lever-
aged extensive text datasets and utilized text classification
transformers, including BERT, XLNet, and RoBERTa. BERT
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TABLE 7. Configuration details for DL models.

TABLE 8. Configuration details for transformer based models.

excels in understanding the context of a word in a sentence
by looking at the words that come before and after it.
XLNet, an extension of the Transformer model, outperforms
BERT in certain scenarios by using a permutation-based
training approach. RoBERTa modifies key hyperparameters
in BERT, including removing the next-sentence pretraining
objective and training with much larger mini-batches and
learning rates, leading to improved performance on several
benchmarks. The table 8 represents the hyperparameters and
configuration details for transformer-based methods in the
proposed approach,

IV. RESULTS AND DISCUSSION
In our assessment, we utilized standard metrics to evaluate
the model’s performance. These metrics include accuracy,
precision, recall, and F1-score, all of which offer quantitative
measures of the model’s effectiveness.

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

Precision =
TP

TP + FP
(7)

Recall =
TP

TP + FN
(8)

F1-Score =
2 · Precision · Recall
Precision+ Recall

(9)

A. COMPUTATIONAL EFFICIENCY
To ensure a comprehensive understanding of our proposed
models’ performance and efficiency, we have conducted an
in-depth comparison of our achievements against existing
state-of-the-art methods. Our evaluation extends beyond
accuracy, precision, recall, and F1-scores to include compu-
tational efficiency, a crucial aspect for practical applications.

1) Hardware and Optimization: Our experiments were
conducted on a MacBook M3 Max with 128GB of
unified memory. This setup allowed us to benchmark
the computational requirements accurately.

2) Post Quantization on Supervised FastText: We
employed post quantization techniques to optimize the

performance of our supervised FastText model. This
approach was particularly beneficial for accommodat-
ing the model’s scalability and efficiency without com-
promising accuracy. Post-quantization enabled us to
adjust learning rates dynamically, with certain param-
eters set to true, thereby optimizing computational
resource usage.

3) MLModels Execution Time:On average, each epoch
for our ML-based models required approximately
5 minutes of execution time. This efficiency demon-
strates the models’ suitability for scalable applications.

4) DL-Based Models: The deep learning models took
roughly 5 minutes per epoch, striking a balance
between computational demand and performance.

5) Transformer-Based Models: Due to their architec-
tural complexity, transformer-based models necessi-
tated about 15 minutes per epoch for training. Despite
the longer duration, the significant improvements
in detection capabilities justify the computational
investment.

6) Model Optimization: In addition to post-quantization,
we explored various optimization techniques to
enhance model efficiency further. These included layer
pruning, dropout adjustments, and batch normalization,
which collectively contributed to reducing overfitting
and accelerating the training process.

B. ANALYSIS OF RESULTS: UNSUPERVISED FASTTEXT
WITH ML AND DL MODELS
The weighted evaluation scores for ML and DL-based
models, employing unsupervised FastText embeddings on
WELFake, FakeNewsNet, and FakeNewsPrediction, are
displayed in Tables 9, 10 and, 11 respectively. The provided
tables highlight the SVM classifier’s best performance across
all three datasets, surpassing all other ML classifiers in
both accuracy and F1-scores, achieving impressive values of
0.92, 0.97, and 0.91, respectively. Notably, it outperforms
even DL-based models utilizing unsupervised FastText
embeddings. This consistent and remarkable performance
is noteworthy, especially considering the differing dataset
sizes. The SVM classifier’s ability to effectively handle
high-dimensional data, create clear decision boundaries, and
navigate complex, non-linear relationships makes it a strong
choice for text classification, contributing to its exceptional
performance in fake news detection tasks.

44472 VOLUME 12, 2024



E. Hashmi et al.: Advancing Fake News Detection: Hybrid Deep Learning

Unlike the SVM classifier, which demonstrated remark-
able and consistent performance, ML classifiers such
as LR, RF, and DT exhibited inconsistent performance
across all three datasets, showing variations in their
performance, even when employing different regularization
techniques with unsupervised FastText embeddings. This
inconsistency underscores the challenges they faced in
adapting to the unique characteristics of each dataset.
In contrast, all DL-based models consistently maintained
their performance and generalizability across the datasets,
showcasing their reliability in handling varying data
complexities.

TABLE 9. Results of ML and DL-Based models with unsupervised FastText
on WELFake dataset.

TABLE 10. Results of ML and DL-Based models with unsupervised
FastText on FakeNewsNet dataset.

Figures 4 and 5 are the train-validation loss and accuracy
curves for the CNN-LSTM model which is our best model
that outperformed unsupervised FastText algorithms when
stacked with the supervised FastText embeddings which will
be discussed later in the details. These curves depict a stable
convergence on WELFake dataset, where the validation
metrics closely mirror the training metrics throughout
the training process. The alignment between training and
validation accuracy, coupled with a continual decrease in loss
for both training and validation, suggests that the model is
effectively learning and not exhibiting signs of overfitting to
the training data.

TABLE 11. Results of ML and DL-Based models with unsupervised
FastText on FakeNewsPrediction dataset.

FIGURE 4. CNN-LSTM training and validation loss curve.

FIGURE 5. CNN-LSTM training and validation accuracy curve.

Figure 6 displays the confusion matrix for binary clas-
sification in the context of fake news detection using the
CNN-LSTM model on the WELFake dataset.

FIGURE 6. CNN-LSTM confusion matrix with unsupervised FastText.
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TABLE 12. Examples of wrongly predicted instances.

Table 12 highlights some examples of incorrect predictions
made by the CNN-LSTMmodel using unsupervised FastText
on the WELFake dataset.

C. ANALYSIS OF RESULTS: SUPERVISED FASTTEXT WITH
ML AND DL MODELS
The weighted evaluation score for ML and DL-based models
using supervised FastText embeddings have been shown in
Tables 13, 14 and, 15. It can be clearly observed that in
the case of supervised FastText, each ML and DL-based
algorithm outperformed its counterpart in unsupervised
FastText. For instance, with DT, the lowest accuracy score in
unsupervised FastText was observed as 0.83, 0.85, and 0.78,
respectively, across all three datasets. However, with super-
vised FastText, these scores showed significant enhancement,
reaching 0.98, 0.91, and 0.90, respectively. In the case of
SVM, which outperformed all other ML-based algorithms in
unsupervised FastText, a similar consistent performance was
observed with supervised FastText. However, RF surpassed
all other ML-based algorithms, exhibiting accuracy scores of
0.99, 0.95, and 0.93.

Our optimal model, CNN-LSTM, surpassed all other
models in ML, DL, and even those based on transformers,
which will be discussed later. It achieved the highest
accuracy and F1-scores of 0.99, 0.99, and 0.97, respectively,
marking it as an exceptionally effective algorithm for fake
news classification, even in larger datasets. The outstanding
performance of CNN-LSTM can be attributed to its ability
to efficiently capture both local features through CNN and
long-term dependencies using LSTM, making it particularly
adept at handling the complexities of natural language
in fake news detection. In summary, the CNN-LSTM
model not only demonstrates consistent high performance
across all three datasets but also clearly outperforms or
matches the performance of other ML and DL models in
more complex detection scenarios. Its ability to maintain
high evaluation scores of 0.99 in the second and third
datasets, where ML models showed reduced effectiveness,
underscores the CNN-LSTMmodel’s advanced capability for
accurately classifying fake news. This analysis, by directly
referencing the specific scores from the tables, highlights the
CNN-LSTM model’s significant contribution to the field of
fake news detection and its suitability as the proposed method
in this research.

TABLE 13. Results of ML and DL-Based models with supervised FastText
on WELFake dataset.

TABLE 14. Results of ML and DL-Based models with supervised FastText
on FakeNewsNet dataset.

FIGURE 7. Supervised CNN-LSTM training and validation loss curve.

Figures 7 and 8 indicate a stable convergence, with the
validation metrics closely tracking the training metrics across
epochs. The graphs demonstrate a stable convergence and
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TABLE 15. Results of ML and DL-Based models with supervised FastText
on FakeNewsPrediction dataset.

FIGURE 8. Supervised CNN-LSTM training and validation accuracy curve.

FIGURE 9. CNN-LSTM confusion matrix with supervised FastText.

indicate that the validation scores are in close agreement
with the training scores throughout the training epochs. The
close alignment between training and validation accuracy,
alongside a consistent decrease in loss for both training and
validation, suggests that the model is learning generalizable
patterns rather than overfitting the training data.

Figure 9 represents the confusion matrix for CNN-LSTM
using supervised FastText.

D. ANALYSIS OF RESULTS: TRANSFORMER BASED
MODELS
The following figures 16, 17, and 18 represents the results
obtained from transformer-based models which are BERT
with its base and large variant, XLNet and RoBERTa.

TABLE 16. Results of transformer based models on WELFake dataset.

TABLE 17. Results of transformer based models on FakeNewsNet dataset.

TABLE 18. Results of transformer based models on FakeNewsPrediction
dataset.

On the WELFake Dataset, all models, including BERT
base, BERT large, XLNet base, and RoBERTa large, show
a strong and uniform performance, with each scoring
0.97 in precision, recall, accuracy, and F1-score, except
RoBERTa large which is marginally lower at 0.96. This
slight underperformance of RoBERTa large might indicate
some dataset-specific challenges or limitations in model
architecture. Moving to the FakeNewsNet Dataset, a remark-
able increase in model performance is observed, with all
models achieving a uniform score of 0.99 across all metrics.
This exceptional performance suggests that the FakeNewsNet
Dataset contains patterns more easily interpreted by these
models compared to the other datasets. In the case of the
FakeNewsPrediction Dataset, a slight variation is noted.
While BERT base, BERT large, and RoBERTa large models
maintain a consistent score of 0.95 across all metrics, the
XLNet base model demonstrates superior performance with
scores of 0.97.

Despite the consistent and robust performance of the
transformer-based models, the CNN-LSTM architecture
exceeded the effectiveness of all other learning algo-
rithms used in this research. This outcome highlights the
CNN-LSTM model’s superior capability in handling the
specific challenges and nuances of the datasets used.

V. COMPARISON OF THE RESULTS WITH THE
STATE-OF-THE-ART
In this section, we compare our results with those from
two baseline studies, [29] and [30]. In both the WELFake
and FakeNewsNet datasets, the proposed models achieved a
remarkable accuracy of 0.99, surpassing the baseline scores
of 0.97. This improvement underscores the effectiveness
of the applied methodologies in our study. While the
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0.02 increase in accuracy may appear marginal at first glance,
it is statistically significant when considering the extensive
size of the datasets involved. Specifically, the WELFake
dataset includes 72,134 records, and the FakeNewsNet
dataset contains 23,196 records. By implementing strategic
regularization techniques and meticulous parametric tuning,
we were able to achieve these promising results. Such
approaches not only enhance model performance but also
contribute to the robustness and generalizability of the
models. This suggests that our models are not only adept at
handling the specific datasets they were trained on but also
have the potential to perform well across varied datasets,
demonstrating their adaptability and reliability in broader
applications.

TABLE 19. Comparison of the results with SOTA.

VI. INTERPRETABILITY MODELING
Interpretability modeling is crucial in the field of fake
news detection, as it helps create models or methods that
make complex machine learning processes more clear and
transparent. Techniques like LDA and LIME are particularly
useful in this area. LDA helps uncover hidden themes in large
text datasets, which is vital for understanding the content
patterns that might indicate fake news. On the other hand,
LIME provides straightforward explanations for individual
predictionsmade by themodels, shedding light on the reasons
behind classifying certain news articles as fake.

A. TOPIC MODELING WITH LDA
LDA is renowned for its effective balance between simplicity
and sophistication in topic modeling. It is crafted to identify
various topics within a corpus of text. These identified topics
can be understood as groups of words that often appear
together [57]. In our research, we assessed the performance
of LDA using two key metrics: coherence and perplexity.
Coherence evaluates how meaningful and interpretable the
topics generated by LDA are, by assessing the semantic
similarity between words within these topics. Perplexity,
on the other hand, measures how well the model predicts a
sample. The calculations for coherence and perplexity are
detailed in equations 10 and 11, respectively, as cited in [58]
and [59].

Coherence =
1
C
∗

∑
PMI (wi,wj) (10)

Perplexity = exp
[
−1 ∗

log likelihood
total number of words

]
(11)

We applied LDA to WELFake, FakeNewsNet, and Fake-
NewsPrediction datasets mentioned in this paper. Based on
the coherent terms identified, we categorized each dataset
into three primary topics, providing a structured thematic
understanding of the datasets. The hyperparameter tuning of
LDA is performed by performing different experiments and
the best parameters obtained, which are used in this study are
shown in Table 20.

TABLE 20. Hyperparameter tuning of LDA model.

Table 22 shows LDA results across the three datasets
indicate a solid performance in terms of both coherence
and perplexity scores, suggesting a good understanding and
effective topic modeling of the datasets. For the WELFake
dataset, the coherence score is 0.26236, coupled with a
perplexity score of -8.218491. These figures imply that the
topics generated are reasonably coherent and meaningful,
with the negative perplexity indicating a good fit of the
model to the data. In the case of the FakeNewsPrediction
dataset, the coherence score is slightly lower at 0.22106,
yet still represents a decent level of topic interpretability
and relevance. The perplexity score is very close to that of
WELFake, at -8.2188, indicating a consistent model perfor-
mance across different datasets. Finally, the FakeNewsNet
dataset shows a coherence score of 0.26039 and a perplexity
of -8.9435. The coherence is comparable to that ofWELFake,
suggesting effective topic representation. The relatively lower
perplexity score here signifies an even better model fit to
the dataset compared to the other two. Overall, these scores
reflect that LDA has a good grasp on the datasets, effectively
capturing the underlying thematic structures in the text. This
demonstrates the utility of LDA in providing meaningful
insights into large text corpora, particularly in the context of
fake news detection and analysis.

B. LIME
Local Interpretable Model-Agnostic Explanations (LIME)
is a method designed for providing localized insights and
evaluating the predictions of any learning algorithm. It offers
an understanding of how a model’s predictions correspond
to the specific requirements of a given task. This technique
is especially useful in situations where comprehending a
model’s decision-making process is as crucial as the accuracy
of its outcomes, as noted by [60]. The LIME formula seeks
to identify an interpretable model, denoted as ĝ, within a
class of models G. It aims to minimize the loss L, which
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TABLE 21. Topics and items for four datasets.

TABLE 22. LDA results across all datasets.

measures the discrepancy between the predictions of g and
the more complex model f . This is done while accounting
for the locality kernel πx . Additionally, �(g) represents the
complexity of the interpretable model g, with a preference
for lower complexity to ensure better interpretability and
maintain simplicity.

ĝ = argmin
g∈G

L(f , g, πx)+�(g) (12)

LIME is a widely-used interpretability technique known
for its simplicity and effectiveness in providing insights
into complex machine learning models. Other techniques
like SHAP, counterfactual explanations, and similar language
tools can help understand complex models. But we chose
LIME because it uses simpler methods, making explanations
easy to understand. LIME’s use of Lasso or short trees helps
create straightforward and focused explanations, which are
easier for humans to understand [61]. While other techniques
offer valuable interpretability features, we opted for LIME
due to its ability to provide local explanations, which
are crucial for understanding individual predictions within
our model. LIME generates locally faithful explanations
by approximating the decision boundary around a specific
instance, thus providing insights into why a model made a
particular prediction for that instance. This approach aligns
well with our goal of gaining deeper insights into the model’s
decision-making process, particularly in the context of hate
speech detection in multimedia-rich content.

In this study we will implement LIME with supervised
FastText CNN-LSTM which showed the best performance
across all three datasets, we will use some examples from the
WELFake dataset to interpret the model’s decision-making
process. The LIME visualization provided in figure 10 offers
a granular view into the decision-making process of the
learning algorithm. According to the prediction probabilities,
the learning algorithm has confidently classified this text as
fake news (label 0) with a probability of 1.00, and there
is no probability assigned to it being real news (label 1).
The right side of the visualization highlights key words that

FIGURE 10. Example 1: Supervised CNN-LSTM with LIME.

have likely contributed to the model’s prediction, with words
like ‘‘reform’’, ‘‘early’’, ‘‘dismantling’’, ‘‘tax’’, ‘‘adminis-
tration’’, ‘‘killing’’, ‘‘Obamacare’’, ‘‘pushing’’, ‘‘rule’’, and
‘‘list’’. These words are weighted according to their influence
on the prediction, as indicated by the numbers next to
each word. The terms such as ‘‘Obamacare’’, ‘‘reform’’,
and ‘‘dismantling’’ have higher weights, suggesting they are
strong indicators for the model’s decision to classify this as
fake news.

In figure 11 LIME visualization depicts the model’s
prediction process for another news article, which indicates
that the learning algorithm has assigned a higher probability
to the text being fake news (label 0) with a probability of
0.80, while there is a smaller probability of 0.20 for the
text being real news (label 1). The words highlighted on
the right side as influencing the model’s decision include
‘‘disqualified’’, ‘‘president’’, ‘‘thing’’, ‘‘latest’’, ‘‘revela-
tion’’, ‘‘email’’, ‘‘one’’, ‘‘Hillary’’, and ‘‘point’’. The weights
next to the words suggest their relative impact on the
prediction, with ‘‘disqualified’’ and ‘‘president’’ having the
most significant influence. The model appears to be using
these key terms to assess the credibility of the text, with
words related to political figures and potential controversies
(‘‘Hillary’’, ‘‘email’’) being central to its classification as fake
news. The presence of words like ‘‘latest’’ and ‘‘revelation’’
might indicate a news-like structure which could contribute
to the ambiguity in the model’s decision, reflected in the less
confident prediction compared to the first example.

In figure 12, LIME visualization shows that the learning
algorithm is completely certain in its classification, assigning
a probability of 1.00 to the text being fake news (label 0) and
no probability of it being real (label 1).

The visualization highlights the terms ‘‘Reuters’’,
‘‘EDIT’’, ‘‘Source’’, ‘‘Twitter’’, ‘‘realDonaldTrump’’, ‘‘con-
firmed’’, ‘‘edited’’, and ‘‘posted’’ as key contributors to
the prediction. Notably, the word ‘‘Reuters’’ carries the
highest weight, followed by ‘‘EDIT’’ and ‘‘Source,’’ which
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FIGURE 11. Example 2: Supervised CNN-LSTM with LIME.

FIGURE 12. Example 3: Supervised CNN-LSTM with LIME.

FIGURE 13. Example 4: Supervised CNN-LSTM with LIME.

may indicate that the presence of these terms is strongly
associated with the features of fake news within the
model’s learned parameters. Additionally, the inclusion of
‘‘realDonaldTrump’’ and ‘‘FraudNewsCNN’’ could suggest
the model is picking up on the mention of high-profile names
and possible claims of misinformation as indicators of fake
news.

In figure 13, learning algorithm’s prediction with a high
degree of confidence, indicating a 0.99 probability that the
text is fake news (label 0) and a very small probability of
0.01 for it being real news (label 1).

Key words influencing this decision include ‘‘breit-
bart’’, ‘‘memo’’, ‘‘weekday’’, ‘‘added’’, ‘‘went’’, ‘‘remains’’,
‘‘see’’, ‘‘wonder’’, and ‘‘president’’. The term ‘‘breitbart’’
has the highest weight, which suggests that the model has
learned to associate this term with the characteristics of fake
news. Words like ‘‘memo’’ and temporal references such as
‘‘weekday’’ and ‘‘12:25’’ also seem to play a significant role
in the classification.

LIME visualization in figure 14 indicates that the learning
algorithm misclassified a fake news article (label 0) as real
news (label 1) with a confidence of 0.71. The LIME output
highlights the words ‘‘October’’, ‘‘said’’, ‘‘November’’,
‘‘massive’’, ‘‘Britain’’, ‘‘French’’, ‘‘France’’, and ‘‘March’’
as significant for the model’s decision-making process. The
weightiest term, ‘‘October’’ along with other time-related
terms like ‘‘November’’ and ‘‘March’’, and frequent occur-
rences of the word ‘‘said,’’ might have misled the model into

FIGURE 14. Example 5: Supervised CNN-LSTM with LIME.

perceiving the text as a legitimate news report. This could
indicate that the model may be overvaluing specific keywords
that are often found in factual news content, without fully
grasping the deceptive context that characterizes fake news.

VII. CONCLUSION AND FUTURE WORK
This research study represents a comprehensive and robust
framework for the detection of fake news, addressing the
pressing challenge of misinformation spread across social
media. By utilizing three diverse datasets, we systematically
evaluated the efficacy of FastText embeddings in conjunction
with advanced ML and DL-based techniques, with an
emphasis on optimization strategies to avoid overfitting and
address generalizability. Our findings indicate that a hybrid
model combining CNN with LSTM layers, augmented with
FastText embeddings, outperforms othermodels in accurately
classifying news articles. Moreover, the application of
transformer-based models has shed light on the capabilities
of these architectures in deciphering complex syntactic
structures for enhanced semantic understanding. The use of
explainable AI through LIME and LDA has not only justified
the transparency of the detection process but also provided
valuable interpretative insights. In future work, we will aim
to expand the scope of fake news detection to encompass
multiple languages, particularly those with scarce linguistic
resources. We aim to explore the potential of multilingual
transformers, such as mBERT, mT5, and GPT, to tackle the
intricacies of multi-label classification, thereby advancing
the frontier in combating the global challenge of fake news
dissemination. Furthermore, by adopting adversarial training
methods, we anticipate further advancements in our fight
against the widespread issue of fake news dissemination
globally.
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