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ABSTRACT

This paper presents a method for developing and testing a risk-based control system, as a first step towards
including the human supervisor explicitly in the design of the system. The result is a control system with
improved decision-making capabilities compared to existing control systems. The methodology presented
in the paper uses the Systems Theoretic Process Analysis (STPA) to analyse the risks of an autonomous ship
within its concept of operations (CONOPS), and a Human-STPA (H-STPA) is used to analyse human responsi-
bilities and involvement. The STPA results are then used to construct a Bayesian belief network (BBN)-based
risk model to assess the operational risk of the ship. This is represented as a risk cost, describing the expected
cost of consequences caused by potential hazardous events. This cost is combined with fuel costs, operations
costs, and the potential loss of income if new missions are not undertaken using a supervisory risk controller
(SRQ). The SRC is capable of making decisions about how the ship should be safely operated and notifies the
human supervisor in due time when it is necessary for them to take control. The last part of the methodology
presented in this paper is testing the control system using a set of verification objectives based on results from
the STPA and H-STPA. A case study involving an autonomous cargo ship with a human supervisor located in
a remote operation center (ROC) is included; it shows that the proposed control system can operate the ship
safely in different conditions and situations. By designing the SRC to notify the human supervisor before it
reaches its operational limit, the ship is able to operate in a wider range of conditions compared to when just
the autonomous control system is in charge. Hence, the proposed methodology shows promising results and
provides useful insights related to shared control for autonomous ships.
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more data. Chaal et al. (2020) propose using the STPA to model the
ship control structure in order to describe the system functionali-
ties. Valdez Banda et al. (2019) use the STPA for the hazard analysis
of autonomous passenger ferries. The STPA is also used in Wrobel
et al. (2018) to develop a model for analysing safety and provid-
ing recommendations for designing autonomous vessels. However,
none of these papers use the results of the risk analyses to control
autonomous ships. Other works have proposed using risk models
to predict the loss of AUVs (Brito and Griffiths 2016; Loh, Brito,
Bose, Xu, Nikolova et al. 2020; Loh, Brito, Bose, Xu and Teneked-
jiev 2020) or to manage uncertainty in AUV missions (Brito 2016).
Risk is also included in multiple papers discussing collision avoid-
ance (Hu et al. 2017; Lyu and Yin 2019; Wang et al. 2019; Woo and
Kim 2020; Gil 2021; Li et al. 2021), but at a more general level.

Even with the continuous development and improvement of ship
control systems, it is expected that humans will remain important
in the safe and efficient operation of autonomous systems (Ramos
et al. 2020b, 2020a). Therefore, an important issue when developing
autonomous ships is designing control systems that support the safe
transition between autonomous and human control.

Ramos et al. (2020b) present a method for analysing cooperation
between humans and autonomous ships called the Human-System
Interaction (H-SIA) method. The method is used in a case study to
analyse a collision scenario. Ramos et al. (2020a) present a generic
approach for analysing failures in the interaction between the sys-
tem and humans and demonstrate this approach by analysing an
autonomous ship. Hogenboom et al. (2021) discuss how the available
time affects risk when humans must take over control in DP opera-
tions. Parhizkar et al. (2020) propose a risk management framework
for DP operations to provide decision support to human supervisors
and test the framework in a case study on DP drilling operations. Wu
et al. (2022) summarise and review techniques for analysing human
and organisational factors related to maritime accidents, and they
provide ideas for further development, with a focus on humans. All
these papers discuss important aspects of human-system coopera-
tion for ships, but they do not discuss how to include humans as a
part of the control system or specify the responsibilities of a human
supervisor in shared control scenarios.

Huang et al. (2020) present a collision avoidance system that is
focused on human-machine interaction. The collision avoidance sys-
tem is designed such that the decision-making process is easy to
follow and interactive for human supervisors. However, the control
system is limited to only considering collision avoidance and is not
a more high-level control system. Liu et al. (2022) discuss multiple
issues and challenges related to human-machine cooperation with
autonomous ships. They also discuss unsolved problems that should
be tackled as part of further development and therefore provide ideas
for further work. Redseth et al. (2021) propose an operational enve-
lope that includes sharing control responsibilities between humans
and the control system. They show how this can be done in a general
way to account for most geographical areas and operations, but they
do not demonstrate how this information can explicitly be used to
design the control system.

Porathe (2021) discusses how to design the autonomous control
system to provide better decision support for human supervisors of
autonomous ships. The paper suggests having a copy of the control
system running in a remote operation center (ROC) such that data
are readily available to human supervisors. However, the paper lacks
a description of the actual control system and how the human super-
visor should be included. Dittmann et al. (2021) describe how to
design a control system complying with international regulations on
watch-keeping with a remote control center as part of the control sys-
tem. They discuss how to design the system to share information with
human supervisors and how to transfer control between the system

Table 1. Summary of key aspects of the proposed control system compared to
existing control systems.

Proposed control system Existing control systems

Main features/tasks High-level risk-based
decision making.
Optimum control of
autonomous ships.

Controller designed to

Control of specific func-
tions and subsystems.
Optimising energy
consumption.

Integration with Human supervi-

humans notify human supervisor sor/operator assumed
in case of emergencies. to constantly monitor
control system in case of
emergencies.
Possible Control of autonomous Control of autonomous
application ships. Decision ships. Decision

areas support system for
human operators and
Supervisors.

Including risk and safety
in optimum control
of ships. Inclusion of
human supervisors.

support system for
human operators and
supervisors.

Automation of ship
control systems.
Optimum control of ship
subsystems.

Limitations and
challenges
addressed

and human supervisors. A control structure is suggested but how the
different parts function is not specified.

Utne et al. (2020) propose using risk models in the control
system, ie. a supervisory risk controller (SRC), to improve the
decision-making capabilities and intelligence of the system. Thieme
etal. (2021) describe how to use risk analysis methods to design con-
trol systems and propose four areas where this can be implemented.
Johansen and Utne (2022) propose a control system using Bayesian
belief network (BBN)-based risk models and show how this imple-
mentation can contribute to high-level decisions, such as selecting
the optimal machinery and control mode to ensure the safe and
efficient operation of an autonomous ship. Similar control systems
have been proposed for autonomous underwater vehicles (AUVs)
performing under-ice mapping (Bremnes et al. 2019, 2020). Yang
and Utne (2022) present a set of criteria for an online risk model
for autonomous marine systems and discuss potential methods for
building the model. All these works show how risk modelling can
be used to improve control systems, but they lack the perspective of
shared control and the inclusion of the human supervisor and his/her
responsibilities in the system and operations for different levels of
autonomy.

In general, previous works on control systems for autonomous
ships focus either on the control system or human control. A lim-
ited number of papers discuss collaboration but without discussing
how to design the control system to support and interact with
the human supervisor. Safe and efficient collaboration between the
human supervisor and the autonomous system is decisive for safe
operation. Hence, the objective of this paper is to present a methodol-
ogy for designing and testing a risk-based control system, focusing on
both the autonomous control system and the human supervisor. The
control system is designed to notify the human supervisor to provide
them with time to react and make alternative plans when necessary.
The proposed control system is tested in a case study involving an
autonomous coastal cargo ship. This paper is the first attempt to
include both the autonomous control system and the human super-
visor in the SRC to ensure safe ship operation. An overview of key
differences between the proposed control system and existing control
systems is shown in Table 1.

2. Background
2.1. Level of autonomy

The level of autonomy (LoA) is used to describe the functional-
ity of autonomous systems and how they are related to the human



Table 2. Levels of autonomy, adopted from Utne et al. (2017).

LoA Type Description

1 Automatic operation /
Remote control

The system operates automatically with a
remote human operator.

The human operator has full control of the
system.

The system can have pre-programmed
functions implemented.

The control system can make recommenda-
tions about specific parts of the operation.
The human operator still controls the
operation.

The system can perform many tasks
independently, if they are approved by the
human operator.

The system automatically executes the mission
plan and has the ability to make small
changes when the available time is too
short for human intervention. The human
supervisor can take control of the system or
change the plan. The human supervisor is
notified by the system when it is necessary
to take over or update the plan.

The system automatically plans and executes
the operation.

The system can change and alter the plan
during operation.

Humans can be informed about the operation,
but the system operates independently.

2 Management by
consent

3 Management by
exception

4 Highly autonomous
operation

operator/ supervisor. In this paper, four LoAs are used; they are based
on Utne et al. (2017) and shown in Table 2.

Level one describes an automated system in which the human
operator has full control of the system. The system is dependent on
human supervisors who monitor and control the system. The human
operator and the system can be located in different places. In level
two, the system has more automation, but it still needs a human oper-
ator to make decisions about how it should operate. At level three, the
system can follow a plan. If the operation deviates from the plan, the
system can suggest changes to the plan, but the human supervisor
must accept these changes. If the operation goes according to plan,
the human supervisor is ‘out of the loop.” At level four, the system
operates without human control. Humans can be informed about the
progress of the system, but the system is operating independently.
The human supervisor has limited or no ability to take control of
the ship, but they may provide input to the system. It is important to
note that a system may switch between different LoAs in operation,
i.e. high and low LoAs, and the system may also include sub-systems
operating at different LoAs at the same time.

This paper focuses on an autonomous ship operating at LoA 3.
The ship can follow preplanned routes, choose which preplanned
route to follow, and change the speed, machinery mode, and control
mode. To make bigger changes to the plan, such as deviating from
the preplanned routes due to weather conditions, the human super-
visor must assess the situation and agree to the new route proposed
by the control system. To support the decision-making abilities of the
human supervisor, the control system should be designed to provide
enough time and information for human intervention. If the human
supervisor need to react, the controller should still maintain the ship
in a safe condition by for example maintaining its current position
using DP. Collision avoidance is considered outside the scope of this
work due to the complexity of building a control module for handling
this. It is also assumed that collision avoidance would function otu-
side the control system proposed in this paper due to the criticality
of such decisions and the time available to avoid collisions with other
ships.
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2.2. Human-autonomy collaboration

The ship considered in this paper is an unmanned cargo ship oper-
ating along the Norwegian coast. The ship has no crew aboard but is
connected to a remote operation center (ROC). In the ROC, a human
supervisor has access to the same information and data as the con-
trol system on the ship, but he/she also has the ability to remotely take
control of the ship. The human supervisor, however, is not monitor-
ing the ship during normal operation. Only after a notification will
the human supervisor take control of the ship, and therefore they
need some amount of time to obtain a sufficient awareness of the
situation and react appropriately.

There are three main types of notifications sent from the control
system to the human supervisor. First, the control system sends a
notification when it is unable to maintain the safe operation of the
ship or when it determines that it is likely to lose control in the near
future. The control system is designed to go into a ‘minimal risk con-
dition’ mode if it determines that it is unsafe to continue and it also
notifies the supervisor. To exit this mode, the human supervisor has
to take remote control of the ship or indicate that the control sys-
tem can continue to operate. Second, the control system will notify
the human supervisor of potential problems that he or she can con-
tribute to avoiding or mitigating. The final type of notification is sent
when the control system loses control, and it is impossible to avoid
an accident. In these cases, the human supervisor’s role is to start
coordinating rescue operations to limit negative consequences and
salvage the ship.

Control systems for autonomous ships are designed to reduce the
need for human control while still operating in a safe and efficient
manner. However, humans are still expected to be involved in oper-
ating the ship, especially when the situation exceeds the autonomous
capabilities of the ship. Humans will then function more as supervi-
sors who monitor the ship and assist when necessary rather than as
operators or crews onboard responsible for the daily operation of the
ship.

Since the autonomous ship in this paper is operating at either LoA
3 or LoA 1, the human supervisor receives these three types of noti-
fications only. These notifications are mainly caused by failures or
conditions that exceed the operational limits or safety constraints of
the control system. In any case, the amount of time (Hogenboom
et al. 2021) and information available to the human supervisor are
important for a successful intervention. If the amount of time is
too short or information is missing, there is less of a chance for
the human supervisor to successfully take control and handle the
situation. Providing a detailed analysis of human reaction times,
human reliability, risk-based decision support for the supervisor, and
human-machine interaction is, however, outside the scope of this
paper and should be the subject of future work.

To reduce the likelihood of hazardous events, the control system
has the option to enter a minimal risk condition (MRC) mode when
the risk becomes too high. ISO (2020) defines the MRC as ‘a con-
dition to which a user or an automated driving system may bring
a vehicle after performing the minimal risk manoeuvre in order to
reduce the risk of a crash when a given trip/voyage cannot be com-
pleted.” For the autonomous ship in this paper, it is very difficult to
eliminate all risk, but the risk can still be reduced to a level that is as
low as reasonably practicable (ALARP). For further information on
the definition of ALARP, please see HSE (2001).

3. Methodology

The proposed methodology extends and further develops the work
in Utne et al. (2020), Johansen and Utne (2022), and Johansen
et al. (2023) by adding more advanced functionalities to the
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controller, such as the ability to select different routes to follow, and
adding a specific MRC mode that the ship can enter when the risk
becomes too high. Furthermore, interaction with the human super-
visor is considered; it is not included in the above-mentioned studies.
Specifically, the SRC in this paper is a high-level controller that can
manage the ship control system. The SRC makes decisions, such
as selecting the control mode for the navigation system and select-
ing how the machinery system should be operated. The method-
ology proposed for developing the SRC in this paper is a five-step
process:

e Perform an STPA of the ship and a fault tree analysis (FTA) of
critical sub-systems.

o Extend the STPA with a Human-STPA (H-STPA).

e Develop an online risk model and assign inputs for the differ-
ent nodes, such as sensor measurements and data from electronic
navigational charts (ENCs).

e Set up the SRC and integrate it with the rest of the control system,
including the motion and machinery controllers.

e Verify the control system in scenarios based on the STPA and H-
STPA.

The STPA is used to get a good overview of unsafe control actions
related to the ship and control system within its concept of opera-
tions (CONOPS). This forms the basis for building the risk model,
deciding what data need to be extracted from ENCs to use in the
control system, and setting up the SRC. To ensure a safe interaction
between the human supervisor and the autonomous system, an H-
STPA is performed. The results from this analysis are also used when
setting up the control system to enable the human supervisor to inter-
act with the control system in a safe and efficient manner. Then,
the system is tested in different scenarios, which are formulated
based on the STPA and H-STPA results, to verify that it functions
as intended. The testing should include both easy and challenging
scenarios.

3.1. Extended STPA and fault tree analysis

The STPA is based on Leveson (2011), and the extended STPA
proposed in Johansen and Utne (2022) includes consequences as
part of the analysis. In the traditional STPA, losses are defined as
a starting point, which to some extent indicates the consequences.
When developing control systems, however, it is necessary to include
consequences in more detail. Hence, ‘losses’ are here called haz-
ardous events, and consequences are explicitly described. This is
also in line with the bow-tie model (Rausand and Haugen 2020).
The STPA starts by describing the ship and the CONOPS, includ-
ing the machinery, propulsion, and control system. The CONOPS
should provide information about the intended routes and/or area of
operation, potential cargo aboard the ship, schedule, and limitations
concerning when and where the ship can sail.

The STPA then defines hazardous events that, under certain con-
ditions, can cause negative consequences for the ship. The rest of the
analysis follows the normal STPA process by identifying system-level
hazards, unsafe control actions (UCAs), loss scenarios, and causes.

Critical systems related to power, propulsion, and navigation sen-
sors that emerge from the STPA are then analysed using a qualitative
FTA. The reason for this is that such systems are monitored, and
the FTA provides information about whether the ship still has the
necessary redundancy to continue or if it should notify the human
supervisor about the situation to obtain assistance and enter the
MRC.

3.2. Human-STPA

A Human-STPA is used to identify causal factors that affect the
human supervisor’s ability to intervene. This is done using an STPA
by modelling the human supervisor as a human controller, as pro-
posed by France (2017). Each possible action from the human super-
visor is a control action that can be analysed. The focus in this step
is on how the control system should be designed to make it as safe
and efficient as possible for a human supervisor to take control of the
ship and to make decisions.

The analysis uses the same control structure as the regular STPA
but it focuses on the human supervisor instead of the SRC. The rest of
the analysis follows the same approach and considers the same haz-
ardous events and system-level hazards. As with the SRC, the human
supervisor has a set of available control actions that is analysed to
identify UCAs and specify scenarios in which these UCAs may occur.

3.3. Building the online risk model

The STPA results are used as the basis for building the BBN risk
model. A detailed description of this process can be found in Utne
etal. (2020). The BBN is made into an online risk model by connect-
ing input risk influencing factors (RIFs), i.e. by connecting parent
nodes to the control system, and deciding when to update nodes
with new information. This includes describing the data required
from electronic navigational charts (ENCs), which are required for
the path planning and safe navigation of the ship.

An important source of data for the online risk model is ENCs.
These contain navigational information about the area, such as the
water depth, land, and navigational marks. However, the charts con-
tain so much data that these data need to be processed to be useful
in both the online risk model and the rest of the control system.
The ENC module used in this paper is based on the work of Blind-
heim and Johansen (2022). The ENCs provide necessary information
about the area around the ship so that the SRC can include this
information in its decision-making process. The module is based
on SeaCharts, an open-source Python package for displaying and
manipulating charts. The module uses FGDB 10.0 charts with 2D
data concerning the relevant areas. These data are processed and
filtered to avoid giving irrelevant data to the control system. The rele-
vant data are stored in shapefiles for different water depths and land.
This makes it easier to find the water depth and the distance to points
where the ship can ground.

The ENC module is set up based on the required data from the
online risk model and the SRC. The data are then used to describe
how much open water is around the ship, how much room the ship
has to maneuver, and other relevant information to improve the
decision-making process of the SRC.

3.4. Setting up the supervisory risk controller (SRC)

The SRC combines the risk cost, fuel cost, operation cost, and a
penalty cost for the potential future loss of income and delays:

Cost(d) = R(d) + F(d) + O(d) + L(d). (1)

The expected risk cost, R(d), is taken directly from the risk model.
The expected fuel cost, F(d), is derived for the remaining route. The
operation cost, O(d), describes the additional operation costs (not
fuel). The potential future loss, L(d), represents the extra time used
because the ship is not sailing full speed all the time and potentially
misses deadlines because it is not able to follow the planned sched-
ule. Notifications to the human supervisor are included based on the
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Figure 1. Control structure (adapted from Johansen and Utne (2022) and Johansen et al. (2023)).

results from the H-STPA. The SRC is also implemented with a route
checker to see if the ship is able to follow the route. If not, the SRC
can either switch to an alternative route or notify the human supervi-
sor. Changing the route is possible if an alternative route is provided
and the ship has not passed the point where the alternative route
starts.

3.5. Verification of the control system

The fifth step is to verify that the control system works as
intended, focusing on its functional behaviour, performance (Ped-
ersen et al. 2022), and safety to ensure that it is ready for further
use. This is done by simulating the ship in different scenarios within
the CONOPS using verification objectives identified from the STPA
and H-STPA. Verification objectives are formulated using a modified
version of the method proposed in Rokseth et al. (2018).

In Rokseth et al. (2018), causal scenarios are used to specify safety
constraints that, if violated, can lead to UCAs. Safety constraints are
also used to derive verification objectives. Objectives are then pro-
cessed to verify that the proposed control system can operate as
intended without violating the safety constraints.

The verification objectives are processed in this study by simulat-
ing the ship in various scenarios to see if the objectives are satisfied.
This is done by setting up a set of simulations and checking that
all objectives are satisfied. An alternative method involves using an
automated testing framework, as proposed in Torben et al. (2022).

4, Case study: autonomous coastal cargo ship

The purpose of the case study is to test the methodology and assess if
the SRC will make reasonable decisions compared to a conventional
ship. The role of the human supervisor is to make the overall plan
for the SRC to follow. Furthermore, notifications from the SRC are
received in the ROC, where the human supervisor is located; they
have a communication link to the ship and the ability to assess the
situation and intervene if necessary. This is the first step towards the
design and implementation of human-in-the-loop control systems
for autonomous ships.

4.1. Step 1: extended STPA with FTA

The ship in the case study is 80 m long and 15 m wide. It is equipped
with a liquid natural gas (LNG)-powered main engine (ME), two
diesel generators (DGs), and a hybrid shaft generator (HSG) for
power production. The HSG can be used as a generator to obtain
electrical power from the ME or as an electric engine powered by
the DGs. The propulsion and steering system consists of a main
propeller, two electric tunnel thrusters, and steering machinery con-
trolling the rudder. The control system consists of an autonomous
navigation system (ANS), an autonomous machinery management
system (AMMS), and the SRC. The ANS handles the navigation
and motion control, the AMMS controls the power production and
propulsion, and the SRC makes high-level decisions for the rest of the
control system to carry out. The full STPA control structure of the
autonomous ship is shown in Figure 1. Collision avoidance is con-
sidered outside the scope of this work and therefore not included in
the STPA control structure.

The ANS has a DP controller, an autopilot (AP) controller, and an
observer for data processing. The DP controller is used for low-speed
maneuvering and for station-keeping, while the AP controller is used
to control the ship at higher speeds. The DP controller provides the
required surge, sway, and yaw forces to control the position, head-
ing, and speed of the ship. The AP controller is a line-of-sight (LoS)
guidance controller that provides a heading reference based on the
route and current ship position. The observer is used to process and
check the data coming from navigation sensors, such as the GNSS.
The data coming from these sensors must be filtered to remove noise
and checked to confirm that these data are valid and do not contain
measurement errors.

The AMMS consists of a power management system (PMS),
thrust allocation (TA), a speed controller, and a rudder controller.
The PMS is responsible for power production. Thrust allocation is
used to convert the force commands from the DP controller into
individual thrust commands for the propulsion system. The speed
controller is used to control the load on the main propeller accord-
ing to the speed reference, and the rudder controller converts the
heading angle to a rudder angle for the steering machinery.
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The SRC consists of the BBN risk model, ENC module, fuel con-
sumption estimator, and controller. The SRC can select two different
ship operation modes (SO-modes): DP-mode and AP-mode. When
the ship is operated in AP-mode, the ANS uses the LoS controller to
send a heading reference to the rudder controller in the AMMS. The
speed reference is sent directly to the speed controller in the AMMS.
The speed controller outputs a load percentage for the main propeller
to maintain the desired speed, and the rudder controller provides a
rudder angle to maintain the necessary heading angle. In AP-mode,
the main propeller provides forward thrust, and the rudder controls
the heading.

When operating in DP-mode, the DP controller calculates the
force necessary to follow the desired route or maintain a certain posi-
tion when it is used for station-keeping. The general force demand
is mapped to individual thruster commands in the TA. In DP-
mode, the main propeller provides thrust (surge), and the two tunnel
thrusters control the sway and yaw. Since each degree of freedom
(DOF) can be controlled directly, the DP-mode provides more accu-
rate control of the ship than the AP-mode, but only at low speeds at
which the tunnel thrusters are still efficient.

There are three different machinery system operation modes
(MSO-modes), namely power take out (PTO), power take in (PTI),
and mechanical (Mech). In PTO, the ME drives the main propeller.
The HSG is used as a generator to produce electricity. In PTT, the two
DGs produce electricity, and the HSG is used as an electric engine
to power the main propeller. Mech uses the ME to power the main
propeller and DGs to produce electricity.

The SRC is designed to manage the ANS and AMMS by setting
the MSO-mode, SO-mode, and speed reference. It also has the option
to enter an MRC, notify the human supervisor when necessary, and
switch to an alternative route. The selection of modes and the speed
reference is done using an optimisation algorithm that calculates the
cost of operating the ship and selects the set with the lowest total
cost. The MRC is entered when the risk cost becomes too high for the
ship to continue sailing or when the ship loses redundancy in criti-
cal systems. When this happens, the ship will begin station-keeping
and use the DP-controller to maintain its current position. The MRC
is not included explicitly in the risk model since model updates are
paused when this condition is triggered and remain paused until the
situation is assessed by the human supervisor. Route changes are not
directly linked to the risk model; instead, they are based on how
much the ship drifts and deviates from its course in different weather
conditions.

The STPA in this paper is based on a workshop with 12 partic-
ipants that focused on risk analysis, ship control systems, and the
verification of control systems. The experts have 5-30 years of expe-
rience in both academia and industry. The workshop was conducted
in three sessions. The first two sessions were used to identify differ-
ent UCAs, which were discussed and analysed in the third session.
The sessions focused on the ship’s machinery system and ground-
ing and collision, but they also considered how selecting the wrong
SO-mode could lead to hazardous events. The control structure,
shown in Figure 1, includes the SRC and control responsibilities, as
described above, in addition to the AMMS and the ANS. As the SRC
is a novel functionality, the results from the workshops have been
used as a basis for the analysis in this paper, but with some mod-
ifications to account for the changed control structure and control
responsibilities due to the SRC. The STPA considers two hazardous
events:

e HE1: The ship collides/allides with a ship/obstacle.
e HE2: The ship grounds or has contact with the seafloor.

Three system-level hazards can lead to these hazardous events:

e HI: The ship violates the minimum distance of separation to a
ship/obstacle.

e H2: The ship violates the minimum distance of separation to
shore.

e H3: The ship sails in too-shallow water.

The next step in the STPA is identifying UCAs. In this case study,
UCAs are used to identify scenarios that should be checked dur-
ing the verification process. Three types of UCAs are used in the
case study: not providing a control action, providing an unsafe con-
trol action, or providing a control action at the wrong time (too
late/early). The STPA also includes a fourth type of UCA, i.e. a signal
lasts too long or stops too soon. However, since all signals consid-
ered in this case study are discrete, this is not relevant here. To build
the BBN risk model, the relevant control actions are setting the MSO-
mode, SO-mode, and speed reference, since these are decisions made
by the SRC. In this work, changing the route is considered relevant
for verification purposes but not for building the risk model since this
decision is not made based on the risk cost. Instead, this decision is
based on how much space the ship needs to maneuver with different
wind and current conditions. Entering the MRC is also a different
type of control action since this action is triggered when the ship is
unable to continue sailing and continues until the human supervisor
has assessed the situation. However, these actions are still important
to consider when verifying the resulting control system.

Table 3 shows 13 different UCAs: four for selecting the MSO-
mode, four for selecting the SO-mode, one for setting the speed
reference, two for changing which route to follow, and two for enter-
ing the MRC. These UCAs are grouped together into six more general
UCAs, as shown in Table 4. This makes the analysis easier to fol-
low since it limits the number of UCAs describing the same type of
situation.

Setting the speed reference is not explicitly included in the list of
UCAs since it will impact the other UCAs as an RIF. UCA-1 and
UCA-3 focus on failures that cause the machinery and propulsion
system to be unable to function as intended. UCA-2 is related to the
maximum power available in each mode, depending on the machin-
ery parts used, and the ability to predict how much power the ship
needs in different situations. UCA-4 is related to the ability to control
the ship with respect to the SO-mode, speed reference, and condi-
tions around the ship. Based on the six different UCAs shown in
Table 4, the scenarios shown in Table 5 are specified.

The final part of the extended STPA is analysing the consequences
of the hazardous events. This is necessary in order to be able to
quantify the input data used for the optimisation of the control sys-
tem. The consequences are first divided into either damage to the
ship, damage to other ships/objects/structures, and harm to humans.
Based on IMO (2018), these consequences are either severe, signifi-
cant, minor, or nonexistent. Severe damage to the autonomous ship
means that the ship is unable to continue without assistance and that
it needs extensive repairs.

Significant damage means that the ship can get back to shore with-
out assistance but will need extensive repairs before it can sail again.
Minor damage must be repaired during the next planned mainte-
nance period, but the ship can still sail with the damage that has
been sustained. Severe damage to other objects/structures means that
it needs immediate extensive repairs. Significant damage requires
bigger repairs but is not as time critical. Minor damage should
be repaired during the next planned maintenance period. Fatalities
or serious injuries to humans are considered severe consequences.
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Table 5. Scenarios that could lead to UCAs.

Control action Type Context Scenario Description UCA
MSO-mode Providing a control Selecting an MSO-mode using Sc-1 The SRC selects PTO as the MSO-mode when a fault UCA-1
action failed machinery in the ME results in a loss of power.
MSO-mode Providing a control Selecting an MSO-mode that Sc-2 The SRC selects PTO as the MSO-mode when a fault UCA-1
action produces a max. power that in the HSG results in a loss of electric power.
is too low Sc-3 The SRC selects Mech as the MSO-mode when a fault UCA-1
MSO-mode Not providing a control Not selecting a different in the ME results in a loss of propulsion power.
action MSO-mode when machinery  Sc-4 The SRC selects Mech as the MSO-mode when a fault UCA-1
parts fail with t he DGs results in a loss of electric power.
MSO-mode Not providing a control Not selecting a different Sc-5 The SRC selects PTl as the MSO-mode when a fault in UCA-1
action MSO-mode when the the HSG results in a loss of propulsion power.
current Sc-6 The SRC selects PTl as the MSO-mode when a fault UCA-1
MSO-mode produces too little with the DGs results in a loss of power.
power Sc-7 The SRC selects PTO as the MSO-mode when the UCA-1
SO-mode Providing a control Selecting an SO-mode using load on the main propulsion system is higher than
action failed propulsion parts the power the ME can produce when it is also
SO-mode Providing a control Selecting an SO-mode unable powering the HSG.
action to control the ship with the Sc-8 The SRC selects PTl as the MSO-mode when the total UCA-2
current speed reference load on the machinery is higher than the power
SO-mode Not providing a control Not selecting a different the DGs can produce.
action SO-mode when propulsion Sc-9 The SRC selects AP as the SO-mode when a fault in UCA-3
parts fail the steering machinery results in a loss of steering
SO-mode Not providing a control Not selecting a different for the ship.
action SO-mode when the speed Sc-10 The SRC selects AP as the SO-mode when a fault with UCA-3
reference is too high or low the main propeller results in a loss of propulsion
for the current mode for the ship.
Speed reference Providing a control Setting the speed reference Sc-11 The SRC selects DP as the SO-mode when a fault with UCA-3
action too high when the ship has the main propeller results in a loss of propulsion
limited space to maneuver for the ship.
Route selection Not providing a control Not changing to an alternative Sc-12 The SRC selects DP as the SO-mode when a fault with UCA-3
action route when the ship is the tunnel thrusters results in a loss of steering for
unable to follow the initial the ship.
route Sc-13 The SRC selects AP as the SO-mode when the speed UCA-4
Route selection Providing a control Changing to an alternative is too low for the rudder to control the ship.
action too late route after passing the point ~ Sc-14 The SRC selects AP as the SO-mode when the ship UCA-4
where it was possible to is maneuvering in very tight areas where the
change the route AP-controller is unable to provide sufficient
MRC Providing a control Entering the MRC when the control.
action ship is unable to maintain Sc-15 The SRC selects DP as the SO-mode when the speed UCA-4
the current position due to is too high for the tunnel thrusters to produce the
propulsion failures necessary thrust to maneuver the ship.
MRC Providing a control Not entering the MRC when Sc-16 The SRC fails to change the route, because the control UCA-5
action too late the traffic or conditions system underestimates the current conditions.
become too difficult for the Sc-17 The SRC fails to enter the MRC while it can still UCA-6
ship to continue do so safely because the current conditions are
underestimated.
Sc-18 The SRC enters the MRC when it is unable to maintain UCA-6

Table 4. UCAs for the case study.

its position due to a failure with the tunnel
thrusters.

UCA Description Hazard(s)

UCA-1 The SRC changes to an MSO-mode that H1,H2, H3
depends on failed parts of the machinery
system.

UCA-2 The SRC changes to an MSO-mode that is H1,H2, H3
unable to produce the necessary power.

UCA-3 The SRC changes to an SO-mode that depends H1,H2, H3
on failed parts of the machinery system.

UCA-4 The SRC changes to an SO-mode that is unable H1,H2, H3
to maintain sufficient control of the ship.

UCA-5 The SRC fails to change to an alternative H1,H2, H3
route when the ship is unable to follow the
original route.

UCA-6 The SRC fails to enter the MRC when the H1,H2, H3

situation makes it necessary.

Less serious injuries are considered significant consequences, and
insignificant injuries such as scratches and bruises are minor con-
sequences.

The qualitative fault tree analysis focuses on three critical sub-
systems identified in the STPA as being especially important for
operating the ship:

e The machinery system;
e The propulsion system;
e The navigation sensors and communication system.

These sub-systems are analysed in more detail to identify when the
ship is unable to continue sailing because one of these systems fails
or because redundancy is lost so that the control system can notify
the human supervisor and make alternative plans. A fault tree anal-
ysis, even though it is a qualitative analysis, provides information
about what components are necessary to operate the ship in the dif-
ferent SO- and MSO-modes. The same fault trees are used to identify
situations in which the ship loses redundancy in the same systems.

The information from the fault trees is used to construct the BBN
so that specific components can be monitored in more detail. Each
sub-system fault tree is represented by a node in the BBN to monitor
the status of each sub-system. These components receive input from
nodes in the BBN that describe the individual components.

Figure 2 shows that the machinery system can fail in two ways.
If the ME, DG1, and DG2 fail, the ship loses power. It will also lose
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Figure 2. Fault tree showing a loss of power production for the autonomous ship.
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Figure 3. Fault tree showing a loss of propulsion for the autonomous ship.

power if the HSG fails and either the ME or both DGs fail. If the
HSG, ME, or both DGs fail, the ship loses redundancy in the power
production system. It will, however, still have the necessary power for
propulsion and navigation.

The propulsion system is analysed in Figure 3. The propulsion
system is considered to have failed if the MP or either of the two tun-
nel thrusters fails. The MP is critical since it provides forward thrust
in both DP-mode and AP-mode. The tunnel thrusters are consid-
ered critical since they are necessary to control the ship if it enters
the MRC. If the steering machinery fails, the ship can only operate in
DP-mode and therefore loses redundancy.

Figure 4 shows the fault tree for the navigation and communi-
cation system. This system consists of the GNSS, which provides
position and speed data, communication systems to send and receive
information from the ROC, an AIS that obtains information about
other vessels around the ship, and radar for sensing ships and other
objects. The system is considered to have failed if the GNSS, commu-
nication systems, or both radar and AIS fail. GNSS is considered to be
critical for obtaining the position and speed data that allow the ship
to navigate. Communication is critical to maintaining the connec-
tion between the ship and the ROC. In this work, either AIS or radar
is considered necessary to obtain information about other vessels
around the ship. For an actual ship, this system should also include
cameras and additional sensors to ensure sufficient situational aware-
ness, as especially using only AIS can limit this. However, the fault
tree and sensor package shown here is considered sufficient to show
how such a system can work.

4.2. Step 2: human STPA

The next step is focusing more specifically on the human supervi-
sor, who is already included in the control structure (Figure 1) as
a separate controller. In normal operation, the human supervisor is
responsible for providing the plan(s) for the SRC to follow. When the
autonomous ship is sailing, the human supervisor is in the ROC with

Loss of navigation
and communication
systems

|
GNSS Communication
failure system failure
AIS Radar
failure

failure
Figure 4. Fault tree showing a loss of navigation and communication systems

onboard the autonomous ship.

Table 6. HUCAs used to identify scenarios that can lead to hazardous events.

HUCA Description Hazard(s)

HUCA-1 The human supervisor does not provide a H1
notification to other ships.

HUCA-2 The human supervisor is too late in notifying H1
other ships.

HUCA-3 The human supervisor does not initiate and H1, H2, H3
organise emergency actions, including
towing and rescue.

HUCA-4 The human supervisor does not take remote H1,H2,H3
control of the ship.

HUCA-5 The human supervisor is too late in taking H1,H2, H3
remote control of the ship.

HUCA-6 The human supervisor takes remote control H1,H2, H3
of the ship without the necessary
understanding or time to safely control the
ship.

HUCA-7 The human supervisor hands over control to H1,H2,H3
the autonomous ship when the autonomous
system is unable to safely control the ship.

HUCA-8 The human supervisor hands over control to H1,H2, H3
the autonomous ship too early.

HUCA-9 The human supervisor is too late in handing H1,H2, H3
over control to the autonomous ship.

HUCA-10 The human supervisor does not hand over H1, H2, H3

control to the autonomous ship.

a communication link to the ship. The human supervisor is respon-
sible for following multiple ships at the same time and performing
other tasks in the ROC. This means that the SRC must provide a
notification in due time to allow the human supervisor to act. In this
case study, the control system is not implemented with the ability to
make new plans. The ship will therefore be operated at either LoA 3
or LoA 1.

The human supervisor can perform the following actions from
the ROC:

Notify other ships;

Initiate and coordinate emergency actions, including contacting
towing and rescue vessels;

Take remote control of the ship;

Hand over control to the autonomous system.

Based on these actions, the ten unsafe human control actions
(HUCASs) shown in Table 6 were identified. HUCAs are used to
differentiate between unsafe control actions related to the computer-
based control system and unsafe control actions related to the human
supervisor. From the HUCAs, a total of 24 scenarios in which these
actions can occur are identified; they are shown in Tables 7-8.

This table includes both scenarios in which the control system
fails to notify the human supervisor and scenarios in which the



Table 7. Scenarios in which a control action from the human supervisor can lead to
a hazardous event.
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Table 8. Scenarios in which a control action from the human supervisor can lead to
a hazardous event.

Scenario Description HUCA

Sc-1 The human supervisor is not notified when the HUCA-1
ship loses power and therefore does not notify
other ships that the ship has lost power and is
drifting without control.

The human supervisor misses a notification due
to exhaustion or tiredness when the ship loses
power and therefore does not notify other ships
that the ship has lost power and is drifting
without control.

The human supervisor is not notified when the ship
loses propulsion and therefore does not notify
otherships that the ship has lost propulsion and
is drifting without control.

The human supervisor misses a notification due
to exhaustion or tiredness when the ship loses
propulsion and therefore does not notify other
ships that the ship has lost propulsion and is
drifting without control.

The human supervisor is notified too late when the
ship loses power and therefore notifies other
ships too late that the ship has lost power and is
drifting without control.

The human supervisor is too late to recognise a
notification due to exhaustion or tiredness when
the ship loses power and therefore notifies other
ships too late that the ship has lost power and is
drifting without control.

The human supervisor is notified too late when
the ship loses propulsion and therefore notifies
other ships too late that the ship has lost power
and is drifting without control.

The human supervisor is too late to recognise
a notification due to exhaustion or tiredness
when theship loses propulsion and therefore
notifies other ships too late that the ship has lost
propulsion and is drifting without control.

The human supervisor is not notified when the
ship loses power and therefore does not initiate
or organise towing and rescue.

Sc-2 HUCA-1

Sc-3 HUCA-1

Sc-4 HUCA-1

Sc-5 HUCA-2

Sc-6 HUCA-2

Sc-7 HUCA-2

Sc-8 HUCA-2

Sc-9 HUCA-3

notifications are missed by the human supervisor. The rest of the
paper focuses on the former scenarios since the aim is to design a
control system that accounts for this possibility. Going into more
detail on human factors, such as fatigue and boredom, is considered
outside the scope of this work.

A challenge with integrating the human supervisor in the loop
is providing enough time for intervention, i.e. to determine when it
is necessary for the control system to notify the human supervisor.
If the SRC is too late or does not provide a notification, the human
supervisor will not be able to take the necessary action. However,
if the SRC provides too many unnecessary notifications, the human
supervisor may start neglecting these notifications. Over time, this
can become a serious problem; the human supervisor may stop react-
ing to the notifications. The information given in the notifications
can also affect the human supervisor’s ability to react. Since the
autonomous ship is not monitored continuously, the human supervi-
sor will most likely not have a full overview of the situation when they
receive a notification. The SRC should therefore provide the human
supervisor with the information they need to react in addition to the
notification. The results from the H-STPA are used to set up up the
SRC.

4.3. Step 3: building the online risk model

The UCAs and scenarios shown in Tables 4 and 5, respectively, form
the basis of the risk model. The risk model uses the first four UCAs.

Sc-10 The human supervisor misses a notification due HUCA-3
to exhaustion or tiredness when the ship
loses power and therefore does not initiate or
organise towing and rescue.

The human supervisor is not notified when the
ship loses propulsion and therefore does not
organise towing and rescue.

The human supervisor misses a notification due
to exhaustion or tiredness when the ship loses
propulsion and therefore does not organise
towing and rescue.

The human supervisor is not notified that it is
necessary to take remote control of the ship
when the autonomous system is unable to
control the ship.

The human supervisor misses a notification due
to exhaustion or tiredness that it is necessary
to take remote control when the autonomous
system is unable to control the ship.

The human supervisor is notified too late that it
is necessary to take remote control when the
autonomous control system is unable to control
the ship.

The human supervisor is too late to recognise a
notification due to exhaustion or tiredness that
it is necessary to take remote control when the
autonomous control system is unable to control
the ship.

The human supervisor takes remote control of
the ship without the necessary situational
awareness to safely control the ship.

The human supervisor takes remote control of the
ship while performing many other tasks in the
ROC at the same time, which results in the nsafe
control of the ship.

The human supervisor receives incorrect
information about the situation and therefore
hands over control to the autonomous control
system before it is safe to do so.

The human supervisor has incorrect information
about the system’s autonomous capabilities
and therefore hands over control to the control
system before it is safe to do so.

The human supervisor receives incorrect
information about the situation and therefore
hands over control to the autonomous control
system when it is unsafe to do so.

The human supervisor has incorrect information
about the system'’s autonomous capabilities
and therefore hands over control to the control
system when it is unsafe to do so.

The human supervisor must perform other tasks
in the ROC before control is handed back to the
autonomous system, which results in the unsafe
control of the ship.

The human supervisor does not hand over control
to the autonomous system while performing
many other tasks in the ROC at the same time,
which results in the unsafe control of the ship.

Sc-11 HUCA-3

Sc-12 HUCA-3

Sc-13 HUCA-4

Sc-14 HUCA-4

Sc-15 HUCA-5

Sc-16 HUCA-5

Sc-17 HUCA-6

Sc-18 HUCA-6

Sc-19

HUCA-7

Sc-20

HUCA-7

Sc-21

HUCA-8

Sc-22

HUCA-8

Sc-23

HUCA-9

SC-24 HUCA-10

Changing the route is considered separately based on how much
space the ship needs to maneuver depending on the wind and cur-
rent. The MRC is entered when the risk cost becomes too high. When
this happens, however, updating the risk model is paused until the
ship exits the MRC. The two last UCAs are therefore not specif-
ically added to the risk model. This also means that only the 15
scenarios based on UCA1-UCA4 are used to identify high-level RIFs
(H-RIFs).

To reduce the complexity of the risk model, the scenarios are
grouped together into the six H-RIFs shown in Table 9. The H-RIFs
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Table 9. High-level RIFs used in the case study with the relevant UCAs.

H-RIF Description UCA(s)
H-RIF-1 Machinery health status UCA-1
H-RIF-2 Estimation of necessary power UCA-2
H-RIF-3 Propulsion system health status UCA-3
H-RIF-4 Navigational situation UCA-4
H-RIF-5 Situational awareness of the control system UCA-2, UCA-4
H-RIF-6 Control system reliability UCA-2, UCA-4

Table 10. Input nodes derived from the H-RIFs used to build the risk model.

High-level RIF
H-RIF-1

Description Input nodes

ME state

HSG state

DG1 state

DG2 state

PMS

DP controller performance/
accuracy

AP controller performance/
accuracy

BT state

Machinery health status

H-RIF-2 Estimation of necessary power

H-RIF-3 Propulsion system health
status

AT state

MP state

ST state

Traffic

Obstacles

Distance to closest grounding
hazard

Wind speed

Wind direction

Current

Ship speed

Wind speed

H-RIF-4 Navigational situation

H-RIF-5 Situational awareness of the
control system

Fog

Rain

Snow

Cameras

AlS

Radar

GNSS

Communication system

DP controller performance/
accuracy

AP controller performance/
accuracy

AlS

Radar

GNSS

Communication system

H-RIF-6 Control system reliability

are divided further into input nodes for the risk model, as shown in
Table 10.

The risk model also has input nodes connected to the hazardous
events and the consequences resulting from these events. The proba-
bility of collision/allision with another ship/obstacle depends on both
the probability of violating the minimum separation distance and the
ability of the other ship/obstacle to avoid the collision/allision. The
consequences depend on different nodes and the hazardous event.
If the ship collides/allides with another ship/obstacle, the damage
to the ship depends on the size of the other ship/obstacle and the
impact speed. If the ship grounds or has contact with the seabed,
the consequences depend on the impact speed, the type of shore,
and the seabed. Harm to humans depends on the number of people
aboard the other ship/obstacle or the type of shore. Damage to other
ships/obstacles depends on the impact speed and size of the other
ship/obstacle. If the ship grounds or has contact with the seabed, the

impact speed and type of shore affect the consequences. The con-
ditional probability tables (CPTs) are built up based on data from
Johansen and Utne (2022), DNVGL (2003), and Hassel et al. (2021)
to obtain the likelihoods of the hazardous events shown in Figure 5.

The BBN is also used to monitor the machinery, propulsion, and
navigation and communication systems based on the fault tree anal-
ysis with the nodes power status, propulsion status, and navigation
status. This provides the SRC with the information it needs to assess
whether the ship still has the necessary redundancy to continue sail-
ingin a given situation. The power and propulsion systems have three
states, ok, minimum, and failed, according to the fault tree analysis.
Losing redundancy means that the node is set to minimum. The ship
still has power and propulsion but will lose power and propulsion if
another component fails. Each component, such as the ME and HSG,
is modelled as either failed or working. The different navigation and
communication systems are described using three states: poor, suffi-
cient, and good. These systems are therefore only considered as failed
or ok based on the fault tree analysis. In operation, the nodes describ-
ing power and propulsion are considered failed if the probability of
losing power exceeds 0.3, and they are considered minimum if the
probability of losing redundancy exceeds 0.3. The limit is set based
on testing to find a balance between keeping the ship from stopping
too often and also avoiding the situation in which the ship continues
to sail when systems are not functioning.

The ENC module is used to find the presence and density of obsta-
cles around the ship and the distance to the closest point the ship
cannot safely navigate to. The module is set up such that anything
shallower than 5 m is considered a shallow area that the ship must
avoid in order to navigate safely. The obstacle density is based on the
distance to the closest shallow point (i.e. areas with a water depth
of less than 5 m) and on how much of the water around the ship is
obstructed. The water depth of 5 m is the same as the maximum draft
of the ship. Using this water depth is considered sufficient for assess-
ing the proportion of obstructed water in this work. The ship must
then avoid shallow areas with sufficient safety margins.

The percentage of obstructed water is calculated by considering a
disk with a radius of 1400 m and finding the portion of the disk with
land and shallow water. The radius is set through testing to ensure
that the disk gives a good picture of the sea area surrounding the
ship, considering that the ship is 80 m long. The ENC module is
checked every 30 seconds to provide updated measurements to the
risk model. Testing shows that this provides a good balance between
the computation time and updated data. This information is pro-
vided to the risk model through the nodes ‘Obstacles’ and ‘Distance
to closest grounding hazard.’

4.4. Step 5: building the SRC

The SRC is set up using two sub-steps: the first involves setting up
the actual controller and testing it to identify operational limitations.
The second part involves implementing notifications to the human
supervisor based on the results from the H-STPA.

The SRC calculates the expected cost using Equation (1) for each
set of decisions (MSO-mode, SO-mode, and speed reference). The
cost is the sum of the fuel cost F(d), risk cost R(d), operation cost
O(d), and potential future loss L(d), depending on the decisions d.

The fuel cost is calculated using a look-up table with the specific
fuel consumption (SFC) for different MSO-modes, speeds, wind con-
ditions, and current conditions. This is multiplied by the planned
sailing distance and the fuel price, as shown in Equation (2). This
provides a good approximation for the fuel consumption, despite not
accounting for all variations due to changing angles for wind and
current in different places along the route. Calculating for each spe-
cific part of the route would also take much longer time due to the
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Figure 5. Online risk model BBN (adapted from Johansen and Utne (2022) and Johansen et al. (2023) and extended) showing an example of the risk cost.

increased complexity and need for more online simulations to esti-
mate the fuel consumption. The following prices of LNG and diesel
are taken from Ship & Bunker (2022): 1,326.50 USD/ton for LNG
and 679.50 USD/ton for diesel. The price is therefore dependent on
the MSO-mode, since this determines the type of fuel used:

F(d) = SFC(speed, wind, current, MSO) * distance x Price(MSO).

)

The risk cost is calculated from the risk model using Equation (3),
which takes the probability of each consequence category from the
STPA and multiplies it by the cost of the corresponding category.
Severe consequences are given a cost of 4,550,640 USD, significant
consequences have a cost of 455,064 USD, and minor consequences
have a cost of 45,506.40 USD. These costs are estimated based on
EfficienSea (2012), The Norwegian Agency for Public and Financial
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Management (2018), and IMO (2018):

R(d) = Pr(severe) Cseyere + Pr(significant) Csignificant
~+ Pr(minor) Cpinor + Pr(none)Cope. (3)

The operation cost is calculated by taking the cost per hour, multi-
plying it by the planned sailing distance, and dividing the resulting
value by the speed reference, as shown in Equation (4). This cost
includes personnel costs in the ROC and maintenance, insurance,
lubrication, spare-parts, and logistics costs. These costs are estimated
to be 341.30 USD/ht, based on costs from similar ships and data from
Stopford (2009):

O(d) = Costoperating * distance/speed. (4)

The potential future loss is calculated similarly using Equation (5),
with the expected loss of income per hour set to 910.10 USD/h.
This cost represents the potential income if the ship was free and
could start the next trip or mission earlier and calculated similarly
as the operation cost. This can also be considered as a penalty cost to
balance the risk, fuel, and operation costs.

L(d) = Costfupure loss * distance/speed. (5)

The SRC considers a constant planning horizon equal to the remain-
ing sailing distance at the start of the mission, dp, used to calculate
both fuel cost, operation cost, and the potential future loss. The costs
considered in the SRC are then the costs of sailing another distance
dp. For the case study, this is equal to around 57 km or 30 nautical
miles. By using a constant distance to calculate the cost, the weights
of the risk, fuel, operation, and potential future loss are kept con-
stant. Without a constant distance, the SRC would put more relative
weight on the risk when the distance is small. This would cause the
ship to go slower and use more energy, the closer it gets to the final
way-point.

To check a route, the SRC goes through all the way-points to deter-
mine if the ANS can follow it with sufficient margins. Between each
way-point, a set of intermediate points is used to check that the mar-
gin is sufficient along the whole route. In this work, the margin is set
based on how accurately the ANS can control the ship in different
wind conditions.

As identified in the H-STPA, finding the right balance between
providing and not providing notifications to the human supervisor
has a significant effect on the overall performance. To achieve this,
the human supervisor should only be notified when the SRC expects
that it will be unable to control the ship in the future. However,
these notifications should be made before the SRC loses control so
that the human supervisor has time to react. The human supervisor
should also be notified when components, or sub-systems, fail with-
out warning. Based on this, the human supervisor is notified when it
become necessary to perform any of the control actions described in
Subsection 4.2.

The SRC receives information from the risk model about the
status of the machinery, propulsion, and navigation and commu-
nication systems, as described in Subsection 4.3. If any of these
sub-systems fail, the human supervisor is notified that the ship is
unable to continue. There is little the human supervisor can do in
these situations, except for notifying nearby ships and the relevant
authorities. The risk model is also used to assess redundancy in
the machinery and propulsion system. If the autonomous ship loses
redundancy in these systems, the human supervisor is notified, and
the ship will enter the MRC. The ship will also enter the MRC if the
risk cost becomes too high, e.g. due to changes in the environment

Table 11. Verification objectives based on the STPA and H-STPA.

Verification

objective Description

VO-1 Verify that the SRC handles machinery failures by either changing
the MSO-mode or entering the MRC-mode.

VO-2 Verify that the SRC selects a safe combination of the SO-mode and
speed reference.

VO-3 Verify that the SRC enters the MRC with sufficient time and
functionality for the ship to maintain its current position.

VO-4 Verify that the human supervisor is notified in the intended
situations and avoid unnecessary notifications.

VO-5 Verify that the SRC provides notifications with the necessary
information to allow the human supervisor to react to the
situation.

VO-6 Verify that the SRC checks the route and, when necessary, either

changes it or notifies the human supervisor that it is unable to
change the route.

or weather. In this case study, the cost limit for the SRC to enter the
MRC s set at 5,119.47 USD, which is very low compared to the costs
associated with the different consequences. However, testing shows
that the risk cost very rarely exceeds this value, and this only occurs
when the ship is unable to continue to sail safely. This is discussed
further in Subsection 5.2.1.

When the ship enters the MRC, it will try to maintain its cur-
rent position until the human supervisor has checked the situation
and decided how to proceed. In the MRC, the autonomous ship uses
the DP-controller to maintain its position. The MSO-mode is chosen
by checking the risk model to find out which mode has the lowest
risk cost. If the ship is unable to change the active route, the human
supervisor is sent a notification that explains why the route should be
changed and why the SRC was unable to change the actively selected
route.

4.5. Step 7: testing and verification of the control system

The SRC should be tested to check that it can control the ship in
a safe and efficient manner before implementation and/or during
updates/modifications. Setting up test scenarios starts with the dif-
ferent UCAs and HUCAs identified in the STPA and H-STPA. These
are used as the basis for formulating high-level safety constraints and
scenarios in which these constraints can be violated.

The STPA scenarios are mainly related to selecting an MSO-
mode that is unable to produce the necessary power, a mismatch
between the speed reference and SO-mode, using propulsion parts
that have failed, or the speed being higher than it should be in con-
fined or narrow areas. The scenarios describing insufficient power
production are either caused by failures or due to the total load on
the machinery system. Problems with setting the speed reference
can involve setting it too low to use the rudder to steer the ship
or setting it too high to use the tunnel thrusters. Scenarios iden-
tified in the H-STPA focus mostly on when the human supervisor
is or should be notified. The H-STPA also identified scenarios in
which the human supervisor has an insufficient understanding of the
situation (mainly scenarios 17-24). Verification objectives are for-
mulated based on the STPA and H-STPA scenarios; they are shown
in Table 11.

The proposed control system is tested against the six verification
objectives by simulating the ship and allowing random changes in
the system and environment. The SRC must handle these changes,
regardless of the timing and location of these changes. The simulator
is based on the equations from Fossen (2011) with simplified dynam-
ics and machinery models. The DP and autopilot controllers are PID
controllers included as part of the simulator.



5. Results and discussion
5.1. Results

To demonstrate the proposed methodology, the SRC is tested using
the verification objectives on a route close to Brennegysund in a
number of simulations with varying wind and current conditions,
as well as random failures in the machinery and propulsion system.
The wind speed is from 0-21 m/s from north, east, south, and west.
The initial wind speed is increased by 0.5 m/s after each simulation,
resulting in a total of 176 simulations to check. The wind is given an
initial speed, with a 1 x 10~ probability of changing at each time
step during the simulation. The current is between 0 and 0.1 m/s.
The current is given a random initial speed and direction that is then
kept constant for the remaining time. Both the wind and current con-
ditions are based on historical data from Norwegian Meteorological
Institute (2021) and Barentswatch (2022) for the area considered, but
they are assumed to be the same over the whole area.

The ship is simulated with random failures occurring in the
machinery and propulsion system that the SRC must handle cor-
rectly. The ship has an original route passing through Brenneysund
(the yellow route in Figure 6) and an alternative route going around
Brenngysund (the white route in Figure 6). The alternative route
provides more space for the ship to maneuver but is slightly longer.

The simulator is based on a simplified ship model without waves
but with the wind and current affecting the ship. Failures are intro-
duced using a random function in Python; thereisa 1 x 10~ prob-
ability of losing either power or propulsion, and losing redundancy;,
at each time step in the simulation. This is an artificially high proba-
bility to ensure that failures occur in order to test the controller. The
wind is given an initial speed, which may both increase and decrease.
The wind has a 1 x 10~* probability of changing at each time step.
The current is given a random initial speed and direction that is then
kept constant for the remaining simulation time. The six verification
objectives must be satisfied in each simulation for the SRC to pass the
test.

Out of the 176 simulations, the SRC enters the MRC in 28 sim-
ulations, and the ship has a critical failure in three of these 28
simulations. The route is changed in 95 cases because of the current,
wind, or a combination of both. The SRC manages to control the ship
in a safe and efficient manner from start to finish by selecting the best
MSO-mode, SO-mode, speed reference, and route according to the
conditions. If any systems fail or the conditions exceed the opera-
tional limits of the autonomous ship, the SRC enters the MRC with
sufficient time to stop and maintain its position. The human super-
visor is then able to check the situation and decide how to proceed.
Overall, the results show that the control system satisfies the verifi-
cation objectives, but it is slightly conservative for the current setup.
The following subsections show how the SRC works in some of the
simulations.

5.1.1. Simulation 1: calm wind and current without any
machinery problems

The first simulation has a wind speed between 0 and 2 m/s and a cur-
rent speed of 0.07 m/s. The ship has no problems with the machinery
and there is thus no need to change the route while the ship is under-
way. A timeline of the first simulation is shown in Figure 7. The ship
starts with a speed of 7 m/s, as shown in Figure 8. This speed is
reduced to 3 m/s after around 85 minutes because the route passes
through a narrow strait. The route then passes through a more open
area for a short while, and thus the speed is increased back to 7 m/s.
As the autonomous ship enters the harbour area of Brenngysund
after around 95 minutes, the speed is reduced to around 3 m/s to
account for speed limitations when sailing close to land. The ship
keeps this speed through the harbour and increases the speed back
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Figure 6. Map of the two routes sailed by the ship. The main route followed in simu-
lation 1is shown in yellow, and the alternative route followed in simulation 2 is shown
in white.

to 7 m/s when it exits the harbour after around 115 minutes. The
costs estimated by the SRC are shown in Figure 9. As long as the
decisions d (MSO-mode, SO-mode, speed reference) and conditions
stay the same, the fuel cost, operation costs, and potential future
loss stay constant since they are calculated as the assumed cost of
continuing to sail for a distance equal to dp, as described in Sub-
section 4.4. When the ship enters the narrower parts of the route
after 85 minutes, the risk cost starts to increase since the obstacle
density increases and the distance to the closest grounding hazard
decreases. After a short period of around five minutes, the risk cost
is high enough for the SRC to lower the speed reference from 7 m/s
down to 3 m/s. The ship will then use significantly more time to sail
another distance dp, which increases the operation costs and poten-
tial future losses. The fuel cost is reduced slightly since the ship uses
less fuel and switches to PTI, which is cheaper with respect to fuel
costs.

The SRC changes the MSO-mode from Mech to PTI when it sails
at a lower speed since the ship then needs less power. Operating in
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Figure 7. Timeline of the first simulation showing when the route is checked and the
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Figure 8. Ship speed in simulation 1.
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Figure 9. Cost in simulation 1 (dy = distance of the full route).

PTI also reduces the fuel cost slightly. The ship uses the autopilot for
the whole simulation. The ship takes 150 minutes to sail the whole
route and sails 57.7 km.

5.1.2. Simulation 2: strong breeze without machinery problems
In the second simulation, the ship is sailing in wind with a speed
between 10 and 11 m/s. The route is first checked at WP2, where
the SRC decides to follow the longer route (white route in Figure 6),
where there are fewer obstacles to maneuver around and more space.
The two routes split at WP3, where the ship then follows the white
route. A timeline of the second simualtion is shown in Figure 10. On
the alternative route, the distance to the closest grounding hazard
and the obstacle density do not change enough to affect the risk
cost. Combined with the constant planning horizon, this means that
the costs stay constant throughout the whole simulation, as shown
in Figure 11. Since the risk cost stays constant, the MSO-mode,
SO-mode, and speed stay constant.

5.1.3. Simulation 3: wind increases after the ship passes the
alternative route

The third simulation shows the autonomous ship in winds with a
speed of 6.5 m/s. The ship starts with a speed of 7 m/s, similar to the
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Figure 10. Timeline of the second simulation showing when the route is checked
and when the ship starts to follow the alternative route.
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Figure 11. Cost in simulation 2 (dy = distance of the full route).

first simulation. The SRC first checks the route after passing WP2
in Figure 12. At that point, the SRC determines that it should fol-
low the original route because the conditions are not too bad. As the
ship continues, the wind starts to increase from the original speed of
6.5 m/s up to 8.5 m/s. At that point, the SRC reevaluates the route and
determines that it would be best to be on the alternative route since
it might encounter problems if it continues. However, the ship has
passed the point where the two routes split, WP3, and turning around
is not a possible decision for the current implementation of the SRC.
Instead, the SRC enters the MRC-mode, starts slowing the ship down,
and notifies the human supervisor about the situation. At this point,
the SRC stops updating the cost since it stays in the MRC-mode until
the human supervisor has decided how to proceed. In this case, the
ship stops and the simulation is stopped without showing what the
human supervisor decides to do, as shown in Figure 13. Since the
SRC enters the MRC-mode because of the potential future situation,
the costs shown in Figure 14 are constant.

5.1.4. Simulation 4: ship loses redundancy in power production

The fourth simulation shows how the SRC handles losing redun-
dancy in the machinery system. The ship is sailing in calm weather
with a wind speed of 2 m/s and a current speed of 0.07 m/s
(Figure 16). The ship starts with a speed of 7 m/s, similar to the pre-
vious simulations. The ship passes WP3, where the SRC checks the
route and decides to continue as planned. As the ship reaches WP9,
the risk cost increases, as shown in Figure 17, at around 85 minutes.
The SRC then starts reducing the speed reference to maintain suf-
ficient control. At the same time, as the ship is slowing down, the
SRC recognises that the main engine has problems. It then decides to
switch the MSO-mode to PTT to avoid using the main engine. At the
same time, the SRC decides to enter the MRC-mode and notifies the
human supervisor since the fault tree showed that this main engine
problem results in a loss of redundancy. While the human supervisor
is notified, the ship stops and maintains its position. The simulation



Figure 12. Map of simulation 3.

is stopped after the ship has stopped, without showing the decision
made by the human supervisor. A timeline of the fourth simulation
is shown in Figure 15.
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Figure 13. Timeline of the third simulation showing when the autonomous control
system controls the ship and when the human supervisor is notified.
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Figure 14. Cost in simulation 3 (dy = distance of the full route).

Figure 15. Map of simulation 4.

5.2. Discussion

5.2.1. Risk-based control of autonomous ships

The control system proposed in this paper uses a BBN online risk
model to assess the situation as the ship is sailing. The output from
the risk model is a risk cost. This describes the expected cost related
to potential hazardous events, given the current conditions and ship
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Figure 16. Timeline of the fourth simulation showing when the autonomous system
controls the ship and when the human supervisor is notified.
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Figure 17. Cost in simulation 4 (dy = distance of the full route).

state. The risk model considers a constant time horizon equal to the
initial estimated time needed to finish the route. The same time hori-
zon is used to estimate fuel and operation costs. These estimates also
assume constant conditions and a constant ship state. This approach
provides a cost function that the SRC can use to assess the risk and
reward of operating the ship, even if the reward is represented by the
cost of operating the ship, i.e. fuel and operation costs. The proposed
control system can therefore find a trade-off between reducing risk
and minimising operation costs, since there will always be some risk
related to autonomous ship operation. As shown in the case study,
this enables the SRC to control the ship, similarly to how humans
control conventional ships.

The current SRC uses the risk model to obtain a ‘picture’ of the
current risk level and make decisions based on this picture. As shown
in the case study, this results in a good performance, and the ship
is controlled in an efficient and safe manner. However, computer-
based controllers can also use simulations to predict the future state
of the ship. This enables the controller to predict how decisions
affect the ship before actually making them. This concept is already
used in model predictive control (MPC): the controller can simu-
late the system and compute the optimum control inputs to drive
the system towards the intended state. A similar approach could
enable an SRC to plan multiple steps ahead, instead of just mak-
ing decisions based on the current situation, which is done in the
current paper.

The proposed control system enters the MRC if the risk cost
becomes too high, if the power, propulsion, or navigation and com-
munication systems fail or lose redundancy, or if the conditions
worsen and cause the ship to be unable to follow the planned route
with sufficient margins. As described in Subsection 4.4, the cost
limit is set to the low value of 5,119.47 USD; this value is especially
low compared to the costs estimated for the different consequences.
However, the current cost limit ensured that the SRC entered the
MRC when the ship was unable to continue safely while also limit-
ing the number of times it could have continued sailing. The current

limit is therefore considered suitable for the current controller, but
it should be assessed further in future work. Assessing the MRC in
more detail is also considered outside the scope of this paper. For
the purpose of showing how the proposed control system works,
it is deemed sufficient that the ship stops and maintains position.
However, there might be cases where this is not the best way due to
traffic and other conditions. Considering other ways to reduce the
risk should therefore be considered in further work.

Deciding whether the power, propulsion, or navigation and com-
munication systems have failed or do not have sufficient redundancy
is done based on the fault tree analysis and the modelling of these
systems in the online risk model. The nodes representing the power
and propulsion systems calculate the probabilities that the systems
have failed or do not have sufficient redundancy. The node repre-
senting the navigation and communication system only calculates
the probability that the system has failed since these sub-systems are
not modelled as binary systems. The threshold for when the systems
are considered to have failed or to be without sufficient redundancy
is set to 0.3 based on testing, similar to the cost limits. The controller
works well with the current models and thresholds; it operates with
sufficient safety margins. However, the fault tree analysis, models,
and thresholds should be assessed in more detail in future work.

5.2.2. Human supervisors in the operation of autonomous ships
The human element is often overlooked or briefly mentioned as part
of the technical development of the control of autonomous ships.
However, since the operation of most ships under development and
testing today still involves humans, this should still be accounted for
when new control systems are designed. Situations in which respon-
sibilities shift from the autonomous system to the human supervisor
(shared control) are especially important to consider. This paper
focuses on UCAs in which the human supervisor fails to react suffi-
ciently that are caused by the poor design of the control system. Other
important risk factors, such as the experience level of the human
supervisor, human reliability, reaction time, and human-machine
interactions, are not considered here to limit the scope of the paper,
but they should be studied in future work.

In this paper, the ship can enter the MRC-mode when the SRC
recognises that the ship performance may imply risks that are too
high. This happens if the risk cost is too high, if any of the systems
analysed with the fault tree analysis fails or loses redundancy, or if
the ship is unable to follow the planned route. When it is in the
MRC-mode, the ship stops and uses the DP-controller to maintain
its position while the human supervisor is notified. In this way, the
ship is in a safe and stable situation while the human supervisor has
time to assess and make a good decision about how to continue. The
work in this paper is therefore the first step towards developing a
control system that actively supports the human supervisor. The con-
trol system should be further improved by assessing which pieces of
information should be provided to the human supervisor in different
situations. By offering better and more relevant risk-based informa-
tion through efficient human-machine interfaces (HMIs), the safety
of the systems and operations should improve. This is left as an
important topic for future research.

Another challenge with existing control systems is that humans
are sometimes notified so often that over time, it can become routine
to cancel alarms without reacting further. Discussing this in detail is
considered outside the scope of this paper, but the SRC is designed
to avoid unnecessary notifications by allowing the autonomous con-
trol system to make more decisions without human input, such as
changing routes, SO-modes, and MSO-modes; the system only noti-
fies the human supervisor when it is unable to control the ship with
the proper safety and efficiency margins. Setting these limits is still
a potential challenge and a topic that should be addressed in more



detail in future work, but the proposed SRC is a step in the right
direction.

5.2.3. Testing and simulation setup

The proposed methodology is tested by simulating an autonomous
cargo ship controlled by the SRC. The simulator is based on the mod-
els from Fossen (2011), but with some important simplifications.
These simplifications make it easier to set up and run simulations,
but they can also affect the accuracy. Not including wave forces
is one such simplification. Wave forces are usually estimated using
hydrodynamic programs in which 3D models of the ship are tested.
However, the data necessary to make such models are not available
for the considered ship. This affects both disturbances from waves
and also waves made by the ship, which add damping.

Another simplification is related to the machinery and propulsion
system. The machinery models provide the fuel consumption and
power output but include no dynamics. The time necessary to change
loads or start/stop parts of the machinery is therefore neglected. For
the propulsion system, some simple dynamics are included by adding
a slight time delay to the thrusters. The reduction in thrust from the
tunnel thrusters at high speeds and the lack of force from the rudder
at low speeds are, however, not included. As with wave forces, it is
difficult to make an accurate model of these effects for the simula-
tor. Therefore, the risk model is adjusted such that using the tunnel
thrusters at high speeds and the rudder at low speeds increases the
risk cost.

Including wind and current in the simulation also means some
simplifications. Both wind and current will depend on the terrain
around the ship when sailing close to shore and will change both
speed and direction. However, the simulations done as part of this
work assumes that wind and current are unaffected of the topography
both over and under water. For the purpose of testing the proposed
control system, this is deemed good enough. The testing include a
limited number of simulations, 176 to be specific. This is done by
selecting a combination of wind directions and wind speeds such
that the ship is tested with wind from 4 different directions for each
0.5 m/s speed. The current is given a random direction and speed
for each simulation. This mean that not all combinations of wind
and current are tested. To ensure that all potential combination were
tested, both wind and current would have to be varied in a system-
atic manner resulting in many more simulations. However, since the
proposed control system is tested in a reasonable number of different
combinations, it is deemed sufficient to show how it works and that
it can handle a wide range of conditions.

Accuracy in the control system, especially for the motion con-
trollers, affects the results. The motion controllers, i.e. the DP and
autopilot controllers, are included in the simulator. The DP controller
is a proportional integral derivative (PID) controller. The autopilot
uses a PID controller for the heading and a PI for the speed. These
have a base tuning that offers sufficient control of the ship to test the
methodology and the SRC. However, since the SRC is a separate con-
troller, both the DP and autopilot can be changed to more advanced
and improved controllers later. Testing the SRC with more advanced
motion controllers is left as an interesting topic for future research.
Failures in the DP system and autopilot controllers, such as losing the
position while in MRC mode, are also considered to be outside the
main scope of this paper, and therefore they are left for future work.

The GNSS accuracy will affect the ship and its ability to navi-
gate safely. The accuracy of GNSS has improved significantly over
the last few years, but it is still assumed to be +/- 5 m. This can
be improved using differential GNSS, but it can also be reduced by
the environment around the ship. Sailing in narrow fjords with high
mountains, where the satellite signal can be blocked and reflected by
the mountains, can reduce the position accuracy. This uncertainty
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in the position data is something that future control systems for
autonomous ships should account for. However, for the purpose of
testing the methodology and the SRC, the accuracy is assumed to be
sufficient for navigation in the case study. Investigating how to best
account for this variation in the position accuracy is left for future
research.

The proposed control system is tested using a set of verification
objectives. These objectives are used to check that it can control the
ship in a safe and efficient manner. However, the current verification
objectives only consider high-level functionalities. This is deemed
sufficient in this paper to verify the control system and show that
the methodology works. However, further work should include more
detailed verification objectives.

5.2.4. Uncertainty and sensitivity in the online risk model and
SRC

The online risk model is used to assess the current situation and
state of the ship to improve the decision-making capabilities of the
control system. The SRC combines the risk cost, estimated using the
online risk model, with fuel and operation costs to find the best way
to sail the ship. Using a BBN is a good way to model different RIFs,
especially when the exact relationship between all risk factors is not
known. However, this also means that the model contains uncer-
tainty. The structure of the BBN, states in the different nodes, and
CPTs all contribute to uncertainty in the BBN.

The structure of the BBN is based on the STPA results, which
describe the different RIFs. The STPA offers a good foundation for
the BBN structure based on the different UCAs, scenarios, and haz-
ardous events. Even though this reduces the model uncertainty, the
STPA is a qualitative method for identifying hazards, and it provides
less data for assigning states and building CPTs. These are there-
fore mostly based on the literature and expert judgement. The STPA
provides some information that can be used to assign states for the
different nodes and to determine what information is necessary in the
risk model. In the case study, the nodes with the most uncertainty are
the RIFs and UCAs; the main challenge is deciding how much each
should affect the risk cost.

The effect of the different RIFs is assessed by conducting a sen-
sitivity analysis on the BBN risk model to see how the risk cost is
affected by the different nodes in the best and worst conditions. The
results, shown in Figure 18, illustrate that the sensitivity varies signif-
icantly. The two RIFs that have the largest effect are the current and
wind, followed by the power system, propulsion system, and PMS.
Other important nodes impacting the risk cost are the obstacle den-
sity, traffic density, and navigation and communication systems. All
these nodes can obtain good information from sources such as Nor-
wegian Meteorological Institute (2021), Barentswatch (2022), Nor-
wegian Mapping Authority (2021), and Marine Traffic (2021). The
effect of failed machinery and propulsion systems is also thoroughly
discussed in the STPA. However, the sensitivity analysis indicates
that the system may be tuned more towards handling these nodes
or factors, and it may potentially be neglecting other factors, such as
visibility. Testing this idea is left as an interesting and important topic
for future research.

The balance between the different terms in the cost function is
also a source of uncertainty that affects decision-making. To reduce
the uncertainty, the fuel cost and operation costs are based on simu-
lation testing and historical data for similar ships, respectively. This
helps reduce the uncertainty but may still affect the overall results.
Basing the risk cost on the risk model, with the associated uncer-
tainty, together with the potential future loss estimated based on the
cost of hiring similar ships, will also add uncertainty to the total cost.
Based on the performance over a wide range of conditions, however,
the balance is assumed to be sufficient to test the proposed control
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Figure 18. Sensitivity analysis showing the risk cost from the BBN with the nodes in the best and worst conditions.

system and show how the proposed control system functions. Reduc-
ing the uncertainty as improved data become available should be the
subject of future work. This could be accomplished through model
testing or running the proposed control system as a support system
on an actual ship to see how its decisions compare to the decisions
made by the crew.

6. Conclusion

The objective of this paper is to develop a methodology for build-
ing a risk-based control system for autonomous ships, designed with
the ability to involve a human supervisor when potential operational
challenges arise. The methodology uses an STPA as the basis for
building an online risk model and for setting up the SRC, including
the human supervisor. The BBN-based risk model is used to assess
the current state of the autonomous ship and environment to obtain
an estimation of the current risk. This is represented as a risk cost,
describing the expected cost from potential consequences, given the
current situation. The risk cost is combined with the cost of fuel,
other operating costs, and potential future losses caused by the ship
taking a longer amount of time to complete the current voyage. The
SRC is then able to configure the ship according to the lowest total
cost.

Since humans are still expected to be involved in the operation of
autonomous ships, the proposed control system is designed with this
factor in mind. The result is an autonomous control system capable
of operating the ship in a safe and efficient manner, with the ability
to assess its performance and determine whether it has the necessary
control of the ship to continue safely on its voyage. If not, it will notify
the human operator while transitioning to a minimum risk condition
(MRC) to reduce the risk level and thereby reduce the probability of
a hazardous event. By analysing the human responsibilities with an
H-STPA, the SRC can be designed to make it safer and easier for the
human supervisor to decide how the ship should continue. While
the human supervisor uses time to react and decide how to proceed,
the SRC is designed to keep the ship in an MRC to reduce the occur-
rence of hazardous events and serious accidents. In this way, both the

autonomous control system and the human supervisor contribute to
operating the ship safely and efficiently.

The proposed methodology and control system is tested in a case
study involving an autonomous cargo ship sailing along the Nor-
wegian coast. The human supervisor is in an ROC with a remote
connection to the ship. The resulting control system is tested using
a set of verification objectives based on the STPA and H-STPA.
The shared control between the autonomous control system and the
human supervisor enables the ship to pass the test for a wide range
of conditions and situations, including calm winds, a strong breeze,
machinery failures, and changing conditions that force the SRC to
reevaluate decisions.

This study is the first step towards designing risk-based con-
trol systems that include the human supervisor in the loop. Future
work includes improving the control system and the human-machine
interface, as well as putting more of an emphasis on human reliabil-
ity aspects and contingency situations. The current risk controller is
designed to make decisions to gradually reduce the risk cost. How-
ever, if the risk cost is above a certain limit, the controller will go
straight into the MRC-mode. Future work should determine if the
controller can reduce the risk further before entering the MRC-
mode, without compromising safety. This could enable the ship to
continue sailing in more situations. A path planner capable of plan-
ning new routes while the ship is sailing would also improve the
control system and make it capable of operating more autonomously.
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