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Abstract—The method described in this paper proposes a
supervised Deep Neural Network (DNN) approach for the pre-
diction of anomalies in camera-based navigation. The method
is inspired by the unsolved issues of Integrity Monitors (IMs)
when some of the sensor measurement covariances are unknown
or inconsistent. Especially, the focus is on predicting when
the estimation error distribution would require fatter tails
to include outliers. The developed method takes into account
single-frame image features as well as transient changes in the
error. In the best of our knowledge, this is the first work that
predicts anomalies in the error covariance of SLAM estimates
and associates them with low-level image features. Finally, the
prediction method can be used with other sensors as well,
allowing the future development of navigation algorithm- and
sensor-agnostic safety monitoring frameworks.

Index Terms—Deep Neural Network, covariance prediction,
Sensor Fusion, Visual SLAM, Navigation

I. INTRODUCTION

Autonomous vehicle navigation in safety critical opera-
tions has gained huge interest in the research community.
However, the development of frameworks to monitor such
systems and identify hazardous situations has been limited to
specific navigation algorithms or sensors [1]. Solution Sepa-
ration (SS) has been promoted several times as a promising
framework for sensor-agnostic safety monitoring (e.g. [2],
[3]), as far as the error covariances due to each sensor can
be estimated. However, this is very often not the case. In
addition, traditional Protection Level (PL) computation for-
mulas developed for GNSS/Inertial Measurement Unit (IMU)
systems might not be reliable. Estimating global positions
from visual measurements entails many more sources of error
in comparison to estimating from GNSS/IMU measurements,
for example raw image noise or feature extraction and
association errors [4]. Therefore, bounding the true position
error due to each sensor might require special computations.
The extension of the SS framework to navigation systems that
are based on auxiliary sensors (e.g. camera, LiDAR) is also
challenging due to the additional computational complexity,
since in a SS framework a computationally heavy navigation
algorithm has to be executed multiple times at each step.

Another requirement to guarantee reliable safety moni-
toring is the identification of the rare cases that cause a
navigation system to fail, in order to conduct extensive testing
of the framework under those conditions. The requirements

of real universality of IM and identification of environment
conditions that cause sensor faults or degradation, without
the need of efforteous manual selection of relevant features,
inspired the work presented in this paper. The focus is
on camera-based navigation, although the method can be
extended to any sensor.

Simultaneous Navigation and Mapping (SLAM) is a very
popular framework when it comes to visual navigation.
Consequently, there is a variety of SLAM methods, and the
development of a safety monitor that can be integrated with
a majority of these methods may be impossible. Methods
that allow the uncertainty estimation in SLAM have been
proposed in the past [5], [6], [7], however this would require
modifications in the internals of the SLAM algorithm, or,
to obtain some internal matrices and do the computations
externally.

Methods based on covariance prediction attempted to relate
features of the sensor input to covariance matrices and man-
aged to overcome, in a large degree, the above limitations.
An example is the method from Hu and Kantor [8] who
predicted the variation of covariance of a Gaussian error
distribution. Later contributions that use offline training, and
the features are directly derived from the input measurements,
are promising to predict the exact error covariance, based
solely on the input measurements, without the requirement
for manual identification of relevant features (e.g. [9] and
[10]).

A DNN-based anomaly detection approach gives a simpler
solution to the problem, as the model can be trained to learn
when the distribution of estimated position errors should have
fatter tails than the normal distribution to reliably compute er-
ror bounds. Anomaly detection in a DNN setting attempts to
learn a feature representation of the raw inputs in the dataset,
in a way that anomalous instances are distinguishable from
normal instances. Other methods attempt to learn directly an
anomaly score mapping function τ(.) : X → R [11]. The
most popular approach for learning-based anomaly detection
is to use autoencoders, where, in an unsupervised manner,
the network is trained to reconstruct normal data from their
low dimensional representations.The reconstruction error for
anomalous data will be very high. The biggest disadvantage
of using this approach in our problem is that our knowledge



of which data is normal, in terms of not causing unbounded
errors from a navigation algorithm, is very limited.

Wen and Keyes [12] proposed an anomaly detection
method based on Convolutional Neural Networks (CNNs),
utilizing transfer learning from a larger dataset, as the occur-
rence of anomalies is very rare. However, pre-trained models
are usually available for specific type of data, whereas the de-
tection of anomalies that can affect negatively a safety mon-
itor is a problem that lacks similar data. Conventional neural
network methods tend also to neglect past information, which
makes them inappropriate for learning long-term dependen-
cies among sensor measurements that cause anomalies. Long
Short Term Memory Networks (LSTMs) are designed to
model short-term as well as long-term data dependencies
by controlling the addition and forgetting mechanisms of
new and old information [13]. LSTMs have found large
utilization in recent studies on anomaly detection. The largest
focus was to detect abnormalities in sensor measurement
time-series extending the framework of autoencoders, as in
[14], or in the time-series of a specific IM test statistic (e.g.
[15]). Literature on directly associating navigation faults with
anomalies in single-sensor readings is still lacking, whereas a
few works have used neural network architectures for predic-
tion of failures, based on sets of measurements and probable
actions undertaken by the system (e.g. [16]). Wyk et al. [17]
tackled the problem of identifying anomalous sensor readings
during automated vehicle navigation, via combined CNN and
Kalman Filter (KF)-based anomaly detection. However, a
central assumption is redundancy in sensor measurements
and that a KF is applicable with the sensor input at hand. An
interesting conclusion of their experiments is the superiority
of CNNs in comparison to a combination of Recurrent Neural
Networks (RNNs) with LSTMs, when there are normal
values between consecutive anomalous values. However, they
did not evaluate the combination of CNNs with LSTM, as is
used in our work.

In comparison to previous research, our approach achieves
clearer quantification of anomalies associated with input im-
ages during SLAM navigation, based on the error of position
estimates to a reference trajectory. The problem of labeling
measurement anomalies or outliers in a time-series without
misclassifying inliers is an open research topic. The most
relevant approaches that attempt to deal with the problem,
utilize hypothesis testing. An example is the work of Tong
and Barfoot [18] where their statistical testing approach also
deals with the problem of misclassified inliers in a sequence
of error samples that fail the test. Nonetheless, in this paper,
the start and end of anomalies is identified with a simpler
statistical method.

The main contributions and potential benefits of the work
presented herein can be summarized as follows:

1) Early anomaly prediction in the position errors of
camera-based navigation, taking into account low-level
image features and presence of dynamic objects.

2) The algorithm can classify one or more subsequent

outliers and image features that are likely the real origin
of SLAM failures.

3) The method can benefit existing sensor- and navigation
algorithm agnostic IM systems by alarming for un-
bounded covariance. Although the DNN was developed
for visual input, the same logic can be applied for any
type of sensor.

4) The developed network expects raw sensor inputs and
classifies the output of a SLAM algorithm. Therefore,
the robustness of various SLAM algorithms can be
evaluated objectively with the same network and under
the challenging conditions present in a standard dataset.

Section II describes the offline methodology to label the
training dataset (II-A), the utilized DNN model (II-B) and the
bias initialization procedure to cope with the class imbalance
problem (II-C). In section III we describe the datasets used
for evaluation of the model’s performance (III-A), the result
of the statistical anomaly labeling for the creation of training
data (III-B) and the performance of the model on the training,
validation and test sets (III-C ). Section IV concludes the
paper.

II. DNN MODELING FOR ANOMALY PREDICTION IN
VISUAL-BASED NAVIGATION

In the following, a raw measurement sample refers to
M sequential images. We are given a set of K pairs of
measurement samples and associated true errors of positions
estimated by a SLAM algorithm, at each time step i. The
errors are assumed to follow a normal distribution N (0,Ri)
in the nominal case, with Ri the covariance matrix at
step i. Then, we optimize for the parameters of a DNN
to predict that specific features in input images will cause
an error to fall outside the distribution N . For example, a
sample {ξi...ξi+M} starting at image i contains the images
ξk ∈ Rm, k = i, i+1, ..., i+M stacked in a vector, with m
being the number of pixels in the image (or a down-scaled
version of it). Then we obtain a set of low dimensional
features, which are vectorized such that for each image
f(ξk) ∈ Rr, r ≪ m. Let W be a weight matrix and b
a bias which can shift the neural network activation function
to the left or right and is also learned by the neural network.
Then the hypothesis for a sample i will be:

hi(ξi, ..., ξi+M ) = g(W · Λ(f(ξi), ..., f(ξi+M )) + b), (1)

where we abstracted the specifics of the hidden layers that
are applied between the input and output layer. Λ is a function
that combines features of all images in the set and finds
the relationship between each other. g was selected to be
the Sigmoid function, as the desired range of values for the
binary classification problem is [0, 1]. Section II-B will give
an idea of the layers that compute function Λ. It is attempted
to estimate the parameters W and b by optimizing the cost
function:

J(W , b) =
1

K

K∑
i=1

Cost(hi, yi), (2)



with yi denoting the true label corresponding to image i.
The labeling of normal or anomalous cases had to be done
as a preprocessing step, and the procedure is described in
section II-A. Section II-B describes the DNN architecture to
learn relevant features, while section II-C explains the method
to initialize realistically the bias of the output due to the
imbalance of the two classes.

A. Isolation of anomalies in visual navigation

The targeted problem is to identify feature levels in images
that can cause a sudden increase in the estimated absolute
position error of a SLAM algorithm of interest. A Ground
Truth (GT) is therefore required for training the model. In that
GT the input images are associated with the label ”anomaly
- 1” or ”normal - 0”, depending if they cause an anomaly
in the error distribution of the SLAM estimates. The SLAM
algorithm should be executed with the optimal calibration
parameters for this purpose. However, sensor faults and
degradation may happen very rarely, and, many times, there
is only a small effect by challenging conditions of very
short duration. Therefore, it is important to predict how the
SLAM algorithm would behave if some specific conditions
are persistent. The requirement to predict image features that
cause suddenly or progressively an anomaly creates a trade-
off for the anomaly isolation algorithm.

The algorithm that is adopted in this work to detect
anomalies in the error samples is a modification of the peak
detection algorithm of Brakel [19]. The detection depends on
the z-score of a position error sample, that is, the number of
standard deviations that the error sample is above the error
mean [20]. Here, a moving average, that is tolerant to outliers,
is used as reference. The outliers affect the moving average
in a small degree, although a slow adaptation is allowed,
assuming that only measurements at the beginning of the
peak cause the fault. In case of multidimensional positioning
the maximum among all axes errors is selected, and the
anomaly labeling is done based on that error.

Let N be the number of error samples which coincides
with the number of steps in the estimated camera trajectory.
Let e1, e2, ..., eN denote the sequence of error samples and
e∗1, e

∗
2, ..., e

∗
N a sequence with weighted error samples, so that,

for each j ∈ [1, N ]

e∗j =

{
ej , if j an outlier

αej + (1− α)e∗j−1, otherwise
, (3)

with α being a parameter that sets the influence of an outlier
to the mean. A reasonable value for α for non-stationary
signals is in the range of [0.01, 0.1] and is expected to be set
as zero for a stationary signal.

Then at each step i and for a configurable horizon of size
L samples the mean will be:

mi = avg(e∗i−L+1, ..., e
∗
i ) (4)

and the standard deviation:

σi = std(e∗i−L+1, ..., e
∗
i ) (5)

A sample is flagged as an outlier when its z-score is above
a threshold which can be selected based on the assumption
that the error follows a normal distribution and the number
of anomalous samples that we expect. Z-score tables, like the
one in [21], can be used to select a threshold based on the
guessed probability of anomaly.

It is seen that the outliers are included slowly in the
computation of the moving mean. In that way, the algorithm
can classify subsequent outliers until the mean has been
adapted to include them. The algorithm will stop detecting
after a sequence of outliers has adapted the mean value.
Although this algorithm can prevent some false positives, it
is important to force an earlier finish of labeling anomalies.

In this paper we adapt a simple method for stopping the
labeling of outliers based on the dynamics of the error.
Specifically when L errors have been added in a sequence,
with the first element corresponding to the latest error, an
anomaly is still valid if the error appears to be still increasing.
We evaluate if the maximum error is the current one or at
least one of the latest ones, to tolerate for noise:

argmax
j∈i,...,i−L+1

e∗j < Tp, (6)

where Tp ∈ Z+ a positive integer used as threshold to tolerate
that any of the latest Tp errors is the maximum. In this way,
the method labels as anomalies only the first samples that
lead to a peak in an error plot, while the method without the
stopping rule labels all images associated with an error peak.

B. Deep Convolutional Neural Network

To learn the relationship of low-level image features and
transient changes in the environment, the DNN architecture
of Figure 1 was implemented. All input images are down-
sampled using the OpenCV library [22] to low-dimensional
images of width W and height H , where the downsampling
method is bilinear interpolation.

A Time Distributed Layer (TDL) [23], shown as the large
rectangle in Figure 1, was selected to compare a set of M
sequential images and learn, in this way, the effect of tran-
sient changes (e.g. dynamic objects) to the predicted output.
In the TDL the same layers are applied to each image to
extract relevant features, but one set of optimal parameters is
produced for all images in the sample. The extraction of low
level features from the images is achieved by combining two
convolutional layers with non-linear activation function and
two subsequent max-pooling layers. The TDL keeps a 1-1
relation of input image and corresponding output. The LSTM
layer is introduced to learn the temporal dependence among
observations, e.g. image frames in chronological order [23].
A flattening or pooling operation after the TDL is introduced
since the requirement is to have only one dimension per
output from the Time Distributed wrapping to insert them
to the LSTM layer.

Finally, a fully connected layer of 256 units and a drop-out
layer are added in the output.



Fig. 1: DNN diagram. The indicated output dimensions might be inaccurate and they depend on the padding and stride
parameters used. Modified architecture from Liu et al. [9] to use TDL. In that paper they used leaky rectify activation as
non linear activation function.

C. Output bias initialization

The anomalies are significantly fewer than the normal
cases, and this can be an apparent issue if a strict anomaly
labeling method is selected. Using a zero-bias can make it
difficult to obtain good convergence initially. In contrast, we
are aware of the class imbalance and, therefore, an initial bias
b0 can be obtained based on the probability of a positive class
[24]:

p0 = pos/(pos+ neg) = 1/(1 + e−b0)

⇒ b0 = −ln(
1

p0
− 1)

⇒ b0 = ln
pos

neg
,

(7)

where pos and neg are respectively the number of positive
(anomalous) and negative (normal) examples in the training
set.

III. EXPERIMENTS

A. Training data and appropriability for the problem

The input to the CNN is sequential images and position
error pairs {{ξi...ξi+M}, ei|i ∈ [1,K]}. The number of
frames in each sample was pre-selected to be M = 7. The
Visual SLAM algorithm ORBSLAM2 [25] is executed for
the computation of the estimated camera positions. Then
the errors to a reference trajectory can be computed. The
training can be done offline, for any SLAM algorithm, by
using the same set of data every time. The current dataset
for training consists of three trajectories from two different
sources. In all cases a car is driving in an urban environment,

with illumination challenges, repetitive patterns and dynamic
motion of pedestrians and other cars. All the data are open-
source and the sources are the following:

• UrbanLoco [26]: The dataset targets the problem of
navigation in dense urban environment. It is distributed
with GT positions from a SPAN-CPT module that
integrates a GNSS and an Inertial Navigation System
(INS). Data used are from a car driving in a city in
California.

• Complex Urban Dataset / KAIST [27]: Data from stereo
camera, GNSS and IMU. Another dataset in dense urban
environment that can be used for navigation. It has
data from multiple cities and countries. The specific
trajectory that was used is from South Korea. The GT
was created by us with a basic integration of GNSS +
INS in Error State Kalman Filter (ESKF) [28], therefore
it has limited accuracy.

The images’ aspect ratio varies between the datasets.
Figure 2 shows some example images from both datasets.
A frame rate of 10 Hz is used for both datasets, where
downsampling is employed if necessary. In this paper we
evaluate the monocular SLAM case. If a dataset contains
data exclusively from a front facing stereo camera, we will
use images only from the left camera. Both datasets provide
their own extrinsic and intrinsic camera parameters.

Figures 3, 4, 5 depict the GNSS, GT and estimated
camera positions from ORBSLAM2 (labeled as ”cam” in the
figures) relative to the initial position, in North-East-Down
(NED) coordinates, for the three trajectories. Computation
of the optimal transform to align the camera poses with



Fig. 2: Example images from the experimentation datasets. Two trajectories are evaluated from UrbanLoco and one from
KAIST.

Fig. 3: The first trajectory from UrbanLoco. GNSS, GT and
estimated camera positions from ORBSLAM2.

Fig. 4: The trajectory from KAIST. GNSS, GT and estimated
camera positions from ORBSLAM2.

the reference was achieved with the Umeyama method [29].
The gray arrow in the figures shows the starting position,
and the red circle the ending position. Figure 6 compares
the true absolute errors for the first Urbanloco trajectory
of the position estimates from three navigation solutions;
using the camera alone in ORBSLAM2, integrating an IMU
and GNSS, or integrating an IMU, a GNSS and the camera

Fig. 5: The second trajectory from UrbanLoco. GNSS, GT
and estimated camera positions from ORBSLAM2.

position estimates from ORBSLAM2. One can see that the
inclusion of camera may deteriorate the navigation perfor-
mance some times, leading to large position errors. However,
many times a camera can complement the IMU and GNSS,
showing comparable or better performance than the IMU and
GNSS integration. A camera can be very assistive in cases of
GNSS or IMU unavailability or faults. Therefore, the integra-
tion of auxiliary sensors with conventional sensors (e.g. IMU
and GNSS) may lead to superior performance, although the
detection of anomalous measurements independently from
each sensor is an essential prerequisite.

During the experimentation it is expected that the majority
of the true position error samples is concentrated in a small
region. As the estimated camera position might be prone
to errors due to intrinsic calibration or alignment parameter
inaccuracies, the distribution is not necessarily concentrated
close to zero. Figures 7a and 8a show that distribution for the
first Urbanloco and KAIST trajectories respectively. Since we
deal with a 2-dimensional problem, the illustrated error is the



(a) (b)

Fig. 6: Position errors over time obtained for three navigation solutions. ”css error” is the error from the integration of GNSS
and IMU in ESKF. In the ”full error” the ORBSLAM2 camera position estimates are integrated with the IMU and GNSS.
”cam error” refers to the error of position estimates from ORBSLAM2. The errors in (a) north and (b) east axis are shown.

maximum observed among the North and East axes at each
timestep.

B. Anomaly labeling result

The CNN is fed with GT labels that correspond to each
image and show if it causes an anomaly or not. The decision
to label an image as anomalous or not depends on our
intuition and the labeling algorithm described in section II-A.
Figures 7b, 7c, 8b and 8c illustrate for the two trajectories
the samples that are labeled as anomalous or normal, with
or without the ending rule, together with the error plot and
the moving mean. The z-score threshold was selected as 4.5
and influence parameter as α = 0.01. The anomaly ending
rule is used in all further experiments and the threshold used
was Tp = 4. Importantly, different parameters can lead to
more or fewer labeled anomalies, where, based on the given
problem, we might select to be more or less conservative.

C. Training and evaluation of the network

Each sample can contain subsequent images from the
same trajectory. A set of 7400 samples of image sequences
from the UrbanLoco and KAIST trajectories (1900 and
1000 samples from the two UrbanLoco trajectories and 4500
samples from the KAIST trajectory) was split randomly in
the training (66.6%) and test sets (33, 3%), with a fixed seed
so that the DNN never sees the test set during training. The
samples that appear as anomalies when labeling without the
ending rule and as normal when applying the ending rule (see
figures 7 and 8) are not considered for training or validation
in this paper. 30% of the training samples were selected for
validation, using the cross-validation method. The size of
a batch was selected as 50 samples, and main criterion is
that enough positive examples are included, although large
batch size might cause memory exhaustion. The network
is trained for 2000 epochs, binary cross-entropy is used
as the loss function and the optimization is accomplished
with the Adam optimizer with learning rate 10−5. Figure
9 evaluates the evolution of the loss, recall and precision
of the DNN during training and validation. The two latter
metrics indicate the presence of false alarms and of missed

anomalies, respectively. The DNN generalizes quite well
to the validation set, although the significant fluctuations
indicate some sensitivity to noise. Despite the continuous
improvement of the precision and recall, the validation loss
curve seems to flatten after a while. This indicates that
although the classifier makes correct predictions, the margin
between the calculated class probabilities becomes smaller.
Steps that can improve the method further are denoising,
regularization and increased dataset size. Finally, considering
the context of the problem, someone might want to improve
further from the recall of 0.9 which was achieved until now
for the test set. Figure 10 plots the Area Under Precision-
Recall Curve (AUPRC). It shows the performance that can
be achieved for different values of the classification threshold.
In this problem, the presence of False Negatives is usually
far more costly than the presence of False Positives, although
one would also like to avoid many false alarms that cause an
IM to stop the autonomous operation.

For a classification threshold of 0.5, Table I shows the
confusion matrices of the predictions of the model on the
test set. In addition, the performance of the CNN with TDL
is compared with the performance of a CNN that does not
take into account temporal dependence among frames, i.e.
with the TDL removed. It is visible that the CNN performs
better in learning anomalies when the TDL is present.

Finally, Table II compares the performance of the model
on the test set for different z-score and Tp threshold values.
The performance is similar and remains good in all cases,
at least for the recall metric. A general trend is that stricter
anomaly labeling results to worse performance and, if there
are very few anomaly samples in the training set, additional
procedures might be needed, such as transfer learning, data
augmentation or class weighting.

IV. CONCLUSION

This paper investigated a deep CNN for associating anoma-
lous increases of the estimation error from a visual SLAM
algorithm to low level image features. The CNN is trained in
a supervised manner with several image trajectories captured
by ground vehicles in dense urban environments, whereas the
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Fig. 7: For the first UrbanLoco trajectory (a) error distribution of the estimated camera position, (b) marked anomalies with
the anomaly ending rule, and (c) marked anomalies without the anomaly ending rule.

(a) (b) (c)

Fig. 8: For the KAIST trajectory (a) error distribution of the estimated camera position, (b) marked anomalies with the
anomaly ending rule, and (c) marked anomalies without the anomaly ending rule.
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Fig. 9: Evolution of the (a) loss, (b) precision and (c) recall of the DNN with TDL during training, where, with cross-
validation, 1/3 of the training samples are selected for validation.

class labels are specified based on the statistical properties
of the position error. A TDL is included to learn temporal
dependences among sequential image frames. This allows the
investigation of the effect that dynamic objects have on the
accuracy of visual-based position estimates, as well as the
early prediction of anomalies. The results demonstrated a
good performance of the CNN on test data and a tangible
improvement in learning anomalies in comparison to a CNN
without the TDL. The presented approach is a novel and
significant contribution in the domain of monitoring the

safety of autonomous vehicle navigation and can be extended
to evaluate the robustness of any navigation algorithm or
sensor in challenging environmental conditions.
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Fig. 10: AUPRC performance of the network for the train
and test sets, where the precision-recall points are obtained
using various classification thresholds.

TABLE I: Confusion matrix for the predictions of the test
samples with and without TDL in the network, where the
counts for the latter architecture are shown in parentheses.

actual
value

Prediction outcome
p n total

p′ 283
()

31
() 314

n′ 42
()

1559
() 1601

total 325 () 1590 ()
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