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Abstract

What are the implications of an aging population for financial stability? To examine this
question, we exploit geographic variation in aging across U.S. counties. We establish that
banks with higher exposure to aging counties increase loan-to-income ratios. Laxer lending
standards lead to higher nonperforming loans during downturns, suggesting higher credit
risk. Inspecting the mechanism shows that aging drives risk-taking through two contempo-
raneous channels: deposit inflows due to seniors’ propensity to save in deposits; and
depressed local investment opportunities due to seniors’ lower credit demand. Banks thus
look for riskier clients, especially in counties where they operate no branches.

I. Introduction

The U.S. population of age 65 and above will grow by 18 million (or 33%)
over the next decade, and similar developments are taking place in most other
advanced economies. This unprecedented rise in the senior population has led to a
debate on whether population aging leads to a build-up of risks in the financial
sector. High savings rates among seniors might lead to an abundance of savings and
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depressed returns, thereby potentially encouraging banks to reach for yield (IMF
(2019)). Low expected returns and banks’ reach for yield, in turn, could give rise to
financial instabilities (Brookings (2019)).

This article provides the first evidence on howan aging population affects bank
lending standards. For identification, we exploit the extensive variation in aging that
has already occurred across U.S. counties, combined with granular data on bank
mortgage loans and deposits. We find that banks more exposed to aging counties
relax lending standards as they grant new loans: loan-to-income (LTI) ratios
increase, and in particular in counties where banks operate no branches. Banks with
greater exposure also see a sharper rise in nonperforming loans (NPLs) during
downturns, implying an increase in credit risk due to population aging. Our analysis
shows that these patterns are shaped by two forces: an increase in banks’ available
funds due to seniors’ higher propensity to save in the form of deposits, and a
contemporaneous aging-induced decrease in the local demand for credit.

To measure banks’ presence in aging counties and how it affects lending
standards, we define bank exposure as the weighted average change in the number
of seniors across counties where banks have branches.Weights are given by deposit
shares at the beginning of the sample period. Intuitively, bankswith higher exposure
have a larger footprint in counties that see a stronger increase in seniors.

Bank exposure could be correlated with observable or unobservable bank
characteristics, posing a threat to identification. We address this challenge in a
number of ways. First, we document that high- and low-exposure banks are similar
in terms of initial balance sheet characteristics (e.g., in terms of size, capital ratio, or
return on assets). In linewith the balancedness in bank covariates, in regressions, we
find that including bank controls and bank fixed effects barely affects themagnitude
of our estimated coefficients, despite increasing theR2 substantially. Bank exposure
to aging counties is hence likely uncorrelated with observable and unobservable
bank characteristics, reducing potential concerns about self-selection and omitted
variable bias (Altonji, Elder, and Taber (2005), Oster (2019)).

Second, we develop an instrumental variable (IV) approach that exploits
the predetermined component of counties’ age structure. Specifically, we predict
the change in the population of ages 65 and above during our sample periodwith the
change in the population of age 45 to 65 20 years earlier in the same county.We then
re-construct exposure, but based on aging predicted from historical trends, and use
it as an IV for actual bank exposure to aging counties. This approach builds on the
assumption that the historical demographic structure is plausibly exogenous to
changes in contemporaneous confounding factors. Such factors include, for
example, changes in life expectancy or economic conditions.

Armed with our measure of bank exposure we establish that banks more
exposed to aging counties relax their lending standards. As the main measure of
risk-taking, we focus on the LTI ratio, which is highly correlated with ex-post
default (Fuster, Plosser, and Vickery (2021)). Our results show that a 33 percentage
point (pp) increase in bank exposure is associatedwith a significant rise in LTI ratios
by around 22 pp.1 The effect of exposure on LTI ratios is particularly strong in

1The increase of 33% in the number of seniors corresponds to the expected U.S. growth in the senior
population over the next decade, from 2021 to 2030. The unconditional mean and standard deviation
of the county-level growth in the number of seniors between 1997 and 2007 equal 12% and 15%,
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counties where banks have no branches. As a greater borrower distance to the
nearest branch can result in less efficient screening and monitoring (DeYoung,
Glennon, and Nigro (2008), Liberti and Petersen (2019), and Granja, Leuz, and
Rajan (2022)), the rise in LTI ratios in no-branch counties suggests an increase in
credit risk. Local aging could, hence, not only lower lending standards in general,
but have spillover effects to financial stability in other markets.

The rise in LTI ratios could, in principle, be explained by differences in the
type of markets that more and less exposed banks serve. To absorb all observable
and unobservable borrower-county characteristics, including loan demand, we
exploit the granularity of our bank-county level data to include borrower-county
fixed effects. Intuitively, these fixed effects enable us to compare two banks with
different exposures that lend to the same county, mitigating concerns that risk-
taking is driven by changes in borrower-county fundamentals (Khwaja and Mian
(2008), Jiménez, Ongena, Peydró, and Saurina (2014)). We still find a statistically
and economically significant effect of exposure on lending standards when we
enrich our specifications with borrower-county fixed effects. Moreover, we estab-
lish that controlling for credit booms or banks’ market expansion does not render
the effect of exposure on risk-taking insignificant.

The relaxation of lending standards among exposed banks suggests an
increase in credit risk, with potentially negative consequences for financial stability.
To investigate this aspect in more detail, we show that banks with higher exposure
to aging counties see a significantly stronger increase in their share of NPLs during
the Great Recession. Importantly, controlling for banks’ exposure to the rise in
house prices prior to the Great Recession does not affect our estimates. Our findings
suggest that the aging-induced relaxation in lending standards negatively affects
financial stability during downturns.

Having established a robust association between population aging and bank
risk-taking, we investigate the underlying channels that could explain the link.
Population aging could affect banks through changes in the supply of and demand
for capital. On the one hand, Becker (2007) argues that seniors are more likely
to save in the form of deposits, which are a stable and cheap source of funding
(Hanson, Shleifer, Stein, and Vishny (2015), Carletti, De Marco, Ioannidou, and
Sette (2021)). Higher exposure to aging counties could hence lead to deposit
inflows and reduce banks’ cost of funds, translating into an increase in lending
but allowing banks to pursue safer projects with lower returns. On the other hand, an
aging population could reduce the local demand for credit and depress returns.
Homeownership rates and savings are highest among seniors, and they are less
likely to start new companies (Azoulay, Jones, Kim, and Miranda (2020)). An
aging-induced decline in the labor force also reduces firms’ marginal product of
capital, further lowering the demand for capital (Auclert, Malmberg, Martenet, and
Rognlie (2021)). Aging-exposed banks could hence be confronted with a decline in
the demand for credit in counties where they have branches at a time when they
experience an increase in available funds. Banks might, therefore, have to look for

respectively. An increase in bank exposure by 33 pp occurs, for example, whenmoving from a bankwith
0 exposure to a bankwith 33% exposure, which is a bank exposed to counties that deposit-weighted have
a growth in seniors equal to the expected growth in the U.S. over the next decade.
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new and potentially riskier clients, particularly in counties where they operate no
branches.

We first investigate the link between aging and deposits. We find that an
increase in the number of seniors in a county has a positive and strongly significant
effect on local bank deposits. A rise in a county’s senior population by one-third is
associated with an increase in county-level bank deposits by around 25%. Seniors’
relatively larger share of wealth held in the form of deposits explains this positive
relationship (Becker (2007)). For identification, our regressions absorb all observ-
able and unobservable bank heterogeneity with bank fixed effects and include a
large set of county-level control variables.

We then establish that population aging dampens the local demand for credit.
First, we use data from the Survey of Consumer Finances and show that seniors are
less likely to borrow or have outstanding debt compared to younger respondents.
These correlations hold even after controlling for an extensive set of household-
level controls. Second, we decompose mortgage loan growth in each county into
supply and demand factors, following Amiti and Weinstein (2018). Higher growth
among seniors has a significant negative effect on the demand factor, suggesting
that aging leads to a decline in the local demand for mortgages.

The aging-induced deposit inflows and weaker local demand for credit affect
the geography of bank lending. Higher exposure leads banks to increase their
mortgage lending. The increase in lending is especially large in counties where
banks operate no branches, that is, in counties where exposed banks are not directly
affected by an aging-induced decline in credit demand. In addition, we find that
exposed banks shift their overall portfolio toward asset classes not directly affected
by local aging. Specifically, they significantly increase their holdings of securities
and trading account assets (TAAs).

We also investigate whether laxer lending standards in the form of LTI ratios
affect household leverage. The results show that counties in which exposed banks
have a larger ex-ante market share also see a stronger increase in household debt-to-
income ratios over the sample period. That is, the increase in risk-taking and LTI
ratios at the bank-county level is mirrored in an increase of households’ debt-
to-income ratios at the county level.

To the best of our knowledge, this article is the first to investigate the effects of
population aging on lending standards, and towhat extent there are spillovers across
markets.2 While this article’s focus is on risk-taking, we build on work that shows
how changes in banks’ deposit base affect their lending. Becker (2007) uses the
local demographic structure as an instrument for changes in bank deposits, but
focuses on how the availability of deposits affects local entrepreneurial activity.
Gilje, Loutskina, and Strahan (2016) provide evidence that banks exposed to local
liquidity inflows from oil and natural gas shale discoveries subsequently increase
lending in other counties where they have branches. They find that the effects are

2Recent articles investigate the effects of population aging on various outcomes. Butler and Yi
(2022) investigate the effect of an aging population on the U.S. municipal bond market. Kopecky and
Taylor (2022) use historical panel data to show that demographic shifts are correlated with asset returns
and risk premia. Cravino, Levchenko, and Rojas (2022) show that U.S. population aging accounted for
about 20% of the increase in the service share in consumption.
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especially pronounced for loan types that are subject to more contracting frictions.3

Our novel results for population aging show that local aging not only leads to
deposit inflows, but also reduces the local demand for credit. The combination of
both forces explains why banks increase their risk-taking, and why there are
spillover effects to no-branch markets.

We also contribute to the literature that explores howbanks adjust their lending
standards during credit booms (Berger andUdell (2004), Dell’Ariccia andMarquez
(2006), Mendoza and Terrones (2008), Dell’Ariccia, Igan, and Laeven (2012), and
Justiniano, Primiceri, and Tambalotti (2019)) and periods of low interest rates
(Maddaloni and Peydró (2011), Altunbas, Gambacorta, and Marques-Ibanez
(2014), Jiménez et al. (2014), Ioannidou, Ongena, and Peydró (2015), Dell’Ariccia,
Laeven, and Suarez (2017), and Heider, Saidi, and Schepens (2021)). Credit booms
or periods of low interest rates can lead to laxer lending standards and a higher risk
of financial crises. However, evidence on the effects of population aging on bank
risk-taking is scarce, despite the significant policy attention devoted to this major
macroeconomic trend (CGFS (2018), ECB (2018), IMF (2019), and OECD
(2019)). Our analysis aims to fill this gap in the literature. As advanced economies
face an unprecedented increase in the number of seniors over the next decade, the
bank risk-taking channel of population aging could gain in importance for financial
stability.

The rest of the article proceeds as follows: Section II describes our main data
sources and the construction of the main variables. Section III explains the empir-
ical strategy and presents our main results on risk-taking and financial stability.
Section IV then investigates the underlying mechanisms. Section V provides
additional tests, and Section VI concludes.

II. Data and Descriptive Statistics

This section explains the construction of our main variables and reports
descriptive statistics.

Our main analysis focuses on the period from 1997 to 2007, for three reasons.
First, while the growth in the senior population has been even more pronounced
after the Great Financial Crisis, the post-crisis period is characterized by substantial
financial regulatory reform (such as the Dodd-Frank Act and regular stress tests)
and encompassing government programs. These reforms have shaped banks’ lend-
ing decisions, particularly mortgage lending, over the post-crisis period, which
would make a clean identification of the respective channels through which pop-
ulation aging affects bank risk-taking difficult. The absence of major financial
regulatory changes during our sample period makes it well-suited to identify the
effects of population aging on bank risk-taking. Second, we can exploit the Great
Recession to analyze whether higher risk-taking in the years leading up to the crisis
manifested itself in higher NPLs during the shock episode. That is, we can analyze

3For further articles on the effects of local shocks on bank lending, see Cortés and Strahan (2017),
Smolyansky (2019), De Jonghe, Dewachter, Mulier, Ongena, and Schepens (2020), Doerr and Schaz
(2021), and Rehbein and Ongena (2022), amongmany others. In addition, Kundu, Park, and Vats (2022)
demonstrate that the geographic concentration of deposits affects how shocks are transmitted across
geographies by multi-market banks.
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whether laxer lending standards had an impact on financial stability. And third, we
avoid the zero lower bound on interest rates.

A. Main Variables

1. Population Aging

Ourmain explanatory variable at the county level is the change in the log of the
population of ages 65 and above from 1997 to 2007, denoted byΔOLDc.We use the
change in the number of seniors (i.e., in the level) rather than the change in the ratio
of seniors to the total population (i.e., in the share) because changes in the share
could be driven by changes in the numerator or denominator. For example, a decline
in the total population of a county would lead to an increase in the share of seniors,
even though the number of seniors does not change. In such a case, the relationship
between, for example, deposits or loans and the change in the share of seniors would
be driven by the decline in population. Detailed population data by age cohort are
provided by the National Cancer Institute Surveillance, Epidemiology, and End
Results (SEER) program. We use these data also to construct changes in the size of
other age cohorts.

2. Bank Exposure

To calculate banks’ exposure to aging counties, we use data from the Federal
Deposit Insurance Corporation’s (FDIC) Summary of Deposits (SOD), which pro-
vides information on the geographic distribution of bank deposits. We compute
banks’ beginning-of-sample exposure as

EXPOSUREb ¼
X
c

DEPOSITSb,c
DEPOSITSb

×ΔOLDc,(1)

where DEPOSITSb,c and DEPOSITSb denote bank b’s deposits in county c and its
total deposits as of 1997.ΔOLDc is county c’s change in the log of the population of
ages 65 and above. High EXPOSUREb implies that a large share of banks’ initial
deposits is held in aging counties, whereas low exposure implies that deposits are
held in counties with a small increase in the number of seniors. Higher exposure
thus corresponds to an increase in deposit-weighted average aging in banks’
borrower counties. Exposure is constructed from beginning-of-sample deposit
shares, alleviating concerns about banks selectively opening branches in aging
counties.

3. Instrumental Variable Strategy

Counties that experience a stronger increase in seniors could differ along other
dimensions that could matter for deposit growth.We thus predictΔOLD, that is, the
change in the population of ages 65 and above from 1997 to 2007, with the change
in the population of age 45 to 65 from 1977 to 1987 in the same county. In essence,
we use the predetermined component of each county’s age structure (20 years prior
to our sample period) as an IV for the actual change in the age structure.
This approach builds on the assumption that the historical demographic structure
is plausibly exogenous to changes in contemporaneous confounding factors.
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For example, it purgesΔOLD from changes in life expectancy, in- or out-migration,
or incomes over the sample period.

Similar to county aging, bank exposure could be correlated with other (unob-
servable) factors that affect bank behavior. For example, aging counties could, for
whatever reason, face better economic prospects in terms of their unemployment
trajectory or income growth. Banksmore exposed to aging counties would then also
be more exposed to faster growing areas, which poses a threat to our identification
strategy. To address this concern beyond the fixed effects strategy (explained in
Section III.A), we construct exposure in equation (1) based on ΔOLD predicted by
the historical demographic structure. In addition, and to test whether exposure to
aging counties is correlated with exposure to counties with better growth trajecto-
ries, we compute exposure to the changes in local unemployment rates and income
per capita, analogous to equation (1). We obtain a strong first stage, with an F-
statistic of almost 60.

4. LTI Ratios, Loan Growth, and Deposit Growth

Home Mortgage Disclosure Act data provide detailed information on banks’
residential mortgage lending.4 HMDA covers the vast majority of applications and
approved mortgage loans in the U.S. The data include the application outcome
(granted or denied), loan amount, and borrower income for each loan. We measure
bank risk-taking through the LTI ratio, defined as loan volume over applicant
income. The LTI ratio is a significant predictor of ex-post default (Fuster et al.
(2021)) and has been widely used in the literature to measure the riskiness of loans
(Dell’Ariccia and Marquez (2006), Dell’Ariccia et al. (2012), and Duchin and
Sosyura (2014)). We compute the change in the average LTI ratio, as well as at
the 10th, 25th, 50th, 75th, and 90th percentile in each bank-county cell:

ΔLTIb,c ¼
LTI07b,c�LTI97b,c

LTI07b,c + LTI
97
b,c

� �
=2

:(2)

Additionally, we compute the change in the share of denied applications in
each bank-county cell. For these measures of risk-taking, we are restricted to the
“intensive margin” in the sense that we can only take into account counties in which
banks made loans in 1997 and 2007.

Further, we compute the change in loan amounts and deposits at the bank-
county level as

Δyb,c ¼
y07b,c� y97b,c

y07b,c + y
97
b,c

� �
=2

,(3)

4We follow the literature and restrict the sample to conventional or Federal Housing Administration
(FHA)-insured loans, exclude multi-family properties, and keep only originated, approved, and pur-
chased loans. We also drop all observations with missing county Federal Information Processing
Standards (FIPS) codes or missing borrower income, as well as loans extended to borrowers residing
outside of metropolitan statistical areas (MSAs).
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where y is either HMDA loans or deposits. For our mortgage analysis, we use
mortgage loans that were not sold in the respective calendar year. Since these loans
are mostly retained on banks’ balance sheets, they are predominately funded by
deposits (Han, Park, and Pennacchi (2015), Cortés and Strahan (2017)). To account
for entry into and exit out of counties over the long-time horizon, we standardize the
change in variables by their respective mid-points. This definition bounds growth
rates to lie in the interval �2,2½ �, where �2 implies that a bank exited a county
between 1997 and 2007, and 2 that it entered.5 Finally, we define the dummy
NO_BRANCH that takes on a value of 1 if bank b had no branch in county c in
1997, and 0 otherwise.

5. Bank and County Data

The FDIC provides detailed bank balance sheet data in its Statistics on
Depository Institutions (SDI). We collect 1997 second quarter data on banks’ total
assets, Tier 1 capital ratio, NPLs, return on assets, total deposits, total liabilities,
total residential mortgage loans, the share of non-interest out of total income, and
overhead costs (efficiency ratio). We also include an indicator of an institution’s
primary specialization in terms of asset concentration that takes on 10 distinct
values. We collect 1997 and 2007 data on banks’ total deposits, total liabilities,
and total loans and compute the change in the logarithm of each variable.

At the county level, we further collect public information on debt-to-income
ratios (Federal Reserve Bank of New York Consumer Credit Panel, available from
1999 onward). We also collect 1997 data on the log of the population (NCI SEER),
the unemployment rate (Bureau of Labor Statistics, Local Area Unemployment
Statistics (BLS LAUS)), log income per capita (Bureau of Economic Analysis,
Local Area Personal Income (BEA LAPI)), house price indices (Federal Housing
Finance Agency (FHFA)), as well as employment shares in manufacturing (SIC
code 20), retail trade (SIC code 52), and services (SIC code 70), provided in the
County Business Patterns (CBP). The CBP also provides information on employ-
ment in tradable and nontradable industries. Following Adelino, Schoar, and
Severino (2015), we classify 2-digit NAICS code 23 as construction; codes
44, 45, and 72 as nontradable, and all others as tradable industries.

To remove outliers, we winsorize all variables at the 0.5th and 99.5th percen-
tile. We then trim all remaining extreme values that lie at least 5 standard deviations
above or below the mean.

6. Survey of Consumer Finances

The Survey of Consumer Finances (SCF) of the Federal Reserve provides
detailed information on the allocation of households’ financial assets. The SCF is
a triennial cross-sectional survey on household assets and demographics. We
combine the survey waves from 1998 and 2007 (41,366 observations). We collect
information on respondents’ total financial assets, deposits, and debt, as well as

5While the log difference is symmetric around 0, it is unbounded above and below, and does not
easily afford an integrated treatment of entry and exit. The growth rate used in this article is divided by the
simple average in t�1 and t. It is symmetric around 0, lies in the closed interval [�2,2], facilitates an
integrated treatment of entry and exit, and is identical to the log difference up to a second order Taylor
series expansion (Davis and Haltiwanger (1999)).
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dummy indicators for whether they borrowed in the past year, had any outstanding
debt, or whether they have been turned down for credit, or feared being denied
credit in the past 5 years. As control variables, we further use data on the education
level, number of children, gender, race, marital status, home ownership, and a
dummy for business ownership.

B. Descriptive Statistics

In the average county, the number of seniors (ΔOLDc) increased by 12%,6

with a standard deviation of 15%. These numbers suggest significant variation in
population aging across U.S. counties.

Table 1 provides descriptive statistics for the main variables. In total, our
sample includes 1,843 banks for which we have data on loans and deposits over
the sample period. Panel A summarizes bank exposure and other balance sheet
characteristics from the SDI. For the average bank, exposure equals 0.10, with a
standard deviation of 0.11. As exposure reflects deposit-weighted aging, a mean of
0.10 implies that the number of seniors increased by 10% in the average county
where a bank takes deposits.

Panel B of Table 1 reports summary statistics at the bank-county level. The
average bank saw little change in its LTI ratio, but there is sizeable dispersion in the
change across banks, the standard deviation equals 85 pp. For example, LTI ratios

TABLE 1

Descriptive Statistics

Table 1 showsdescriptive statistics (mean, standard deviation,minimum,maximum, and number of observations) for themain
variables at the bank, bank-county, and county level. All variables in levels are as of 1997, a “Δ” denotes 1997 to 2007
changes, unless indicated otherwise.

Variables Mean Std. Dev. Min Max Count

Panel A. Bank Level

EXPOSURE 0.10 0.11 �0.12 0.55 1,843
log(ASSETS) 12.06 1.27 10.14 19.62 1,843
NONPERFORMING_LOANS (%) 1.69 4.20 �11.82 30.77 1,843
RETURN_ON_ASSETS (%) 1.16 0.56 �2.85 4.05 1,843
DEPOSITS (%) 94.10 7.64 37.43 99.95 1,843
TIER_1_CAPITAL_RATIO (%) 17.87 9.53 7.69 84.74 1,843
NON-INTEREST_INCOME (%) 79.96 81.75 1.90 617.53 1,843
EFFICIENCY_RATIO 61.47 14.14 27.27 174.52 1,843
SHARE_MORTGAGES (%) 29.90 19.55 0.32 90.09 1,843
ΔDEPOSITS 0.75 0.53 �0.41 3.21 1,843
ΔLOANS 0.89 0.59 �0.70 3.46 1,843
ΔNPL_2007–2010 0.72 1.17 �2.58 6.47 1,664
Panel B. Bank-County Level

ΔLOAN-TO-INCOME_(MEAN) �0.04 0.85 �2.94 3.28 20,979
ΔDEPOSITS 1.14 1.05 �2.00 2.00 13,086
ΔHMDA 1.03 1.45 �2.00 2.00 53,197
ΔHMDA_(INTENSIVE) 0.84 1.76 �4.01 6.37 17,643
ΔDENIED 0.07 0.23 �0.60 0.83 20,979
NO_BRANCH_DUMMY 0.91 0.29 0.00 1.00 53,197
Panel C. County Level

ΔOLD 0.12 0.15 �0.34 1.01 2,163

6The unweighted county average of 11.6% in the change in the number of seniors compares to aU.S.-
wide increase in the senior population of around 10% over the sample period.
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increased by more than 20 pp at the 90th percentile. The share of denied loans
increased by 7 pp on average. For the average bank-county pair, deposits increased
by 114% over the time period (13,086 observations); mortgage lending (one- to
four-family residences) increased by 103% (53,197 observations).7 Along the
intensive margin (disregarding bank entry and exit across counties), lending
increased by 84% (17,643 observations). Finally, Panel C reports summary statis-
tics for county-level variables for the set of 2,163 counties.

Balancedness. To examine the balancedness in beginning-of-sample covari-
ates among our sample of banks, in Table 2, we split banks into those below (low
exposure) and above (high exposure) themedian of the exposure distribution. High-
exposure banks are slightly smaller and engage less in mortgage lending (the
differences are significant at the 10% level). They are statistically similar in terms
of the share of NPLs, return on assets, capital ratio, ratio of deposits to liabilities, or
efficiency ratio (reflecting overhead costs). There is also no significant difference in
the share of C&I loans or the share of loans extended to no-branch counties.

A potential concern for identification is that banks strategically opened
branches to benefit from future deposit inflows in anticipation of demographic
trends. In the Supplementary Material, we show that neither local aging nor bank
exposure predicts in which counties banks open new branches prior to 1997.
Specifically, we regress different measures that indicate whether banks opened
branches on population aging or bank exposure and find no systematic relationship.
These results mitigate concerns about such selection effects.

III. Population Aging and Bank Risk-Taking

The unprecedented rise in the senior population has led to a debate on whether
population aging leads to a build-up of risks in the financial sector. High savings rates
among seniors might lead to an abundance of savings and depressed returns, thereby

TABLE 2

Balancedness

Table 2 shows results for a balancedness test of 1997 bank covariates. Banks with low (high) exposure are defined as banks
with exposure below (above) the median of the distribution of exposure (as defined in equation (1)). Mean denotes the mean
and std. dev. the standard deviation, mean diff. denotes the differences in means. We test for the statistical significance of the
difference in means by regressing the exposure dummy on control variables in a logistic regression.

Low Exposure High Exposure Mean Diff.

Mean Std. Dev. Mean Std. Dev.

log(ASSETS) 12.11 (1.26) 12.01 (1.26) 0.10*
NONPERFORMING_LOANS (%) 1.55 (0.38) 1.83 (0.45) �0.28
RETURN_ON_ASSET (%) 1.10 (0.55) 1.22 (0.57) �0.12
DEPOSITS (%) 93.99 (7.41) 94.18 (7.94) �0.19
TIER_1_CAPITAL_RATIO (%) 18.80 (10.66) 16.97 (8.42) 1.83
EFFICIENCY (%) 61.67 (14.08) 61.28 (14.21) 0.39
SHARE_CI_LOANS (%) 11.96 (12.08) 13.85 (11.31) �1.89
SHARE_MORTGAGES (%) 31.60 (19.61) 28.20 (19.34) 3.40*
NO_BRANCH (% of counties) 77.04 (42.08) 80.24 (39.84) �3.20
No. of obs. 922 921 1,843

7The difference in the number of observations reflects that the average bank lends to counties in
which it does not raise deposits.
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potentially encouraging banks to reach for yield and engage in risk-taking (IMF
(2019)). Higher risk-taking by financial institutions in turn could give rise to financial
instabilities (Brookings (2019)). In this section, we first analyze the effect of popu-
lation aging on banks’ LTI ratios and NPLs. In the next section, we explore the
underlyingmechanism that drives the link between population aging and risk-taking.

A. Population Aging and Lending Standards

To investigate the effects of an aging population on bank risk-taking, we
estimate the following regression at the bank-county level:

ΔLTIb,c ¼ β EXPOSUREb +CONTROLSb=c + ϑc + ɛb,c,(4)

where ΔLTIb,c is the change in bank b’s average LTI ratio in mortgage lending in
county c over the sample period. Variable EXPOSUREb is bank exposure to aging
counties at the beginning of the sample, as defined in equation (1). Bank controls
include log total assets, return on assets, NPLs, total deposits over total liabilities,
Tier-1 capital ratio, non-interest income, the indicator on bank specialization, and
overhead costs. We also control for the share of residential mortgages out of total
assets, to preclude that our estimated coefficients are driven by exposure to the
mortgage market, and to account for the riskiness of the overall bank portfolio. All
controls are as of the beginning of the sample period. County controls include the
change in the log of the total population, as well as the unemployment rate, log
income per capita, the share of blacks, the log of the population, and the employ-
ment shares in manufacturing, retail, and services, also all at the beginning of the
sample period. Standard errors are clustered at the bank and county level.

Equation (4) faces the common identification challenge to account for differ-
ences in the underlying characteristics of banks’ borrowers. If more exposed banks
lend to counties with different characteristics than less exposed banks, any observed
change in LTI ratios reflects both county (demand) and bank (supply) factors. To
address this challenge, we include granular borrower-county fixed effects (ϑc) that
absorb any unobservable county characteristics (e.g., changes in consumption,
employment, or loan demand). Under the assumption that loan demand in a county
is similar across banks, these fixed effects difference out demand forces and allow
for identification of supply effects. Intuitively, these fixed effects enable us to
compare two banks with different exposure that lend to the same county (Khwaja
and Mian (2008), Jiménez et al. (2014)).

Table 3 reports the regression results for equation (4) and shows that higher
exposure to aging counties leads to higher LTI ratios. Column 1 shows that exposure
has a positive effect on bank risk-taking, significant at the 1% level. When we add
bank controls in column 2, the coefficient of exposure remains similar in terms of
sign, size, and significance. In line with the results in Table 2, this finding suggests
that exposure is not systematically correlated with other observable bank character-
istics. Column 3 accounts for observable differences across borrower-counties by
adding county controls, and column 4 further tightens identification by including
borrower-county fixed effects. Holding all observable and unobservable county
characteristics constant, exposure to aging counties is still associated with a highly
significant increase in LTI ratios. Themagnitude of the coefficient remains similar to
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column 2. Bankswith 1-standard-deviation higher exposure see a relative increase in
their LTI ratio by ð0:11 × 0:41Þ¼ 4.5 pp.

Including bank controls, county controls, or county fixed effects in columns
2–4 of Table 3 does not materially change the size or significance of our coefficients
relative to column 1, despite a substantial increase in the R2. Our results hence
suggest that the correlation between bank exposure and observable bank or unob-
servable county characteristics is low, reducing potential concerns about self-
selection and omitted variable bias (Altonji et al. (2005), Oster (2019)).

To support the argument that exposure to aging counties causes an increase
in risk-taking, column 5 of Table 3 replicates the specification in column 4, but
instruments bank exposure with exposure constructed from the historical age
structure (see Section II). Supporting the notion that bank exposure is likely
orthogonal to several bank and county characteristics, the coefficient on exposure
remains positive and significant at the 1% level.8 These findings suggest a causal
effect of bank exposure on LTI ratios.

Providing further support for a causal link from exposure to risk-taking, column
6 of Table 3 additionally controls for banks’ exposure to the changes in counties’
income per capita and unemployment rate. As discussed previously, to the extent that
aging counties might systematically differ in their economic prospects and growth
trajectories, these exposure variables could explain changes in risk-taking and be
correlated with exposure to aging counties. Accounting for these factors, column
6 shows that the coefficient on exposure declines only slightly in magnitude, but
remains significant at the 1% level,which supports the plausible exogeneity of our IV.

The increase in risk-taking among exposed banks could be correlated with
banks’ overall credit growth or expansion into new markets. Indeed, the literature

TABLE 3

Population Aging and Lending Standards: LTI Ratios

Table 3 shows results for equation (4) at the bank-county level. The dependent variable is the change in the average loan-to-
income (LTI) ratio. EXPOSURE denotes bank exposure to aging counties (as defined in equation (1)). Columns 5 and 6 use
EXPOSURE constructed from the predicted change in seniors. Column 6 includes bank exposure to the 1997 to 2007 change
in income per capita and the unemployment rate as additional bank-level controls. Standard errors are clustered at the bank
and county level. The Anderson–Rubin F-statistic equals 54.43. *, **, and *** indicate significance at the 10%, 5%, and 1%
levels, respectively.

IV IV

ΔLTI ΔLTI ΔLTI ΔLTI ΔLTI ΔLTI

Variables 1 2 3 4 5 6

EXPOSURE 0.443*** 0.435*** 0.446*** 0.406*** 0.678*** 0.599***
(0.068) (0.071) (0.073) (0.076) (0.091) (0.091)

No. of obs. 20,500 20,500 20,500 20,500 20,500 20,500
R2 0.002 0.060 0.066 0.110
Bank controls No Yes Yes Yes Yes Δ
County controls No No Yes No No No
County FE No No No Yes Yes Yes

8The first-stage F-statistic equals 54.43. The coefficient in the IV regression is larger than that in the
OLS regressions, which could suggest that the IVovercomesmeasurement error in the exposure variable.
Such mismeasurement could arise if, for example, seniors hold deposits in bank branches outside their
residence county (which happens when, e.g., snowbirds permanently move from the Great Lakes region
to Florida but leave their deposits in a bank branch up north in the town of origin).
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on credit booms has identified a negative effect of rapid credit growth on lending
standards (Dell’Ariccia and Marquez (2006), Dell’Ariccia et al. (2012)). We inves-
tigate these possibilities in Table 4. Column 1 controls for loan growth in each bank-
county cell. It shows that the estimated coefficient remains highly significant and
declines only modestly in value compared to the baseline estimate in column 5. In a
similar spirit, column 2 shows that greater risk-taking by exposed banks is also
present in counties where banks had a branch presence in 1997 and 2007 (i.e., where
there was no branch expansion). These findings suggest that risk-taking is not
driven by banks’ market expansion.

Previous work has further shown that a greater borrower distance to the nearest
branch requires banks to rely more on hard information (DeYoung et al. (2008)). A
greater distance can hence result in less efficient screening and monitoring of
borrowers, leading to the build-up of risks (Granja et al. (2022)). These consider-
ations suggest that an increase in LTI ratios in counties where banks have no physical
presence could lead to greater increases in credit risk. We hence investigate whether
the effect of exposure on risk-taking depends on banks’ initial branch network.

In column 3 of Table 4, we first interact exposure with the dummy
NO_BRANCH, which takes on a value of 1 in counties where banks had no branch
at the beginning of the sample period. Results show that banks increase their LTI
ratios significantlymore in counties where they have no branch. Column 4 confirms
this finding once we add bank fixed effects to control for any unobservable bank-
level characteristics. By opening new branches, banks can mitigate informational
frictions in the lending process. Consistent with this interpretation, columns 5 and
6 show that the coefficient on the interaction term EXPOSURE × NO_BRANCH
increases in size when the dummy NO_BRANCH takes on a value of 1 in counties
where banks had no branches in 1997 and opened no branches until 2007.

TABLE 4

Population Aging and Lending Standards: Branch Networks

Table 4 shows results for equation (4) at the bank-county level. The dependent variable is the change in the average loan-to-
income (LTI) ratio. EXPOSURE denotes bank exposure to aging counties (as defined in equation (1)), constructed from the
predicted change in seniors. Column 1 controls for credit growth in each bank-county cell; column 2 restricts the sample to
bank-county cells inwhich banks hadbranches in 1997and 2007.NO_BRANCH is a dummy that takes on a value of 1 in bank-
county pairs in which a bank does not operate branches in 1997, and 0 otherwise in columns 3 and 4. In columns 5 and 6, the
dummy takes on a value of 1 in bank-county pairs in which a bank does not operate branches in 1997 and 2007. Standard
errors are clustered at the bank and county level. The Anderson–Rubin F-statistic equals 54.43. *, **, and *** indicate
significance at the 10%, 5%, and 1% levels, respectively.

Credit Booms Stable BN 97 and 07 97 and 07

ΔLTI ΔLTI ΔLTI ΔLTI ΔLTI ΔLTI

Variables 1 2 3 4 5 6

EXPOSURE 0.529*** 0.766*** 0.226* 0.144
(0.089) (0.097) (0.131) (0.122)

NO_BRANCH �0.115*** �0.180*** �0.131*** �0.162***
(0.019) (0.019) (0.019) (0.019)

EXPOSURE × NO_BRANCH 0.484*** 0.569*** 0.735*** 0.657***
(0.165) (0.168) (0.152) (0.160)

No. of obs. 20,500 18,035 20,500 20,108 20,500 20,108
Bank controls Yes Yes Yes No Yes No
County controls No No No No No No
County FE Yes Yes Yes Yes Yes Yes
Bank FE No No No Yes No Yes
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Taken together, results in Tables 3 and 4 show that banks with higher exposure
to aging counties increase their LTI ratios, especially in counties where they have no
branches. These findings suggest an increase in credit risk, which we will investi-
gate in the next section.

B. Do Laxer Lending Standards Result in Higher Credit Risk and Losses?

Does the aging-induced decline in lending standards lead to an increase in
credit risk? Relatedly, are there consequences for the performance of exposed banks
during a negative shock, and hence for financial stability more broadly?

Evidence from the Great Recessions suggests so: Graph A of Figure 1 shows
the evolution of the ratio of nonperforming 1–4 family residential loans to assets
from 2000 to 2015 for banks in the bottom (black dashed line) and top tercile (blue
solid line) of the exposure distribution. Graph B depicts the same plot for overall
NPLs as a share of assets. Up until 2007, the series for high- and low-exposure
banks are indistinguishable. After 2007, NPLs increase to a larger extent for high-
exposure banks, relative to low-exposure banks. The difference between the series
peaks in 2010 and only reverts to similar levels by 2015. Figure 1 thus suggests that
high-exposure banks fared worse during the Great Recession, relative to low-
exposure banks. However, there was no discernible difference in pre-trends, that
is, greater risk-taking did manifest itself in higher NPL ratios only once the econ-
omy entered a downturn.

To investigate the effects of exposure on NPLs in more detail, we estimate
bank-level regressions of the following form:

Δyb ¼ βEXPOSUREb + δEXPOSURE_TO_ΔHPI97�07
b

+CONTROLSb + εb,

(5)

FIGURE 1

Nonperforming Loans During the Great Recession

Figure 1 shows the evolution of nonperforming 1–4 family residential loans (over total assets) in Graph A and of total
nonperforming loans (over total assets) in Graph B. We split the sample into banks that lie in the top (high exposure, blue
solid line) andbottom (low exposure, blackdashed line) tercile of thedistribution of bank exposure (asdefined in equation (1)).
Each series presents the average across all banks in the respective tercile. Banks with high exposure see a stronger increase
in nonperforming loans from2007 to 2010, relative to bankswith lowexposure. There are nodifferential pre-trends in theperiod
before 2007.

Graph A. Nonperforming 1–4 Family Loans
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where Δyb is the 2007 to 2010 change in the ratio of nonperforming residential
mortgage loans (1–4 family homes) to total assets or the ratio of overall NPLs to
total assets. Exposure denotes bank exposure to aging counties, predicted by the
historical demographic structure. Bank controls include the log of total assets,
return on assets, NPLs, total deposits over total liabilities, Tier-1 capital ratio,
non-interest income, the indicator on bank specialization, the share of residential
mortgages out of total assets, and overhead costs, all as of 1997. To ensure that our
findings do not reflect that exposed banks are also more exposed to the pre-crisis
housing boom, we construct banks’ exposure to the change in county-level house
price indices (HPI) from 1997 to 2007 (EXPOSURE_TO_ΔHPIb) analogously to
equation (1). In bank-level regressions, we can no longer control for possible
confounding factors at the county level, so it is important to keep in mind that
the coefficient β could at least in part reflect unobservable demand factors.

Column 1 of Table 5 shows that exposed banks see a significant increase in
their NPL ratio on residential mortgage loans. Controlling for banks’ exposure to
the housing boom in column 2 does not affect the coefficient on exposure in any
statistically or economically meaningful way. Columns 3 and 4 repeat the exercise,
but use the change in banks’ total NPL ratio as the dependent variable. Similar to
columns 1 and 2, there is a strong positive and highly significant relationship:
exposed banks see a stronger rise in NPLs. In column 4, a 1-standard-deviation
increase in exposure is associated with around 12% stronger growth in NPLs during
the Great Recession (around one-sixth of the average growth in NPLs). While
columns 1 and 2 directly follow from our main finding (exposed banks increase
their provision of mortgage loans and increase their LTIs), findings in columns
3 and 4 suggest that risk-taking in mortgage lending had repercussions on overall
bank performance during the crisis.

In conclusion, our results suggest that banks exposed to aging counties
increase their LTI ratios, likely taking on credit risk. The effects are more pro-
nounced in counties where banks have no physical presence (implying geographic
spillover effects of population aging on financial stability). Moreover, the aging-
induced increase in risk-taking before the Great Recession led to a sharper increase

TABLE 5

Nonperforming Loans During the Great Recession

Table 5 shows results for regressions at the bank level. The dependent variable is the 2007 to 2010 change in the share of
nonperforming residential mortgage loans (columns 1 and 2); the 2007 to 2010 change in the share of nonperforming loans
(columns 3 and 4). EXPOSURE denotes bank exposure to aging counties (as defined in equation (1)), constructed from the
predicted change in seniors. EXPOSURE_TO_ΔHPI_1997-07 denotes deposit-weighted bank exposure to the increase in
county-level house prices from 1997 to 2007. Each regression includes bank controls as of 1997. The Anderson–Rubin
F-statistic equals 8.34. Standard errors are robust. *, **, and *** indicate significance at the 10%, 5%, and 1% levels,
respectively.

ΔNPL (mort) ΔNPL (mort) ΔNPL ΔNPL

Variables 1 2 3 4

EXPOSURE 0.865*** 0.852*** 1.136*** 1.123***
(0.300) (0.295) (0.322) (0.316)

EXPOSURE_TO_ΔHPI_1997-07 0.276*** 0.275***
(0.087) (0.083)

No. of obs. 1,661 1,661 1,661 1,661
R2 0.081 0.091 0.102 0.109
Bank controls Yes Yes Yes Yes
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in NPLs during the crisis. Exposure to aging counties could therefore have exac-
erbated the negative effects of the Great Financial Crisis on bank health and
financial stability (irrespective of banks’ exposure to the housing boom).

In what follows, we explore the underlying mechanisms that drive the link
between population aging and bank risk-taking.

IV. Inspecting the Mechanism: Deposits and Local Loan
Demand

As we show in this section, banks operating in aging counties are subject to
two opposing forces that affect their risk-taking behavior. First, population aging
leads to an increase in banks’ available funding in the form of deposits. Second, an
aging population reduces the local demand for credit.

A. Aging and Deposits

Seniors have a higher propensity to hold deposits (Becker (2007)), consistent
with a lower portfolio share of risky assets among older households (Fagereng,
Gottlieb, and Guiso (2017)). Graph A of Figure 2 plots average financial assets (left
axis) and average deposits (right axis) for different age cohorts. Seniors, defined as
the population of age 65 and above, hold on average about twice as much deposits
as those in the cohort of 55–64, and more than three times as much as younger
cohorts. Table A2 in the Supplementary Material shows that the positive relation-
ship between age and deposits is not explained by cohort fixed effects, nor by a large
set of individual-level controls such as income, occupation, homeownership, or
education.

Such differences in deposit holdings across age cohorts imply potentially large
effects on banks’ funding conditions when economies age, as deposits are a safe and
cheap source of funding (Kashyap, Rajan, and Stein (2002), Hanson et al. (2015),
and Carletti et al. (2021)). Moreover, deposits by customers that have a longer

FIGURE 2

Assets and Debt by Age Group

Figure 2 uses data from the Survey of Consumer Finances (1995–2007). Graph A plots total financial assets in $1,000 on the
left axis and total deposits in $1,000 on the right axis for the average household in each age bin. Graph B plots total debt in
$1,000 on the left axis and the fraction of respondents answering yes to the question of whether they borrowed money on the
right axis for each age bin. Older households arewealthier and holdmore deposits; they also have less debt and are less likely
to borrow.

Graph A. Assets and Deposits
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Graph B. Debt and Borrowing
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relationship with a bank have been shown to be more stable (Iyer and Puri (2012),
Iyer, Puri, and Ryan (2016); which is the case for senior citizens).9 Deposit inflows
due to exposure to aging counties could hence be an important factor in explaining
banks’ risk-taking behavior.

Building on demographic variation in savings behavior, we investigate the
relationship between secular changes in local demographics and bank deposits in
the following cross-sectional regression at the bank-county level:

ΔDEPOSITSb,c ¼ βΔOLDc +CONTROLSb=c + ϑb + εb,c,(6)

whereΔDEPOSITSb,c is the change in bank b’s deposits in county c over the sample
period. The explanatory variable ΔOLDc is the change in the log county population
of ages 65 and above. Due to a possible correlation between local aging and other
county-level factors, we instrument ΔOLDc with the historical demographic struc-
ture, as explained in Section II. County controls include the unemployment rate, log
income per capita, the share of blacks, the log of the population, the change in the
total population, as well as employment shares in manufacturing, retail, and ser-
vices, all at the beginning of the sample period. Bank controls include the log of
total assets, return on assets, NPLs, total deposits over total liabilities, Tier-1 capital
ratio, non-interest income, the indicator on bank specialization, the share of resi-
dential mortgages out of total assets, and overhead costs, all at the beginning of the
sample period. Standard errors are clustered at the bank and county level.

In equation (6), a coefficient β> 0 would indicate that local aging leads to an
increase in local bank deposits. The underlying intuition is that the elderly hold
more deposits, as shown in Figure 2. Yet, β reflects differences in households’
savings behavior and in bank behavior, both of which could affect individuals’
incentives to hold deposits. For example, banks could decide to offer more attrac-
tive rates on deposits. To isolate the effect of aging on deposits, in some specifica-
tions, we include bank fixed effects (θb) that absorb all unobservable bank
characteristics. In essence, we compare the effect of aging in different counties
on deposits of the same bank, as we hold all bank characteristics constant.

Table 6 shows that an increase in the number of seniors in a county increases
bank deposits. Column 1 includes county controls and shows that aging has a
positive effect on bank deposits, significant at the 1% level. Once we add bank
controls in column 2, the coefficient is similar in terms of sign, size, and signifi-
cance. While we cannot include depositor-county fixed effects in equation (6), in
column 3, we include depositor-state fixed effects to control for confounding
factors at the state level. The coefficient on ΔOLD declines in magnitude, but
remains positive and significant at the 1% level.

In column 4 of Table 6, we further tighten identification and include bank fixed
effects. Holding all observable and unobservable bank characteristics constant,
local aging is still associated with a highly significant increase in deposits. Banks
operating in a county with a 1-standard-deviation larger increase in the number of

9According to the Survey of Consumer Finances, respondents of age 65 and above are almost twice
as likely than younger cohorts to state that they chose their financial institution because they “banked
there a long time.”
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seniors see a relative increase in local deposits by 0:15 × 0:640¼ð Þ 9.6% (or around
8.4% of the average growth in deposits over the sample period). These results
suggest a causal effect of local aging on bank deposits. To further support
this interpretation, column 5 additionally controls for the 1997–2007 change in
counties’ income per capita and unemployment rate (note that regressions already
account for the change in the total population). In principle, differences in economic
prospects could affect deposits and be correlated with population aging. Account-
ing for these factors, column 5 shows that the coefficient onΔOLD remains positive
and significant at the 5% level.10

B. The Local Demand for Credit

Beyond the positive effect on deposits, an aging population could reduce the
local demand for credit. Seniors usually own their property and have high savings,
so they have less need to borrow. In addition, seniors are also significantly less
likely to start new companies (Azoulay et al. (2020)), further dampening the
demand for credit.11 Consistent with lower demand for credit by seniors, Panel B
of Figure 2 shows that older cohorts have significantly lower debt levels than
younger cohorts (left axis). For the cohort of age 65 and above, total debt is close
to 0. The share of respondents stating that they “currently do not borrow” (right
axis) also reflects this: While around 5% of younger cohorts state that they did not

TABLE 6

Population Aging and Local Deposits

Table 6 shows results for equation (6) at the bank-county level in columns 1–5. The dependent variable is the change in
deposits.ΔOLDdenotes the change in the log of the county population of ages 65 and above, predictedwith the change in the
population of age 45 to 65 from 1977 to 1987 in each county. Column 5 includes the 1997 to 2007 change in income per capita
and the unemployment rate as additional county-level controls. Standard errors are clustered at the bank and county level.
The Anderson–Rubin F-statistic equals 16.38. *, **, and *** indicate significance at the 10%, 5%, and 1% levels,
respectively.

ΔDEPOSITS ΔDEPOSITS ΔDEPOSITS ΔDEPOSITS ΔDEPOSITS

Variables 1 2 3 4 5

ΔOLD 0.793*** 0.759*** 0.563*** 0.640*** 0.471**
(0.294) (0.279) (0.195) (0.203) (0.203)

No. of obs. 12,947 12,947 12,947 12,942 12,244
County controls Yes Yes Yes Yes Δ
Bank controls No Yes Yes No No
State FE No No Yes Yes Yes
Bank FE No No No Yes Yes

10In unreported regressions, we find that higher exposure increases banks’ total deposits and total
liabilities. This suggests that banks do not offset the increase in deposits with a reduction in other
liabilities.

11Further, an increase in the number of seniors leads to a decline in the labor force participation rate.
As firms’ marginal product of capital increases in the amount of available labor, a fall in the supply
of labor reduces firms’ demand for capital (Auclert et al. (2021)). Several studies argue that aging
contributes to slower growth and reduces investment opportunities (Fernald and Li (2019)). Gagnon,
Johannsen, and Lopez-Salido (2021) and Maestas, Mullen, and Powell (2023) provide state-level
evidence for the U.S. that aging leads to lower growth, mainly due to declining labor productivity.
Aksoy, Basso, Smith, and Grasl (2019) show a negative effect of aging on growth for a sample of OECD
countries.
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borrow, almost every third respondent of age 65 and above reports that he or she did
not borrow.

We confirm these differences in borrowing behavior with respondent (i)-level
data from the SCF. We estimate the following regression:

yi ¼ βRESPONDENT_AGE_65i +CONTROLSi + τt + εi:(7)

The independent variable RESPONDENT_AGE_65i is a dummywith a value
of 1 if the respondent is of age 65 and above, and 0 otherwise. Table 7 shows the
results. In columns 1 and 2, the dependent variable is a dummy that takes on a value
of 1 if a respondent indicates that he/she has not borrowed over the past year.
Column 1 shows that seniors are 20.9% more likely not to have borrowed, com-
pared to younger respondents. Adding an extensive set of household-level controls
(the log of total financial wealth, the education level, number of kids, gender, race,
marital status, home ownership, and a dummy for business ownership), as well as
survey wave fixed effects, narrows the gap only slightly in column 2. We obtain
similar results when we use a dummy that takes on a value of 1 if a respondent
indicated that he/she has no outstanding household debt in columns 3 and 4. For
example, column 4 suggests that seniors are around 36% less likely to have any
debt, compared to younger respondents. In principle, infrequent borrowing and no
outstanding debt could also result from supply factors; for example, age-specific
discrimination by financial institutions that leads to higher denial rates. To inves-
tigate this explanation, columns 5 and 6 use a dummy for whether a respondent
indicated that he/she has been turned down for credit or feared being denied credit in
the past 5 years. Results show that seniors are significantly less likely to have been
turned down for credit, which is consistent with the argument that seniors’ demand
for credit is lower than that of younger respondents.

To provide further evidence that an increase in the number of seniors reduces
the local demand for credit, we decompose mortgage loan growth in each bank-
county cell into supply and demand factors, following Amiti andWeinstein (2018).

TABLE 7

Seniors Are Less Likely to Borrow

Table 7 shows results for the following regression y i ¼ βRESPONDENT_AGE_65i +CONTROLSi + τt + εi , where the age group
17–64 is the omitted category. The dependent variable in columns 1 and 2 is a dummy variable that takes on a value of 1 if a
respondent indicated that he/she has not borrower over the past year. The dependent variable in columns 3 and 4 is a dummy
variable that takes on a value of 1 if a respondent indicated that he/she has no outstanding household debt. The dependent
variable in columns 5and6 is a dummyvariable that takeson a value of 1 if a respondent indicated that he/shehas been turned
down for credit or feared being denied credit in the past 5 years. Columns 2, 4, and 6 add an extensive set of household-level
controls: the log of total financial wealth, the education level, number of kids, gender, race, marriage status, home ownership,
and a dummy for business ownership. Source: Survey of Consumer Finances 1998 and 2007. *, **, and *** indicate
significance at the 10%, 5%, and 1% levels, respectively.

Never
Borrow

Never
Borrow

Has any
Debt

Has any
Debt

Turned
Down

Turned
Down

Variables 1 2 3 4 5 6

RESPONDENT_AGE_65+ 0.209*** 0.188*** �0.422*** �0.358*** �0.251*** �0.158***
(0.003) (0.006) (0.004) (0.008) (0.005) (0.005)

No. of obs. 41,366 41,366 41,366 41,366 41,366 41,366
R2 0.080 0.101 0.176 0.247 0.058 0.178
Survey wave FE No Yes No Yes No Yes
Controls No Yes No Yes No Yes
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To do so, we start from the following equation: ΔHMDA¼ αc + βb + εc,b, where the
dependent variable is the growth in the amount of all mortgages originated by bank
b in county c. The borrower-county demand channel is captured by αc, whereas βb
denotes the bank supply channel. As described in Amiti and Weinstein (2018), this
equation implies an adding up constraint that makes it possible to recover αc, and βb
through a weighted least squares regressions, with weights given by the beginning-
of-period share of total loans of bank b originated in county c over total loans
originated in county c. For our regressions, we aggregate demand factors to the
county level and investigate how they are affected by local aging. The Supplemen-
tary Material provides further details on the methodology.

Table 8 shows that higher growth in the number of seniors has a significant and
economically sizeable negative effect on the credit demand factor. Column 1 shows
that an increase in the number of seniors leads to a significant decline in the demand
for mortgages. Adding a battery of county-level controls in column 2 confirms this
finding. In column 3, we use the instrumental strategy that we explain in Section II
and confirm that the local demand for credit declines as the number of seniors
increases. When we further control for changes in contemporary county character-
istics in column 4, results remain qualitatively unaffected.

C. The Geography of Lending and Banks’ Asset Allocation

Taken together, the analysis in this section suggests that banks operating
branches in aging counties are subject to deposit inflows, but at the same time face
lower demand and fewer investment opportunities in these counties. These two
forces could force banks to look for new clients, in particular, in counties where they
operate no branches. To investigate the effects of population aging on bank lending
across markets, we estimate equation (4) with the change in banks’ mortgage
lending in each borrower county as the dependent variable.

Table 9 shows that more exposed banks have higher loan growth over the
sample period. In column 1, we regress the change in mortgage loan amounts on
exposure and bank controls. The coefficient of interest is positive and significant at
the 1% level. Column 2 shows that this positive relation remains when we account

TABLE 8

Population Aging and the Demand for Credit

Table 8 shows results for regressions at the county level. The dependent variable is the demand factor of a decomposition of
HMDA loan growth (1997–2007) following Amiti and Weinstein (2018), denoted by LD (AW). The dependent variable is
standardized to a mean of 0 and standard deviation 1. ΔOLD denotes the change in the county population of ages 65 and
above.Column3 instrumentsΔOLDwith the change in thepopulation of age 45 to 65 from1977 to 1987.Column4 includes the
1997 to 2007 change in incomeper capita and the unemployment rate as additional county-level controls. Standard errors are
robust. *, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively.

IV IV

ΔLD (AW) ΔLD (AW) ΔLD (AW) ΔLD (AW)

Variables 1 2 3 4

ΔOLD �0.563*** �0.733** �0.796** �0.968***
(0.206) (0.318) (0.357) (0.252)

No. of obs. 754 754 754 745
R2 0.008 0.203
County controls – Yes Yes Δ
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for unobservable county characteristics through county fixed effects. The economic
magnitude is sizeable: a 1-standard-deviation increase in exposure is associated
with an increase in bank lending by (0:11 × 1:377¼) 15.1%.

How does banks’ exposure to aging counties shape the geography of their
lending? If aging lowers the local demand for credit while increasing deposit
inflows, banks may channel their loan supply to counties where they have no
branches and are not directly exposed to the aging-induced decline in credit
demand. To investigate this possibility, columns 3 and 4 of Table 9 interact
exposure with the dummy NO_BRANCH that takes on a value of 1 in counties
where a bank operates no branches. In column 3, we find that more-exposed
banks’ loan growth is significantly higher in counties where they have no branch.
In terms ofmagnitude, the increase in lending is almost 50% stronger in no-branch
counties. Once we add bank fixed effects in column 4 to control for any unobser-
vable bank-level characteristics, the interaction term remains similar in magni-
tude and significance. These results suggest that banks’ exposure to aging
counties leads to a significant and economically sizeable increase in credit,
especially in counties where banks have no branches (in line with the findings
for LTI ratios, which suggested that banks relax lending standards by more in
counties where they have no branches).

In face of lower demand for credit locally, banks not only can adjust their
mortgage footprint geographically, but also shift their portfolio into other asset
classes. To this end, we estimate bank-level regressions with bank exposure and
bank-level control variables as independent variables. Columns 5 and 6 of Table 9
first use the change in the log of banks’ total residential real estate loans as well as
total loans and leases as dependent variables. Consistent with the HMDA results,
more exposed banks see significantly higher growth in total residential real estate
lending in column 5. However, growth in total loans increases by more, suggesting

TABLE 9

Bank Exposure and Lending

Table 9 shows results for regressions at the bank-county level in columns 1–4 and at the bank level in columns 5–9. The
dependent variable is the change in bank-county HMDA loans that are not sold by the end of the year in columns 1–4. It is the
change in total residential mortgage loans and total loans in columns 5 and 6. Columns 7–9 use the change in securities (SC),
cash balances (CB), and trading account assets (TAA) as dependent variables. EXPOSUREdenotes bank exposure to aging
counties (asdefined in equation (1)), constructed from thepredicted change in seniors. NO_BRANCH is adummywith a value
of 1 for bank-county pairs in which a bank does not operate branches in 1997, and 0 otherwise. Standard errors are clustered
at the bank and county level in columns 1–4. Columns 5–9 use robust standard errors. *, **, and *** indicate significance at the
10%, 5%, and 1% levels, respectively.

Bank Bank Bank Bank Bank

ΔHMDA ΔHMDA ΔHMDA ΔHMDA ΔRE ΔLOANS ΔSC ΔCB ΔTAA

Variables 1 2 3 4 5 6 7 8 9

EXPOSURE 1.728*** 1.377*** 0.720*** 0.437** 0.612*** 0.788*** 0.508*** 0.652**
(0.095) (0.094) (0.186) (0.178) (0.159) (0.262) (0.170) (0.300)

NO_BRANCH 0.851*** 0.651***
(0.023) (0.024)

EXPOSURE ×
NO_BRANCH

0.654*** 0.518***
(0.162) (0.184)

No. of obs. 51,727 51,727 51,727 51,659 1,750 1,750 1,750 1,750 1,750
Bank controls Yes Yes Yes – Yes Yes Yes Yes Yes
County FE – Yes Yes Yes – – – – –

Bank FE – – – Yes – – – – –
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that banks shift their portfolio toward loan types that are less affected by the aging-
induced decline in the local demand for credit.

Columns 7–9 of Table 9 further look at growth in non-loan assets (i.e., in
securities (SCs), cash balances (CBs), and TAAs). Returns on these assets are
unlikely to be correlated with changes in banks’ local demand for credit. Results
show that exposure has a significant positive effect on all three asset classes, with
larger effects on securities and trading account assets. Taken together, these results
suggest that banks exposed to aging counties use their funds to increase lending in
counties not directly affected by lower loan demand, but also shift into asset classes
other than mortgage loans.

V. Additional Tests and Robustness

Table 10 investigates bank risk-taking in more depth. We first investigate the
LTI ratio distribution in columns 1 and 2 by looking at the 10th and 90th percentile
separately. We find that the impact of exposure is stronger in the right tail of the LTI
ratio distribution. Columns 3 and 4 further show that banks increase their LTI ratios
bymore in counties where they have no branch (and again especially in the right tail
of the LTI ratio distribution). A large literature shows that banks with lower capital
ratios engage more in risk-taking when their funding conditions ease (Altunbas
et al. (2014), Jiménez et al. (2014)), as cheaper access to funds relaxes banks’ capital
constraints arising from moral hazard problems (Adrian and Shin (2010)). Column
5 thus interacts exposure with banks’ Tier-1 capital ratio. It shows that higher
exposure leads to a significantly smaller increase in LTI ratios for well-capitalized
banks.

Columns 6–8 of Table 10 use the share of loans denied as the dependent
variable. Column 6 shows that more-exposed banks also denied significantly fewer

TABLE 10

Robustness Tests

Table 10 shows results for equation (4) at the bank-county level. The dependent variable is the change in the loan-to-income
(LTI) ratio at different percentiles in columns 1–5; and the change in the share of loans denied in columns 6–8. EXPOSURE
denotes bank exposure to aging counties (as defined in equation (1)), constructed from the predicted change in seniors. The
variable NO_BRANCH is a dummywith a value of 1 for bank-county pairs in which a bank does not operate branches in 1997;
Tier-1 capital denotes banks’ Tier-1 capital ratio (as of 1997); Columns 3, 4, and 8 include bank and county fixed effects. The
remaining columns include bank controls and county fixed effects. Standard errors are clustered at the bank and county level.
*, **, and *** indicate significance at the 10%, 5%, and 1% levels, respectively.

ΔLTI
(p10)

ΔLTI
(p90)

ΔLTI
(p10)

ΔLTI
(p90) ΔLTI ΔDENIED ΔDENIED ΔDENIED

Variables 1 2 3 4 5 6 7 8

EXPOSURE 0.246*** 1.014*** 1.392*** �0.185*** �0.711***
(0.089) (0.143) (0.151) (0.022) (0.038)

NO_BRANCH �0.247*** �0.129*** 0.027***
(0.018) (0.032) (0.005)

EXPOSURE ×
NO_BRANCH

0.058 1.048*** �0.077**
(0.149) (0.266) (0.036)

EXPOSURE ×
TIER-1_CAPITAL_RATIO

�3.449*** 2.542***
(0.605) (0.154)

No. of obs. 20,500 20,500 20,108 20,108 20,500 20,500 20,500 20,108
Bank controls Yes Yes – – ✓ Yes Yes –

County FE Yes Yes Yes Yes Yes Yes Yes Yes
Bank FE – – Yes Yes – – – Yes
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loans, and column 7 shows that this is more pronounced among weakly capitalized
banks. Column 8 reveals that (similar to findings for the LTI ratio) exposed banks
deny fewer loans in counties where they operate no branches. Taken together, the
results in Table 10 complement our main finding that exposure to aging counties
increases banks’ risk-taking: banks with higher exposure increase risk-taking,
especially among borrowers with higher LTI ratios, and they deny fewer loans.

The Supplementary Material provides further details on our IV strategy. We
also establish that neither local aging nor bank exposure systematically predicts in
which counties banks open new branches prior to 1997, ameliorating concerns
about banks’ strategically opening branches to benefit from the aging-induced rise
in savings. We further show that controlling for changes in the prime working-age
population or young population, either directly or via banks’ exposure, does not
affect our results. These results suggest that the estimated coefficients on aging do
not spuriously reflect a correlation between the growth in the senior population and
population growth in other demographic groups. Finally, we find that counties in
which exposed banks have a larger market share see a stronger increase in house-
hold debt-to-income ratios. The increase in risk-taking and LTI ratios at the bank
level is mirrored in an increase in households’ debt-to-income ratios.

VI. Conclusion

Exploiting geographic variation in the change in seniors across the U.S., we
establish that banks more exposed to aging counties increase their LTI ratios by
more and experience a sharper rise in NPLs during the Great Recession. Inspecting
the mechanism, we find that an aging-induced inflow of deposits, together with a
decline in the local demand for credit, explains the link between population aging
and bank risk-taking.

These findings help shed light on how a major macroeconomic trend (popu-
lation aging) affects the financial sector through changes in the supply of and
demand for capital. Our novel results have implications for policy: Population
aging could lead to financial instability, and through geographic spillovers do so
even in regions that are not directly affected by an aging population. As advanced
economies face an unprecedented increase in the number of seniors over the next
decade, this is a worrying finding. However, the fact that risk-taking is more
pronounced for banks with lower capital ratios could mean that prudent capital
regulation could limit the negative consequences of population aging for financial
stability.

Supplementary Material

To view supplementary material for this article, please visit http://doi.org/
10.1017/S0022109023001011.
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