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Abstract: We characterize the Carleson measures for the Dirichlet space on the bidisc,
hence also its multiplier space. Following Maz’ya and Stegenga, the characterization is given
in terms of a capacitary condition. We develop the foundations of a bi-parameter potential
theory on the bidisc and prove a Strong Capacitary Inequality. In order to do so, we have to
overcome the obstacle that the Maximum Principle fails in the bi-parameter theory.
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1 Introduction

Notation. We denote by D the unit disc D = {z € C: |z| < 1} in the complex plane and by JD its
boundary. We write A < B (A 2 B) if there is a constant independent on the variables on which A and B
depend (which might be numbers, variables, sets...) such that A < CB (CA > B respectively), and A = B,
ifASBandA 2 B.

*Partially supported by the grants INDAM-GNAMPA 2017 "Operatori e disuguaglianze integrali in spazi con simmetrie"
and PRIN 2018 "Varieta reali e complesse: geometria, topologia e analisi armonica"

TPartially supported by project 22-11-00071 by the Russian Science Foundation (results of Sections 3.1 and 3.3), by the
Ministry of Science and Higher Education of Russian Federation, agreement 075-15-2021-602

*Partially supported by grant 334466 of the Research Council of Norway, “Fourier Methods and Multiplicative Analysis”.

SPartially supported by by INDAM-GNSAGA, by the 2014 SIR grant "Analytic Aspects in Complex and Hypercomplex
Geometry", by Finanziamento Premiale FOE 2014 "Splines for accUrate NumeRics: adaptlve models for Simulation Envi-
ronments", and by PRIN 2022 "Interactions between Geometric Structures and Function Theories" of the Italian Ministry of
Education (MIUR).

© 2023 Nicola Arcozzi, Pavel Mozolyako, Karl-Mikael Perfekt, and Giulia Sarfatti
@@ Licensed under a Creative Commons Attribution License (CC-BY) DOI: 10.19086/da.91187


http://dx.doi.org/10.19086/da
http://creativecommons.org/licenses/by/3.0/
http://dx.doi.org/10.19086/da.91187

NICOLA ARCOZZI, PAVEL MOZOLYAKO, KARL-MIKAEL PERFEKT, AND GIULIA SARFATTI

In 1979, Alice Chang [16], extending a foundational result of Carleson [14] in one variable, charac-
terized the Carleson measures for the bi-harmonic Hardy space of the bidisc, that is, those measures u
on D? such that the identity operator boundedly maps 4?(D) ® h*(ID) into L?(u). In [15] Carleson had
previously shown that the bi-parameter theory presents very peculiar features. Results in bi-parameter
potential theory and harmonic analysis are scattered in the literature. See however Chapter 3 in the
monograph [24], and the references mentioned at p. 124, and the lectures notes [17]. At the same time,
Stegenga [27] characterized the Carleson measures for the holomorphic Dirichlet space on the unit disc.
Following standard use in complex function theory, we say that a measure U is a Carleson measure for
the Hilbert function space H if H continuously embeds into L2(u).

Carleson measures proved to be a central notion in the analysis of holomorphic spaces, as they
intervene in the characterization of multipliers, interpolating sequences, and Hankel-type forms, in
Corona-type problems, in the characterization of exceptional sets at the boundary, and more. In this
article we characterize the Carleson measures for the Dirichlet space on the bidisc, and we obtain as a
consequence a characterization of its multiplier space.

As the Dirichlet space is defined by a Sobolev norm, it is not surprising that Stegenga’s characterization
is given in terms of a potential theoretic object, set capacity, and that the proof relies on deep results from
Potential Theory, such as the Strong Capacitary Inequality. The main effort in this article is developing a
bi-parameter potential theory which is rich enough to state and prove the characterization theorem. There
are obstructions to doing so, which we will illustrate below.

Other approaches to similar problems have been suggested in the past. The closest result is Eric
Sawyer’s characterization of the weighted inequalities for the bi-parameter Hardy operator [25]. Sawyer’s
extremely clever combinatorial-geometric argument does not seem to work in our context, or at least
we were not able to make it work. The difficulty lies in the fact that Sawyer deals with the product of
two segments, while we work with the product of two hyperbolic discs. For similar reasons, we were
not able to extend the good-lambda argument in [7] to the bi-parameter case. The simple approach via
maximal functions in [8] could work, if knowledge concerning weighted maximal bi-parameter functions
was more developed. The difficulty is that, contrary to the linear case, bi-parameter maximal functions
do not always satisfy weighted [? inequalities. We refer to [13] and [17] for early, detailed accounts
of two-parameter processes and their associated maximal functions, and [19] for seminal results on
bi-parameter maximal functions. In the one parameter case, Carleson measures for the Dirichlet space
can also be characterized using a Bellman function argument [5]. At the moment, however, the Bellman
function technique, having at its heart stochastic optimization for martingales, does not work in the two
time-parameter martingale theory underlying bi-parameter Potential Theory. The scheme of dualizing the
embedding to translate the problem from bi-parameter—holomorphic to bi-parameter—dyadic has been
borrowed from [8, 9].

We now state our results more precisely. Let D(ID) be the Dirichlet space on the unit disc D = {z €

~

C: |z] < 1}; that is, the space of the functions f(z) = Y, f(n)Z", analytic in D, such that the norm

171 = X tnt D) |Fon)| = 11y + 5 [ 17 @ dA) <o ()
n=0

The Dirichlet space on the bidisc D? can be temporarily defined as D(D?) := D(D) ® D(D). The main

aim of this article is proving the following.
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Theorem 1.1 Let 4 > 0 be a Borel measure on ﬁz, the closure of the bidisc. Then the following are
equivalent.

(I) There is a constant Cy > 0 such that

sup R |f|2d.u < Cl“f”%)(]mz)» fe D(D2)§ )

0<r<1JrD

(1) There is a constant Cy > 0 such that for all n > 1 and for all choices of arcs Jl1 yene ,J,l and le, . ,J,f
on dD, we have that

u (Us(J,: ><J§)> < G Capy 1y <U J}! ><J,§>. (3)

k=1 k=1
Moreover, the constants C| and C, are comparable independently of |L.

Here S (J1 X Jz) =S (Jl) xS (JZ) is the Carleson box in D° based on J! x J2 and Cap(%é
canonical extension of %—Bessel capacity from linear potential theory to bi-parameter potential theory,
which will be defined later in the article. It can be estimated from above and below by the capacity which
is naturally associated with the reproducing kernel of D(ID?), and several other versions of capacity. In
the one parameter case, Stegenga (see [27, Theorem 4.2]) exhibited examples of measures A satisfying
the appropriate version of (3) for single arcs, but not for arbitrary unions of arcs. It is easy to see that the
measure (L = A ® m, where m is arclength, provides an example where (3) holds for rectangles, yet fails
for arbitrary unions of them.

We can, for the moment informally, view (2) as the boundedness of the imbedding Id : D(D?) —
L?(u). A measure satisfying (2) is a Carleson measure for D(D?) and we define

) is the

Wlem == HldH%(D(Dz),Lz(u))

as its Carleson measure norm. Actually, the result has a stronger version, which we will prove, where in
the left hand side of (I), f is replaced by its radial variation, whose main contribution is given by

Vario £(6,8) = [ [ (€8 ards, (€.8) €T @

The full definition appears in Section 2.6. In particular, this allows us to recover, on the bidisc, Beurling’s
result [12] on exceptional sets for the radial variation of functions in the Dirichlet space.

A function b holomorphic in D? is a multiplier of D(D?) if multiplication times b, My, : f + bf, is
bounded on D(ID?). The operator norm of M,, is, by definition, the multiplier norm of 5. From Theorem
1.1 we deduce a characterization of multipliers.

Theorem 1.2 Let b be holomorphic in D? and define the measure dy, := |d,,b(z,w)|>*dA(z)dA(w). There
exist positive constants Cy,Cy such that:

HMbH%(D(Dz)) ~ [plem + |10]1 = + Su%ﬂazb('a w) *dA(-)]empm)) + sug[!&wb(z, VNPAAG)]empmy)s )
we ze

where HCM(D(]D))) denotes the Carleson measure norm with respect to the Dirichlet space in the disc.
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Up to this point the results exactly match those obtained by Stegenga in 1980. The proof, however,
has to overcome a series of obstructions. The most prominent one is that the potentials of positive
measures do not satisfy a maximum principle: the supremum of the potential V¥ of a measure y can be
much larger than its supremum on the support of . Essentially, this is due to the fact that the product
of distance functions on metric spaces X and Y is usually very far from itself being a distance on X x Y.
To oversimplify a large body of knowledge, a far reaching Potential Theory can be developed if the
reciprocal of the defining kernel behaves like a distance, satisfying the triangle inequality up to a constant
factor. The product of two copies of such kernels, however, fails to satisfy this property.

In order to isolate the essential difficulties, it is convenient to transfer the holomorphic problem to a
dyadic one. In the sequel, T will denote a set of vertices labelling dyadic arcs in dD, which might be
seen as an oriented dyadic tree with respect to the relation / C J: we identify a dyadic arc with a vertex
of T, and an oriented edge of 7' can be thought of as an inclusion relation J C I of a a dyadic arc in the
dyadic arc of twice its length. To each arc I we associate the usual Carleson box S(/) and the Whitney
square Q(I) consisting of its upper half, Q(I) = S(I) \ UJ;CJS(J).

It is convenient to set up a different notation for objects related to ID and objects related to 7: we will
assign to a dyadic arc [ a label ¢y in T and, vice versa, each « in 7 will be the label of some dyadic arc
I = I(at). The root of T is o, where I, = dD. Also, T has a natural boundary d7, endowed with a metric
which makes T = T UJdT into a compact space. We can think of an element { in 9T as the label for an
infinite, decreasing sequence of dyadic arcs: P({) 1= {I,};_,, with I, D I,41, and |I,| /2 =27". We
write ¢ < B if I, C Ig. This convention is different from the one used in [7]. To each & in T we associate
the subset P(ot) = {B : o < B <o}. To each o we also associate the region S(a) ={{ €T: a € P({)}.

The geometric objects defined in the disc have natural counterparts in the bidisc: we define S(J! x
J3) =S x S(J?), QU x J?) = Q(J') x Q(J?), and so on. The bitree T?> = T x T labels dyadic
rectangles. If & = (o, @,) € T x T, we associate to it J(a) = J(o) x J(,). A basic fact is that T2,
identified with the set of the dyadic rectangles J' x J2, does not have a tree structure with respect to
inclusion. We can move positive Borel measures from D to TZ, in a way which will be made precise
later: to each Borel measure (t on D’ we associate a unique Borel measure A" on T’ and, vice-versa, to
each Borel measure v on (d7T)? we can associate a unique Borel measure A,V on (dD)? (here we restrict
ourselves to measures supported on (972, since we do not really need to transplant the measure on the
rest of the bitree to the bidisc). Essentially, A,V associates in natural way a measure on the distinguished
boundary (dD)? of D? to the restriction of v to the distinguished boundary (dT)? of T?. Conversely,
A* 1 concentrates the measure of Q(I,) C D? into « € T?2, it essentially preserves the measures on the
distinguished boundaries, and acts in a mixed way on the remaining parts of the boundaries. The precise
definitions of A, and A* are slightly technical and will be given later.

We define a natural bi-parameter Hardy operator 1 acting on functions ¢ : T - R,

Io(g):= Y o(a), (6)

aeP(f)

provided the sum makes sense. This is certainly the case if ¢ > 0, which is what we will assume
throughout the article. We define the operator I on real valued functions in order to have for its adjoint the
usual definition. The operator I is analogous to the bi-parameter Hardy operator studied by Eric Sawyer
in [25], and it is the bi-parameter version of the operator I introduced in [7]. Dually, we have the operator

DISCRETE ANALYSIS, 2023:22, 57pp. 4


http://dx.doi.org/10.19086/da

BI-PARAMETER POTENTIAL THEORY AND CARLESON MEASURES

I* acting on (a priori, signed) Borel measures on T u(a):= pu(S(a)). These simple operators encode
all relevant information.

Theorem 1.3 Let U be a positive, Borel measure on ﬁz. Then

2
Cilulem < U132 2400y < Colttlen, 0
where Cy and C; are universal constants. Moreover, we can replace [l|cy by the larger quantity

2
sup HVaer 212 s
1 £llpp2=1 LD dp)

where the radial variation of f, Var f, is defined in (29), and has (4) as its leading summand.

With this theorem at hand, the characterization of the Carleson measures for D(ID?) can be reduced
to that of estimating the quantity ||]IH23(£2(T2)7 12(v))» and it suffices to consider the case of nonnegative
functions. In the linear case, in [7] this was done in terms of a Kerman—Sawyer [21] type testing condition.
We will instead follow the capacitary path introduced by Maz’ya [23], then Adams [1], in proving sharp
trace inequalities, which was transplanted by Stegenga [27] to the holomorphic world.

Following a general scheme [2, Sections 2.3-2.5], the operators I and I* can interpreted in terms
of a potential theory on (T')? x T2. More precisely, we consider the potential kernel k({, o) = (o €

P(§)) =x({ € S(a)). Following [2],if E C T, then we define discrete bi-logarithmic capacity by
Cap(E) = inf {||@l[2 72, : Tp(£) = 1if C € E . ®)

The trace inequality we wish to prove is

Theorem 1.4 There are positive constants C1,C, such that, if v is a Borel measure on Tz, then

0w (UriS(e) v (UrS(a)

< |32y 20y <C2 sup .9
n>la,....0,€T* Cap (U;?:]as(aj)) (EIRLEV) n>1:0.....0,€T> Cap <U;F:18S(aj)>

Theorem 1.4 follows by a standard argument from a Strong Capacitary Inequality of Adams type [1].

Theorem 1.5 There is a constant C > 0 such that, whenever @ : T? — [0, +o0),

| cap((¢ € @1 19(0) > 21)d2> < Clgla ey (10)

The Strong Capacitary Inequality is standard when Cap is the capacity associated to a radially
decreasing kernel. This is the case, with sufficient approximation, in the linear case of a tree 7', where Cap
is associated with a Bessel-like kernel. See for example [2] for the general theory, [20] for the relation
with semilinear equations, and [10] for case of trees and metric spaces. The literature on Bessel-like
kernels is vast and we just mention a few titles. However, our capacity is associated with the tensor
product of two Bessel-like kernels, which is itself very different from a Bessel kernel, in the same way
that the tensor product of two distance functions is typically not a distance function. In particular, the
Maximum Principle for potentials fails completely.
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Proposition 1.1 For any A > 1 there exists a measure [ > 0 on (9T)? such that V¥ < 1 on supp u, but
VH(&o) > A at some &y € (T)%. Moreover;, we can take |1 = U to be the equilibrium measure of some
set EC oT2.

We go around this difficulty by proving an estimate showing that the set where the potential is large
has small capacity. This is the main novelty of this article.

Theorem 1.6 There is a positive constant C such that, if |L is the equilibrium measure of a Borel subset of
(dT)?* and A > 1, one has:

||H*.UH%2(T2)

Cap({§ € (IT)*: V¥(§) > 1}) <C——5

(1D
Theorem 1.6 is reduced to a new problem in linear Potential Theory on the tree 7', which is solved.
We have considered the Dirichlet space on the bidisc only. Some parts of our argument easily extend to
more general environments; for instance, Theorem 1.2 extends to polydiscs. The dyadization scheme
in Theorem 1.3 can be similarly extended to polytrees with any number of factors. We believe that the
results can be extended using different powers in the definition of the Dirichlet norm: 1 < p < e isa
natural choice. Weights could be taken into consideration. As this article enters unexplored territory, we
have preferred to consider its most basic object: the unweighted Dirichlet space (p = 2) on the bidisc. Our
results can also be used to prove trace inequalities in other contexts, using different dyadization schemes.
We will return to this in other works. We have made an effort to provide all details of all proofs. We will
point out, however, which parts of our arguments are, in our opinion, standard, and which are new.

Layout of the article

The paper is organized as follows. In Section 2 we prove Theorems 1.1 and 1.2 — modulo the Strong
Capacitary Inequality — as well as several other statements mentioned above. We introduce the discrete
model of the bidisc, move the problem there and solve the discrete version. The approach is adapted from
one-dimensional techniques, and mostly follows [9] and [10]. We only present the general line of the
argument, postponing technical details to the Appendix. Section 3 contains substantially new results.
There we prove the Strong Capacitary Inequality on the bitree, which is a crucial part of our method.
Section 4 contains some concluding reflections. In the Appendix, Section 5, we collect auxiliary results
used or mentioned before, as well as some counterexamples.

2 Proof of Theorem 1: discretization and ’soft’ argument

We start with introducing some notation and describe the properties of D(ID?) that we use later.
Given a holomorphic function f(z1,22) = ¥ n>0 @GmnZ}'z5 o0 D? we let

||f||2®([D)2) = Z |amn|2(m+ 1)(7’l+ 1)

m,n>0
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This norm can also be written as follows,

1
Hﬂ@mq=—;/J@mJ@bmﬂ%mcn¢um»+mm o | [ 10 f e PdaG) dr+

0<r2<1 27[

sup // 0=, f (r1€”,22)|*dsdA(z2) +  sup / / (rie”, re™)[*dsdt =
am Jap

o=n<l 27[ 0<ry,rm<1 47'[
|£]|I> + other terms,

where || f|| is a seminorm which is invariant under biholomorphisms of the bidisc. In what follows
however we use an equivalent norm, arising from the representation D(D?) = D(D) ® D(D). For
f € Hol(D) let

1 /
171 = 2 [ I ()P dAG) +Cols () (12)

where Cjy > 0 is a constant to be chosen shortly. It is classical fact that the Dirichlet space on the unit
disc is a Reproducing Kernel Hilbert Space (RKHS) [3], and, consequently, D(ID?) is one as well. The
reproducing kernel K, z € D?, generated by || - ||p, is

1 1
KZ(W) = <C1 +10g 1_21”}1) <C1 +10g 1—22\4}2> y ,w S Dz (13)

a product of reproducing kernels for D(ID) in respective variables. Here C; = 1/Cy. Hence K; enjoys the
following important property
RK:(w) ~ |K:(w)], zweD?, (14)

if we take C; to be large enough (see Lemma 5.1).

This Section is organized as follows. First we use duality arguments and the RKHS property of
D(ID?) to replace the Carleson Condition (2) with something more tangible, first doing so for measures
supported strictly inside the bidisc. Then, in Section 2.2, we construct the discrete approximation of the
bidisc — the bitree — and we introduce the basics of (logarithmic) Potential Theory there. Next we move
all the objects from the bidisc to the bitree, obtaining an equivalent discrete characterization of Carleson
measures for D(ID?), see Theorem 1.3. Adopting the approach by Maz’ya we reduce the problem to
verifying a certain property of the bilogarithmic potential — the Strong Capacitary Inequality. Assuming
this inequality holds, see Theorem 1.5 and its proof in Section 3, we prove Theorem 1.1 for measures

. S . . . =2
inside the bidisc in Section 2.5. In Section 2.6 we extend this result to measures supported on D™ and

replace the function f in (2) with its radial variation. Finally, in Section 2.7 we describe the multipliers of
D(D?).

2.1 Duality approach

Let > 0 be a finite Borel measure on ﬁz, and assume for a time being that u(dD?) = 0. We consider
the general case later in Section 2.6.
To modify (2) we first observe that the embedding Id : D(D?) — L?(D?,du) is bounded if and only
if the adjoint operator
0 :=1d" : L*(D*,du) — D(D?)
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is bounded as well. To proceed we need to know the action of ®, which is provided by the RKHS property
of D(D?). Indeed, given a function g € L?(D?, du) we have

(©g)(z) = (©8,Kz)pm2) = (8, K2) 202, ap) = /ng(W)Kz(W) dp(w).

Then boundedness of ® means that for any g € L?(D?, dut) one has

||g"1%2(D2,dﬂ) 2 ||®g||%3(]1)>2) = <®ga®g>®(D2) = (s ®8>L2(J]J>2,du) =

- (15)
L, L 8@stK.00)dul)du ()
D2 JD2
Taking g to be real and non-negative, we see that (15) becomes
Il 2 [ [ @8 0nREw) di (@) (), (16)

since, clearly, [po [p2 8(2)g(W)SK,(w)du(z)du(w) = 0. On the other hand, if g is an arbitrary function
in L2(D?, du), then (16) applied to |g| gives

I8 2 [, [ le@Ils) B () dn @) duw) = [ 1g@le0n) 1K) dp@)dia(w),

and we are back at (15). To summarize, the measure  on D? is Carleson for D(]D)Z) if and only if (16)
holds for any non-negative function in Lz(]D)z, du). Observe that unlike (2), condition (16) does not
mention the Sobolev norm of the Dirichlet space, nor its analytic structure, which makes it a much more
viable candidate for discretization.

2.2 The bitree

Let T be a rooted directed uniform (each vertex has the same amount of children) infinite binary tree —
in what follows we call such an object a dyadic tree. There is a natural order relation provided by the
arborescent structure: given two points , 8 in the vertex set V(T') we say that a < f3, if B lies on the
unique geodesic connecting & and the root o, we also write > «, if & < 8. Here and when this is less
cumbersome, we identify a geodesic with a sequence of vertices in the obvious way. Consider an infinite
directed sequence @ starting at the root, i.e. ® = {a)j }7’:0 with @° = 0, @/*! < @’/ and @’ , @/t are
connected by an edge. The set of all such sequences is (as usual) called the boundary of T and denoted
by 0T, we alsolet T = T UJT. For any @ = {0)1}7’:0 € dT we always say that ® < @/, j > 0.

If o, f € V(T)UIT, then there there exists a unique point Yy € V(T )UJT that is the least common
ancestor of o and 3, we denote it by o A 8. Namely, we have that y > o, ¥ > 3, and if there is another
point 7 satisfying these relations, then ¥ > 7. In other words, 7y is the first intersection point of the
geodesics connecting o and B to the root. The total amount of common ancestors of & and f is denoted
by dr (oA B). Note that dr (o A B) = disty (a A B,0) + 1, where disty is the usual graph distance on 7.
dr may be infinite; for instance, dr (@ A @) = e whenever @ € dT. The predecessor set (with respect to
the geometry of T') of a point @ € V(T)U T is

Pla) = {B € V(T)UIT: B> al.
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In particular, every point is its own predecessor. The successor set is
8(B):={aeV(T)UdT: BeP(a)}, BeT.
Clearly dr (A B) = |P(a A B)|.

A dyadic tree is a well known and often used way of discretizing the unit disc, so it is reasonable to
assume that the discrete analogue of the bidisc ID x ID should look like a Cartesian product of two dyadic
trees. With this observation in mind we define the graph 72 which we call bitree as follows. Given two

dyadic trees T, and 7, we let
V(T2) := V(L) x V(T;),

to be the vertex set of 72. In other words a vertex o € V(T?) is a pair (0, ) of vertices of two
(identical) coordinate trees. Given two vertices o, 8 € V(T?) we connect them by an edge whenever
o, = B, and &, and B, are connected by an edge in Ty, or, vice versa, o, = fB, and ¢, B, are neighbours.
The order relation (and hence the direction of T'?) are induced from the coordinate trees, we say that
a < B if and only if &, < B and a, < B,. As in one-dimensional case we define the boundary 972 :=
T, x 0T, AT, x T, JdT, x 9T,. The last part dT; x dT, we call the distinguished boundary of the bitree
(similar to the bidisc setting) and denote by (dT)?. We also let T° =12 UAT?. As before, we define
predecessor and successor sets of a vertex o = (@i, 0,) using the same notation

P(ar) = P(0t) x P(ay), S() = S(ex) x 8(ay).

Sometimes, to avoid confusion, we specify the dimension by writing S7(a) for a point « in the tree 7,
and 872 () for a point « in the bitree. We use the same convention for predecessor sets.

Similar to one-dimensional setting we denote the number, possibly infinite, of common ancestors
of a and B by dr2(a A B), where ot A B = (. A By, &ty A By) is the (unique) least common ancestor of ¢
and 3. We have

dr2(a A\ B) = dr (0w By) -dr(oy A By) = [Pl AB)[[P(oy ABy) | = [P(a A B

In what follows we do not really need to consider the edges of T, since we are studying the unweighted
Dirichlet space. From now on we do not distinguish the graph and its vertex set, in that we write & € T’
(T) instead of o € V(T?)JIT? (V(T)JAT). We also write dr(a,) and dy2(f) instead of dr (ot A )
and dp2 (B AB).

A natural way to interpret the dyadic tree is to identify its vertices with the approximating intervals
for the classical Cantor set on the unit interval. Namely, consider the ternary Cantor set £ = (7., Ej,
where Eq = [0, 1], and Ej consists of 2¥ closed intervals of length 3%, Then each point of T corresponds
to a unique interval in E; (or, more precisely, to its midpoint), and, similarly, d7 maps to E. In the same
vein the points of 72 correspond to ternary rectangles (Cartesian products of centerpoints of intervals in
E; and E}). In particular, (9T)? can be identified with E2. Note that this means that T can be embedded

into R?, and, consequently, 77 into R*. We will use this embedding to define a Potential Theory on the
bitree. We also observe that 72 no longer has unique geodesics; it is not acyclic like 7. However, T? still
does not have directed cycles.
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2.3 Potential theory on the bitree

We start by defining a metric on 7": given o, € T~ we let
8(a,B) =2 dr(anB) 4 p—dr(onfy) _ 1 <27dT(ax) 42-dr(B) 4 p—dr(e) _,_Z*dT(ﬁy)) (17)
) * 2 .

This metric makes 7" into a compact space. The properties of a metric are easily verified for the function
8:: T XT — [0,00), 8, (0, By) = 24 (MPe) _ 1 (p=dr(®) 4 2=dr(B)) "and § is the sum of two copies of
such distance, one on each factor of T x T'.

Denote by M the (open) bitree T2 equipped with the counting measure v, (so that v.({a}) = 1, & €
T?). We define a kernel G: R* x M — R, to be G(«, ) := Xs, (), where a € T C R* (here we
consider 7~ to be a compact subset of RY), B € T2 and 84 := {y € T y< B} is the T -successor set
of B. It is easy to verify that G is lower semicontinuous on T C R* in first variable, and measurable on
M in second variable. Extending kernels, functions, and measures from T to R?, by letting them be
zero outside Tz, we are squarely in the context of Adams and Hedberg [2, Chapter 2]. We thus have
a well-defined potential theory on the bitree. We refer to [2, Chapter 2] for the general theory, while
recalling some of its main features below.

Given a non-negative Borel measure [ on T (which by extension is Borel on R*) and a non-negative
v.-measurable function f on M we let

(1) () := fry G(a, B)f(B)dVe(B) = Lyza £ (1), (18a)
(1) (B) = [ G(at, B)dp(e) = fy(q) di(ct). (18b)
Observe that a measure supported on 72 and a non-negative function there are pretty much the same

objects — a collection of masses assigned to the points of the bitree. The Potential Theory generated by
these two operators leads us to the notions of bilogarithmic potential

VH = (1) (1) (19)
and capacity
CapE:—inf{/fzde: F>0,(If)(a)> 1, aeE}, 20)
for Borel set E C T~. Given two Borel measures u,v>0on T” we define their mutual energy to be
eluvi= [ viav= [ Vau= ¥ u)e)Iv)a), @)
T r aeT?

the last two equalities following from Tonelli’s theorem. When u = v we write €[u] instead, and we call
it the energy of 1. Given a Borel set E C T there exists a uniquely defined equilibrium measure g > 0
that generates the minimizer in (20), so that

CapE = [ (1'ue)?dve = &lue] = s (E)

see [2]. If E is a compact set, then one also has supp ug C E.
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2.4 From the bidisc to the bitree: measures supported inside

Now that the bitree has been defined, we can move all the objects from the bidisc here. In doing that we
first assume that the measures in question are supported on D? (so they have no mass on the boundary).
We start with making a decomposition of the unit disc into dyadic Carleson boxes. For integer j > 0 and

Figure 1: Discretized disc

2mi(21—1)

1<I1<2letzy=(1-2"7)e "7 ,andforz=re" €DletJ(z)={e": t—(1—r)n<s<t+(l—r)n},
S(z) = {pe™: e €J(z);r <p <1}, and let Q(z) = {pe” € S(z) : 15X <1—p < 1—r} be the "upper
half” of S(z). We write Qj; := Q(zj;). Now we see that there is one-to-one map between points (vertices)
of T and dyadic Carleson half-cubes Q;; Qo corresponds to the root o, Q11 and Q> to its two children
etc. (see Fig. 1). In other words, for every a € T there exists a unique half-cube Q, and vice versa, for
every half-cube Qj; there is exactly one point a’l € T. The collection {Quq }aer forms a covering of the
unit disc. Note also that given a point z € D it is possible to pick the half-box Oy 3 z in a unique way.
Though it can happen that there are several half-boxes Q containing z (up to four), we can still pick
up one of them (say, whichever is closer to dID and/or with larger argzj;), and we do this, wherever it is
needed, in a consistent fashion throughout the whole paper.

Next we introduce an auxiliary graph & in such a way that V(&) := V(T), and {c, 3} is an edge
of &, if clQy NclQp # 0. Here cl means closure in Euclidean distance. Basically we take T and add
extra edges connecting points corresponding to adjacent Carleson half-cubes, see Fig. 2. Given a vertex
or leaf oo € V(T)|JIT we define the G-extended predecessor set to be P (o) :={B € V(T) =V(&):
dists(B,T(0,)) < 1}, where I'(0, &) is the (unique) geodesic in T connecting @ and the root o. In other
words, we take the T-predecessor set Pr(a) and add all the adjacent (in &) vertices (see Fig. 3). As
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Figure 2: Graph &

’ /\ N - \

(a) Predecessor set (b) Successor set

Figure 3

before, we set S () :={a@ €T : B € Ps(@)} to be the B-extended successor set. Since (by definition)
P(ar) C Py (@) for any o € T, we have the same inclusion for the successor sets, S(at) C S (@), and this
inclusion is proper unless the vertex in question is the root 0. On the other hand, the successor sets are
’comparable on average’. To elaborate, let N(a) be the set of neighbours of @ in & (so « is connected by
an edge in & to the points in N(a)). Then

Ss(a)C |J S(B), (22)

BeN(a)

and |N ()| <5 (in particular (o7 N(¢t) covers each point at most 5 times). Another way to look at
8 (a) is to consider the dyadic interval J,, and its two immediate neighbours of the same rank J;. Then

Se()NT={BeT:JgCJleUJ,UJ;}.
The correspondence between dT and dD will be explained later in Section 2.6. Finally, we let

de(aNB):=[Pe(a)NPe(B)l, aBeT.
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As before, we keep the same notation for the bitree, namely given two points & = (0, ¢,) and B = (B,, By)
in 72 we set

P2 () =P (o) X P (), Sz () := 8 (0ty) X S (0ty)
dg2(a N B) :=de (oA Py) -de (o A Py)

The main reason to introduce this auxiliary graph & is that the geometry of the tree 7' does not completely
agree with the geometry of the unit disc ID. For instance, one can easily find a pair of points z,w € D,
very close to each other, while the tree distance between o and 8 corresponding to these points (i.e.
Z€ Qq, w € Qp) is very large. It is a well-known (if somewhat minor) obstacle, and there are several
ways to overcome it. We have chosen what we think is the simplest one, especially since we do not care
about precise values of arising constants.

Taking two identical dyadic coordinate trees Ty, T, we see that the collection {Qq} = {Qq, X
Qo }, 00 = (o, 00) € T, X Ty, = T? gives almost a disjoint decomposition of the bidisc ID x D (these
Whitney cubes may intersect, but each point of the bidisc is counted at most 16 times). Assume that it > 0
is a Borel measure on D? for which pt(dD?) = 0 and that g € L*(D?, du) is a non-negative function. We
then let

[L(Ot) = “(ro)a
2= g [ sdut) a=(ana)eT? 29

and we set g(a) := 0, if u(Qy) = 0. Now we recall that y is Carleson measure for D(ID?) if and only if
(16) holds for any g as above, namely

2(M2 d d = w d d w) =
02, ) = /g u(e 2/ Qa2 [ [ K.(w) dp(2)dua(w)
Y [ s@gtnIEw)dua(z) du(w)
(X€T2ﬁ€T2 «’/Op
(24)

In order to proceed we need the following Lemma, the proof of which is given in Section 5.1.

Lemma 2.1 For any o, B € T? we have

RK:(w) = de: (A AP) :dei(ax/\ﬁx)’d@(ay/\ﬁy)v 2€Q0a, WE Qﬁ‘

Applying Lemma 2.1 to the right-hand side of (24) we get

/ . /QB RK,(w) du(z)dp(w) =

// W)dge (0 B) dpa(z) dia () =
aeT2ﬁ6T2 «’/0p

Y. Y 2(@)&(B)de (o A Bi)de (ot ABy) ()i (B)

oE€T? BeT?

oceTzﬁeT2
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We attack the calculation from the end, letting o(o) = g(a)fi(), a € T? (recall that measures and
functions on 72 are the same):

2

Y| X o =Y Y Y omeB)=) ) o(a)o(B) =

yeT? \ a€8y2(7) yeT? a€8 g ( )[36862( Y) a€T? BET? yeP ()P 2 (B)
Y ) [Pe(d)NPe(B)lo = Y Y 3()3(B)de(ouBi)de (0t ABy)iL(c) i (B).
acT? BeT? acT? BeT?

Repeating the calculation with P instead of P> we obtain

) ( Zy) ) Y. Y a(@)@(B)dr(onB)a(e)(B)-

yeT? \aes( acT? BeT?

The successor set formula (22) implies that

2

Y| X o@] =Y oSs(n)x8e(r)’~ Y. o(S(r)x8(5))* =

YET? \ @842 (7) YeT? YeT?
2

) ( ) G(OC)) .

yeT? \aes(y)

Combining the estimates above we see that (24) is equivalent to

Y | £@an@z ¥ Y #e)iBldronBR@AE),

oEeT? aeT? BeT?

where g and [i are defined in (23). We see that if g is constant on the boxes O, and u is Carleson measure
for D(D?), then

2
181 ream 2 Y, Y. &(@)E(B)dr(anp)i(e)i(B) =Y, (Z §(B)ﬂ(ﬁ)> . (25
oeT? BeT?
On the other hand, by Jensen’s inequality,

MY RECETICES W)

acT? ocT?

so if (25) holds for any non-negative g in L?(T?, dji), then y is Carleson.
Let v > 0 be a Borel measure on Tz. Given a v-measurable function ¢ defined on Tz, we let

Go)B):= [ ple)avie), peT* 26)
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Since by our temporary assumption fl is supported on 72, inequality (25) can be rewritten as
”H gHZZ T2) S ||g”L2 T2 dj1)’ (27)

which means that the operator I; : L>(T?,dji) — ¢*(T?) is bounded (and its operator norm is comparable
to the Carleson constant [u]). Given a pair of real functions ¢ € ¢>(T?) and f € L*>(T?, dv) we see that

(9. ey = ) / o(a)dv(a)f(B)= [, o(a) Y, xsp)()f(B)dv(a)=
Ber? Ber?
,z(p Zf <(p ]If>L2T dV)
B>a
Hence I, as an operator acting from ¢2(T?) to L? (Tz, dv), is adjoint to I}, and ||I|| = ||I}||. We arrive at

the following statement.

Proposition 2.1 Let i1 > 0 be a Borel measure on D* and define fi as in (23). Then fi is a trace measure
for discrete bi-parameter Hardy inequality,

JRC LA W) o9

if and only if 1 is Carleson for D(D?). The best possible constant in (28) is comparable to the Carleson
constant of U.
2.5 Proof of Theorem 1.1: Maz’ya approach

Here we show that trace measures for the bi-parameter Hardy operator admit a characterization via
a discrete subcapacitary condition, as in Theorem 1.4. Then we translate this condition back to the
continuous world, obtaining (3).

Let v > 0 be a Borel measure on Tz (note that now it might have non-zero mass on dT?). We call it
subcapacitary, if for any finite collection {ocJ} ' | C T? one has

N N
v (U S(aj)) < CCap (U S(Ocj)>
j=1 j=1

for some constant C > 0 the depends only on v — the smallest such constant we denote by Cy).
Assume now that v is a trace measure for the Hardy operator,

Lartavs ¥ £

aeT?
for any f: T? — R, . Given a Borel set E C T consider the family

E={fe€lX(T?):f>0,1f >1onE}
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of E-admissible functions. Then for any f € Qf one has

V)= [Ledv < [L09Rav S IR,

Taking infimum over Qz we immediately get v(E) < CapE.

The other direction is more involved, and the argument follows the route pioneered by Maz’ya.
Assume that v > 0 is a subcapacitary measure on T° and that f € 2(T?), f > 0. By a distribution
function argument

/TzfzdvzZZQkV{aeTZ:Hf>2k}.

keZ
Since f > 0, we have that if (If)(c) > 2%, then (If)(B) > 2* for any 8 < o. Therefore for any k € Z

there exists a countable family { o/ =0 C T? such that
{oc eT :1f > 2"} =Js(a),
j=0
with (If)(eq) > 2%, It follows that

N N )
T2 kL _ 1 N < 7 A J
v{(x eT :If>2 } —Aljl_rgov (U S(ak)) NAlll_r>rC1>OCap (U S(ak)> = Cap (U S(ak)> .
j=0 j=0 j=0
Now assume for a moment that the following inequality holds (see Theorem 1.5 and its proof in Section
3),

Y. 2 Cap{If > 2} < €| fI3
kEZ

for some absolute constant C > 0. Then we immediately have

Zzzkv{a eTZ:]If>2k} < Zzszap{a ET2i]IfZ Zk} SCH]CH?(TZ)7
keZ keZ

for any f > 0 on T?2. Therefore V is a trace measure for Hardy inequality. Theorem 1.4 is proven.

All that remains to finish the proof of Theorem 1.1 (for measures with zero mass on dD?, and still
assuming the Strong Capacitary Inequality) is to go back to the bidisc. We start by defining a continuous
version of capacity that is convenient for our purposes. The Riesz-Bessel kernel of order (%, %) on the
torus (9D)? is

by (@0 =10 M He—mlE 2= (@9,6%), L= (M ™) € (D),

2°2

where the difference 6; — n; € [—7, 1) is taken modulo 27. The kernel extends to a convolution operator
on (dD)? acting on Borel measures supported there,

Buyp@ = [ byl O)au()

=
(ST
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Let E C (dD)? be a closed set. The (3, 3)-Bessel capacity of E is
Cap(1 1y(E) = inf{||7 |22 (apy2.gm) * 7> 0 and By 1yh > 1onE},

and it is realized by an equilibrium measure Ug:

Capy )(E) =&y el = /(,m)z(( 4

where m is normalized area measure on the torus (9ID)?.
Let {J;}!_, be a finite collection of dyadic rectangles on (dD)?, i.e. Ji = J} x JZ, where J! is a
dyadic interval in dID. For any such collection there exists a unique sequence {(xk}ff:o C T? such that
=S N (dD)? (here Sq, 1s the Carleson box corresponding to 0y ), and vice versa, any finite sequence
{ock} I, produces a family {J;}?_, of dyadic rectangles. A standard argument shows that (2, 2) -Bessel
capacity and discrete bilogarithmic capacity are comparable. For the proof, see Section 5.1.

2
HE)(E)) dm(z).

N\'—

Lemma 2.2 For any finite collection {0y }Y_, one has

N
Cap1 1 (U Jk) ~ Cap (U S(ak)> :

k=0
where oy and Jy, are related as above.

Theorem 1.1 follows immediately. Indeed, we have shown that g > 0 on D? is Carleson if and only
if its discrete image [i is a trace measure for Hardy operator, and that this happens if and only if i is
subcapacitary in 7. Since R(UY_,8(0y)) = u(UN_oS(Jk)). (3) follows, and we are done.

2.6 From the bidisc to the bitree: general case

Up until now we assumed the measure u to be supported inside the bidisc. Here we get rid of this
restriction and prove Theorem 1.1 in full generality, still assuming the Strong Capacitary Inequality.

We also show that C[u] is comparable to sup || Var f ||L2 B.au) 2 promised in Theorem 1.3. To do so
u

we first need to define the discrete image of a measure with non-zero mass on the boundary dD?. We
consider the case of the distinguished boundary (dD)? first, which is more interesting and contains the
ingredients for the remaining part as well. The problem is that the boundaries of the complex disc and of
the tree, and the measures supported on them, can not be identified without some care.

We introduce a map A : (9T)? — (dD)?, A(@) = (Ao(),Ao()), where Ag : T — ID maps a
geodesic ® = {0 = 0°,',...} to the point Ag(®) = "_( Se € ID. We will use A to move measures
back and forth from (9T)? to (dD)2, in such a way corresponding measures have comparable mass and
energy.

Consider on T the distance

8o(E, &) = 2-rErE) _ ; (2—dT(C) +2—dr(§))
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It is clear that Ag is a Lipschitz map with respect to the distance 50 on dT and Euclidean distance on
dD, and that A is injective but for the set of the dyadic values 2% with 1 < Jj < 2", which have two
preimages.

Then A is Lipschitz with respect to the distance & defined in (17) on (9T)? and the usual distance of
the torus (dID)2. Given a positive, Borel measure v on (d7)?, let A, v(F) := v(A~!(F)) be its natural
push-forward. We need to define an (unnatural) pull-back. Given a positive, Borel measure i on (9D))?,
define A*u be the measure assigning to a Borel subset E C (9T)? the number

iy [ HATAEDNE)
NRE)= oo Ry O

2)1

that is, ( )
. B Yiea-1({z) @
Jory o00N R0 = [ SEE ),

If it is well-defined, then A*u defines a countably additive, positive set function. But we have to show,

first, that the function z — W = @g(z) is measurable on (9D)? (this is a simpler but slightly
more technical version of the argument in [10]).

For each point @ in T we denote its children by o and o—. We can split 0T = A, UA_ UA into
the disjoint union of three Borel measurable sets: A is the countable set of the geodesics @ = (0")5_
such that ®""! = @" definitely; A_ is defined similarly; A = 9T \ (A+ UA_)). The map Ay is injective
on each set. Correspondingly, we split (9T)? into nine disjoint measurable sets By, ..., By , on each of
which A is injective.

The map z — #(A~!({z})) takes on the value 1 on A(A x A), it takes on the value 2 on A(Ax x AU
A x AL), it takes on the value 4 on A(A+ x A UA+ x A1 ); hence, it is Borel measurable on (D).
Similarly, the map z +— #(A~!({z}) N E) takes on the value 1 on A(A x ANE), etcetera; hence it is Borel
measurable as well. Thus, ¢g is measurable, as desired.

Next we consider the measures on the rest of the bidisc. First we extend the map A on T by letting
Ao, o) = Ag(0) X Ag(0ry), where Ag(0k) := Qq,, Ao(@y) := Qq, . if & = (04, 0y) € T?. For a point
(o, wy) on the mixed boundary 7' x dT we set A((0ix, @y)) := Qq, X {Ao(®y)}, and we do the same for
the other part of the boundary.

Assume [ to be a positive Borel measure on D x JID) and let o, € T, and E, be a Borel subset of Ty,
We define the pull-back to be

Ay ({z2}) NEy}
1Ay ({221)}

the integrand being measurable for the same reasons as above.
Any set E C T x dT is a disjoint countable union of the product sets, i.e. there exist families { Otx} Eyj , J=
0,..., such that

<mm@%wam=4 [ du(z1,2),

oo

E=\/ ({o} xE]).

j=0
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Hence A*u admits a unique extension to Borel sets on 7 x dT. The measures on dID x D are dealt with
the same way.
Finally, for a € T2 we put

(Au) (@) = p(Ale) = 1(Qa)-

We also need the one-dimensional version of the pull-back. Consider a Borel measure 1 > 0 on the
closed unit disc D, we define its pull-back to the tree T to be

8(Ay ' ({z})NE)
on  H(Ay' ({2}))

for a set E C JT (it is much simpler in one dimension, since we do not need to take care of the mixed
parts of the boundary).

There is no natural way to define a push-forward A, of a measure on T2 (or on T x dT for that
matter), since a point mass on 7 (a positive number attached to a point & € T'?) can be moved to Qg in
several different manners (for instance it could be spread uniformly over Q, or considered as a point
mass, concentrated at the centerpoint of Q). On the other hand, in what follows we do not need to use a
push-forward of such a measure anyway.

Now we can prove the following Theorem, which contains one half of Theorem 1.3.

(Agkt) (@) = (Qa); AgH(E) = du(z),

Theorem 2.1 Let i be a Borel measure on ﬁz, then

~ 1],

2
jul |B(22(T2),L2(72,dA* D(D2),L2(D",dp))’

is also comparable with the best constant K> in the stronger inequality

D(D2),L2(D",du))

L Var 2w < K211y .
where Var is the radial variation of f.
Let f be holomorphic in D2. The radial variation of f at (§,5) €D is
Var(f) (81, &) = Varia(f)(&1, &) + Vary (f)(81) + Vara () (&) +1£(0,0) =

e G & (29)
|7 [T ot Gralidalidzl+ [ 710: 0zl + [ 1027 0,2)]dzal + 1700
Proof. We will prove the chain of implications (A) = (B) = (C) = (A):
o (A) [ Var(f)?du < K| £l p2
o (B) Jp2 If1Pdp < KT\ fll3 2
o (O) [ [lp[PdA*p < Kzll@llgz 1)
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We note that (B) means
sup [ 1/(RG1RE) Pdia(r.Go) < K2 yon)
<

The implication (A) = (B) is elementary: the inequality for the variation is a priori stronger than the
inequality for |f|. For ({1, &) € D?:

G &
68 = [[ s @aat [ a0+ 100)

& & &
/0 <0 9z.z2f(21722)d22+3z1f(2170)> d21+/0 95, f(0,22) dz2 + £(0,0)

Vari2(f) (&1, &) + Vari (£)(81) + Vara(£) (&) +[£(0,0)].

For 0 < r < 1let fi(z1,22) = f(rz1,rz2). If 1 satisfies (A), then it satisfies Carleson inequality for f
with constant independent of r, and we are done.

N

The proof of the implications (B) = (C) and (C) = (A) are more involved, and before proceeding we
need an additional smoothness property of Carleson measures: if a measure (L > 0 on the closed bidisc is

Carleson, then for any set £ C T one has
(A" H)(E) = u(A(E)). (30)

It means essentially that Carleson measures have no singularities on coordinate slices of the torus (the
dyadic grid {JdD x {27;27"}}, j,n > 0 has no mass), see Lemma 5.2 for details.
We now prove (B) = (C). Suppose u satisfies

| 1f(Rz1,Rz) Pdp(z1,22) = | |f(z1,22) Pdir(z1,22) < K213 2

with K; independent of R < 1. Here ug(F) :=pu (%F ) , F C C?, where we consider the measure y as
a Borel measure on C2, supported on D°. The measure g has support in D? and pz(9D?) = 0. By
Theorems 1.3 (already proven above for measures inside the bidisc) and 1.4 the measure Vg := A* g is
subcapacitary on T for any R € (0,1). It is enough to show that this implies the subcapacitary property
of v :=A*u as well.

Consider an arbitrary point o = (a, o) € T?. We recall that it uniquely corresponds to the Carleson
boX Sg = Sg; X Sa, With Sq, = {pre™ : e € Ji; r < pr < 1}, k= 1,2. Here ry = 1 — 27 4r(@)+1
and J; is a dyadic interval of generation dr (o) on dD such that J; = Ag(dS(0y)). Denote by p(a)
the *grandparent’ of o € T2, p(a) = (po(0u1), po(@2)), where po(ay) is the immediate parent of ¢ in
respective coordinate tree. We claim that for R > max(r,r2) one has

v(8(@)) < vr(8(p(@)))- 31
Indeed, for those values of R we immediately have RSy C Sp(q), since Rry > 1 —=2(1 —r;) = 1—
2-dr(po(@))+1 k= 1,2. The smoothness property (30) implies

v(8(@)) = (A"1)(8()) = u(A(8(@))) = 1(Sar) = Ur(RSar) < Ur(Sp(a)) =
Hr(A(8(p(@)))) = Vr(S(p(at))),
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recalling A(8(a)) = Sq.
Consider now any finite collection {ct/ } ", of points in 72. Taking R to be greater than max(rk) k=

1,2, j=1,...,N, we obtain
N
v < S(af)> < Vg (U 8(p(06j))) ‘
j=1 j=1

Cap (U S(Otj)> ~ Cap <U 5(p(a’))> :
j=1 J=1

see Lemma 5.3, it follows that v = A*1 is a subcapacitary measure with constant comparable to K7,

C=

Since

hence we have (C).
Finally we show that (C) = (A). We start with a local estimate for pieces of the (main term of)

radial variation. Given a point { = ({1,$) € D let P(l):={z=(n&,rn&), 0<r,rn <1},sothat
=2
Varia(8) = [p() 1052/ (21,22)]d|21]d|z2|. For { € D” and o € T* define

& &
Wga) = [ [ roumecr)ldual @)l dalldz

- /01 /01%Qa(pC1’QCZ)WZﬂzf(PCl,LICZH 181112 dpdg

< max{|d.s f(z1,22)| < (21,22) € Qa} | Qal'
= |0 nf(@(a), ()] |Qal'?
forsome point z(@) = (z;1(@),z2(¢)) in Qg
|Qa|'
ID(z1(@),r) x D(z2(a),s)]

by the mean value principle withr =

ands
1/2
</ | lezf(zlaZZ)|2dA Zl dA ZZ )
D(zi(@),r)xD(z2(x).s)

byJensen’s inequality .

= (H((a)"".

In other words, every piece of radial variation that passes through QO can be estimated by a single quantity
H (o). Summing over ¢ along the ‘route’ P({) we get

Varp(f)(§)= Y, W) S Y (H(@)'?
0urPC)#0 0urP(C) 40

< Y @H'7P)B).
A ©)=p

22)dA(z1) dA
/D(21<a) xD(ea(a) 12 F172) 4AG) dAZ)

1-la(e)] 1(06)| 1—IZ2( )|

N
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To elaborate, if { € D?, then we can identify a Whitney box Qp > € in a unique way, uniquely defining
A~1() = B. If { lies on the boundary of the bidisc, then { has several (but boundedly many) A-preimages,
and we just sum over all of them. Integrating:

Var 2d S 1H'/2(B))*d
[ Vara(H(©2dn(@) s /DQAI(ZC)_; (B)Pdu(£)

/ Ya1i0=p(IH'*(B))?
D’ ﬁ{ﬁ -A (&) =B}
- /. <HH1/2<ﬁ>>2dA*u<ﬁ>
S ) H(a

acT?

because A* L isatrace measure for the Hardy operator on the bitree

Z /D(Z( ),)xD(z2() ‘amsz(Zl,Z2)|2dA(Z])dA<Z2)

oacT?

= /ID)2 t{o:z€ D(zi (), r) x D(z2(t),5)}|0:,, f (21,22) [ dA(21)dA(z2)

L 1uaaf e,z P ) dA o).

du(¢)

Q

Consider now Var; (f)(&1) = foc' |0;, f(z1,0)||dz1], i.e. the radial variation of the function z; — f(z1,0).
By the one variable result (see [10]), we have that if u; is a Carleson measure for D (D) then

Ve (7)) (6) 5 7 [ 190,00 PdAa). (2)
D TJD

Using the mean value property and Jensen’s inequality we get

1 2

0,0 0P = | [ 30 far,e)ds

[ 1o sterePas

< —
- 27

Therefore

Ve (9@ P (6) S 5 [ [ 100 s, ) Pasdedy S 15 B

We are left to show that if u is a Carleson measure for D(ID?), then the measure p; defined on every

subset A C D by
/dlll (&1): //d!i (61, &)

is a Carleson measure for D(ID). Let us prove the implication in the discrete setting. By previous results,
see [10], it is enough to show that Aju, is a trace measure for the Hardy operator on the tree. In the one
dimensional case we know that this is equivalent to requiring that

Y (Asu) (S7(B1))* < (Ajma) (Sr(au)) (33)

Bi<o
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forany a; € T. Now

(Aopur) (Sr(e)) = | oy U= (N30 (87(e) < T,

Let g := X, (a)x7- Then, forany B = (Bi,B2) € T?

Thug(8) = [ / = (AR (872(B)0 (S e0) < ).

N(8r(ou)

Hence, by the inequality for the adjoint operator we obtain

A (S1(00) < T) = 81y 2 Tacusloirey = X A"H(S72(B) N1 (Sr(on) x T))?
Ber?

by restricting tof3; > i, fo =0

> Y AuBr(B)xT) =Y Ao (Sr(Br))*

B>y Bi>oy

thus proving inequality (33). Since Aju is a trace measure for the Hardy operator on 7 if and only if
is Carleson for D (D), (32) is proved.

The last term | £(0,0)| is elementary to treat. By the subcapacitary property, (A*u)(T ) <Cap(T Z)Cu’
and therefore

/ﬁz £(0.0)Pdp = £(0,0)Pu(D”) = [£(0,0)(A*1)(T*) < Cul £(0,0) > < Cull £ 3.
We are done. O

It follows immediately that

Proposition 2.2 Suppose p on dD? is a Carleson measure for the Dirichlet space on the bidisc. If
HfH%(DZ) < oo, then

lim f(RG1,RGy) = f(&1, &) existsforp-a.e. (§1,62) € (9D)?

and

fim [ FRGRG)Pan(6, &)= [ 1@Par(@) < [ Var(rPan < K yosy

R—1J(aD)2 (0D) (0D)?

2.7 Characterization of multipliers: Theorem 1.2

We start by showing that the left-hand side of (5) dominates the right-hand side. A standard argument
with reproducing kernels shows that [|b[| = < ||Mp||g(p(p2y)- Namely,

‘b(sz)’||K(z,w)”2®(D2) = ‘b(va)HK(z,w) (Z,W)| = <bK(z,w)vK(z,w)>D(]D)2) < ”MbH'B(D(DZ))HK(Z,W)H%(]D)Z)‘
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On the other hand, we may view M,, as a vector-valued multiplier on the vector-valued Dirichlet space
D(D) ®D(D) = D(D(ID)). That is, we identify the function f(z,w) = ¥, , Gm,2"w" with the function
F:D— D), F:z+— F(z) = (ww f(z,w)). Here we equip D(D) with the norm given in (1), and
D(D(D)) with the norm

dF ||

1 it |2 2
T\ aa@+ s — [T IF ) oy = 1S ey

D(D) O<r<i

1

2

IFllppm)) = E/]D)
The multiplicator with symbol b = b(z,w) is then identified with

My: f(z,) = b(z,")f(z,").

For each fixed z € D, let M. ., denote multiplication by b(z,-) on D(D), and K the reproducing kernel
of D(D) at z. Then, see [3, §2.5],

M;(K.@h) = K. @M h, heDD),

and thus
Sug||Mb(z,~)||B(®(D)) < |IMp|(p(2))- (34)
S

We can apply Stegenga’s characterization [27] of the multipliers of D(D) to the left hand side of (34),
yielding that
2
sup(|dyb(z,-)|"dA()lempm)) < HMbHZB(D(]D)Z))‘

zeD

Hence,
[ 13ublem) Pl Paa) £ sl [ 176G ePar+ [ ourmPaai) ). G5

which by integration, standard properties of H>(ID), Fatou’s Lemma, and dominated convergence, yields
that

| [ 1wl w)PLr(e w)Paaw) ds = [ tim [ 13,b(re" )Pl (e w)PdsdA(w)
D JD

Dr—1.JoD
lim | /a 1Qub(re®, w) 2\ (e, w)ds dA(w)
D

r—1J/D

HMbH%(@(Dz»}f} - (/aD !f(re”,e”)lzdwr/m3wf(reiS,W)2dA(W)> ds
< 1M ooy A1 ) (36)

IN

N

Applying (35) with d,f(z,-) in place of f and integrating also yields that

[ [ 180z, w)P10:f 2, w)PAAG) dAG) S 1Ml o)) 1 G7)

Similarly, the inequalities (34)-(37) also hold with the roles of z and w reversed.

DISCRETE ANALYSIS, 2023:22, 57pp. 24


http://dx.doi.org/10.19086/da

BI-PARAMETER POTENTIAL THEORY AND CARLESON MEASURES

Suppose M}, is bounded. Writing out the norm of bf, f € D(ID?), applying the triangle inequality, the
fact that b € H*(ID?), and inequality (37) yields that

| 19a1(61) PaA(z) da(w)
Z/ |(Beb) f17dA(2) dA(W)—/ U(azb)awf\er\(9wb)3zf\2+\bazwf\2] dA(z) dA(w)
D? D2
2 /11»2 [(0owb) f1PdA (2) dA(W) — M| oy I D ) — 101 F= 1L/ 1 2y
Hence,

Mo Vo) 2 [ . 17Pdbts = 1Mol ey 1y

and thus
[plem S ||MbHZB(D(]D)2))'

The computations thus far have shown that the left-hand side of (5) dominates the right-hand side. The
converse inequality is also clear, using the triangle inequality, from the estimates we have made.

3 Strong Capacitary Inequality on the bitree

Here we prove Theorem 1.5. First we establish some extra notation. Similarly to the definitions in Section
2.3 we define the one-dimensional Hardy operator, its adjoint, and the logarithmic potential on the tree 7

o) () := Y o(7);

rzo

rw@) = [ ey

VR = (1) (1),

where ¢ > 0 is a function on T and u > 0 is a Borel measure on T. The (one-dimensional) logarithmic
capacity is defined in the same way,

CapE = inf{H(pH?z(T) :I9p>1onE},

for a Borel set E C T. We aim to prove the following result:

Theorem 3.1 For any f : T? — R in (>(T?) we have

Y 2*Cap{aeT":1f(0) 22} S Y 12(@) = | |ho)- (38)
k€Z oEeT?

Similar results were obtained by Adams [1], Maz’ya [23], and others. However, they were based on a
certain property of the respective potential-theoretic kernels — that they were of 'radial nature’. In our
context this roughly translates to the uniqueness of the geodesic between two different vertices of the
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underlying graph. While this property is elementary for a uniform dyadic tree T (as well for a p-adic
tree), the bitree 72 does not enjoy it any more, and this is one of the main problems we have to overcome
when we increase the dimension.

To highlight this difference we give a rough sketch of the proof for d = 1 (i.e. for a dyadic tree).
Given k € Z assume that If (o) ~ 287! and If(B) ~ 2* for B > o in the tree. Then, since there exists a
unique geodesic connecting o and f3, we have that } g~ > f(T) ~ 2k, Therefore one can expect, if we
set fi 1= Yokeyr<orsr f5 that Ify ~ 2K = If on {If >2K1}, so that 27K+ f; is admissible for this set, and
Yiez 22 Cap{If > 251} < Yicu |1 f4ll> = || £||. since the functions f; have disjoint supports.

However we see that already for d = 2 there are many geodesics in 72 with endpoints at ¢« and 3, and
the above argument fails, since one can construct a function fp such that I fy(er) < 1 for every o € supp fo,
but for every A > 1 there exists a point 8 € T2 with Ifo() > A (see Proposition 5.2). In other words,
the maximum principle does not hold for 72. However, while it fails pointwise, a quantitative version
of the maximum principle is still true — the set of ’bad’ points has asymptotically small capacity, see
Corollary 3.1. Therefore we can salvage enough of the argument to obtain Theorem 3.1.

The proof is based on the following rearrangement lemma, Lemma 3.1. We explain how it implies
Theorem 3.1 in Section 3.1. Lemma 3.1 is proved in Section 3.3 by reduction to a one-dimensional
statement, Lemma 3.4, which in turn is proved in Section 3.4.

Lemma 3.1 (Rearrangement Lemma) Let i > 0 be any Borel measure with finite energy on (3T)?. Given
0 > 0 we define the d-level set of V* by

E®:={aeT?: V*(a) < §}.
We also define the §-restricted potential and energy by setting
Vi@ = Y ) Esluli= ¥ (Fwia) = [ Vidp.
BEES: B>a acE? (9T)?
For A > 6 let
Es):={ac (8T)2 : V’g(oc) > A}
Then there exists a function @ : T = R supported on T? such that
Ip(a) =Yp=a@(B)>A, a€Esy; (39a)
101122y = Tacrs (9(0)* £ SE5[] = £ Lo (Fpa(@))?. (39)

Remark. Observe that, by the maximum principle, Es ; = 0 in the one-dimensional setting of a tree
T.

Corollary 3.1 Let E C (T )? be a Borel set, and | = Ug be the equilibrium measure for E. Given A > 1
define

Ey:={0c@T): V@)= Y Tup)>Ai}. (40)
BeP(o)
Then 1
CapE; < FCapE. (41)

Proof. Put § = 1. Since i is equilibrium for E, we have {at € T%: (I'u)(a) > 0} C E' and E; 3 = Ej.
It remains to apply Lemma 3.1 with data 1,A. O

DISCRETE ANALYSIS, 2023:22, 57pp. 26


http://dx.doi.org/10.19086/da

BI-PARAMETER POTENTIAL THEORY AND CARLESON MEASURES

3.1 Deducing Theorem 3.1 from Corollary 3.1

Here we mostly follow the argument from Adams and Hedberg [2, Chapter 7]. First we separate the
¢%>-norm of f, reducing (38) to estimates of the level sets of I f. We then prove that the energy scalar
product of two equilibrium measures can be estimated by the capacities of the respective sets, Lemma 3.2.
This is the key point of the argument, and it is here that we use the Rearrangement Lemma 3.1 (or, more
precisely, Corollary 3.1). We finish the proof by showing that the mixed energy of the level sets (energy
scalar product of their equilibrium measures) is concentrated on the diagonal (inequality (43)).
Removing | fll e (r2)-
Given k € Z let E; be the k-th level set of If,

Ee={aeT : (If)(a) > 2}}.
We then define Ej to be the boundary projection of £y
Ex = 8(E)N(dT)?,
where 8(E;) = U pei, S(B). Corollary 5.1 (see Section 5.4) implies that
CapE; ~ CapE,, kcZ.
Hence (38) is equivalent to

Y 2%CapEx S| £1722)-
keZ

Since E; C S(Ek), we see that [f > 2k on E; as well. By its nature, Ej is a countable union of clopen
rectangles on (d7)?, hence E; = U7-1 E} with {E]} is an increasing sequence of compact sets. Define

W and 11 to be equilibrium measures for E; and E,{ respectively. Clearly lim;_,., Cap E,{ = CapE}. For
k € Z and j > 1 we have

22kCapE,f:2k/722kd/,L,{ gz"/Tz]Ifdu,{zzk/ﬂfd(ﬂ*u,{) =28Y flo)(I'uf)(a)
oEeT?

by Tonelli’s theorem. Since I* u,f — I* g in £2(T?) [2, Proposition 2.3.12], we may pass to the limit as
J — o, obtaining

2% Cap Ey < 2¢ /Tzfd(]l*uk).

Summing this estimate over k € Z and applying Cauchy-Schwartz we arrive at

Y2 CapEi < [ Y20 m) < ey | 2T il
keZ T° ez keZ

We conclude that (38) follows from

1Y 2T el 2y S Y 2% Cap By (42)
keZ keZ
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Equilibrium potential on the subset.
Expanding the left-hand side of (42) we obtain

Z Zzﬁk/ Vﬂkd“_]’

keZ jel

and this expression is symmetric over j and k. Therefore (42) is equivalent to

Y Y ot / Viedu; < Y 2% / Ve dy, (43)

keZ j<k k€Z

since CapEy = || = sz VHe d . We see that in order to prove (38) we need to show that the sum on
the left-hand side of (43) is dominated by its diagonal term. First we state the following lemma.

Lemma 3.2 Let F,E C (T )? be a pair of sets on the distinguished boundary of T?, such that CapF <
CapE, and let up, Ug be their equilibrium measures. Then there exists an absolute constant C > 1 such
that

1

1 2
[ due < Clug | = C(CapE) (CapF) .
Proof. If CapF = 0, then (44) is trivial. Therefore we let
A= Jp2 VH dyg
|r| ’

and we assume that A > 16 (otherwise we just set C to be large enough). Define Fy, k € Z, to be the
level sets of V£ on clF

w\N

(44)

Fo:={a €clF: k=1 <V (o) < 2"}, k>1

45
Fo:={a€clF: V¥ < 1}. )

Corollary 3.1 implies that
CapF, < c2 3% CapE

for some C > 0. Clearly Fy, k > 0, are disjoint, and Cap (clF \ U;_, Fx) = 0 (since the potential of ug
can be infinite only on a polar set). Hence we have

Mur| = [ v dur = ¥ [ v aue <
k>0

Z/deﬂF 22 Ur (F).

k>0 k>0
Fix j such that 2/~ < A < 2/. Since ur(Fy) = ur(Fi Nsupp ur) < Cap F (see Lemma 5.6), we get
Alur| < Zz ur(F)+ Y 2*CapFy <
k>j—2

“up(elF)+C Y 27 CapE < }”uF(ch)JrC)L 2CapE.
k>j—2
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Hence
|ur| < CA72|ugl,

which immediately implies (44). O

As we will see below, in order to prove the Strong Capacitary Inequality it actually suffices to show
that

1_ 1
/TZV“ECIHF < |ug) 2~ |up] 27,

for some € > 0. Holder’s inequality gives \,uE|% \,up\% on the right-hand side (which is not good enough).
On the other hand, in the tree setting, or, more generally, in any setting where the Maximum Principle
holds, one has much better estimate

[ du S .

Estimates of the potentials of the level sets.
Applying Lemma 3.2 to the sets E; and E;, k > j, yields

. 2 1
L s i,

since E; C E;. By Holder’s inequality

. , o2 1
Y Z2k+j/,2V”’dl~lk SY Y Ml =
keZ j<k T keZ j<k

5 1

3 3\ 3
4 2 _1 ; 1 _ ; 1
Y 25K |5 2755 Y 27l < (Y 2% pI Al D IPAITHE :
keZ i<k keZ keZ i<k

Another application of Holder’s inequality to the second term on the right-hand side gives

3 3
£2(Lomit) - Zot(Labimt) =
kez i<k kez i<k
IRRDIEED WLy Y Tl

keZ Jj<k J<k keZ
Gathering the estimates we obtain
k-t ; 2%k
Y Y2 [ vedu s Y 2%,

keZ j<k T keZ

which is (43).
We note that in the last part of the proof we did not use the fact that the sets Ej are generated by the
function f. Indeed, (43) holds for any nested sequence {Ey} of sets on the distinguished boundary.
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3.2 Rearrangement and the energy decay

Before proceeding to the proof of Rearrangement Lemma we show how one can also deduce the energy
decay rate of a measure outside its support. See e.g.[6] for some other applications.

Proposition 3.1 Assume y > 0 is a Borel measure on (dT)? such that V* > 1 on supp u. Then for any
0 < 0 <1 one has

1
Eslu] S 63&[ul.
In particular, there exists 8 > 0 such that
. 9
Eu]=Eslul =} (Tw)*(e) = 5Eu].
o: VE (o) >6

Proof. Fix & € (0,1], and let ng be such that

Given k € Z let Fy := {a € suppu : 275 > Vs(a) > 27%1}. Applying the rearrangement procedure
to A =275 > § we obtain a function ¢ that satisfies (39). In particular, Iy > 2% on F, therefore by
Tonelli’s theorem and (39b) one has

2 u(FR) = szfkdll < /Fk Iopdu = /(aT)ZXFk((O) <ﬁgw¢k(ﬁ)> du(w) <

/ <Z oc(B > (@)=Y o(B)(I'u)(B) < (Z <pk2(l3)> (Z (H*u)z(ﬁ)> <

B>w Ber? Ber? Ber?

Co (2*8€5[u]) * ed ) < et atey)

for some absolute constant Cy > 1. Set N = N(§) to be such that 2N+ > (10C s = 27N Ifns <

2(10C3)?8, then the result follows immediately, hence we may assume that 2~V > §. Summing up over
k we realize that

_ u u
o im=2 X ] Vi

k=—cc

<2 Z 27k u(F)+2- NHu({aesuppu: V’g(a)§2*N})
k=—oc0

N N
<2 Y 2FumE)+2 M <2 Y 27 u(R) 27V e ],
k=—o0 k=—o0

since €[] = [(57)2 V¥ dp and V¥ > 1 on the support of y1. Therefore

Eslu) = nse[u] <27VEu]+2C) Y 2262 € u),
k<N
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hence . | 4
N 1 _1 1
< = 4Cy2262 < = -N. 262
715_5775+ 0 _5715+5715 ;

and we are done. O

3.3 Proof of Lemma 3.1. Reducing dimension.

We assume that § = 1 (otherwise we just rescale by replacing A by A/ in the § = 1 statement), and
from now on we write E) instead of E ;.

We construct the function ¢ that satisfies (39). It is done separately on each layer of the form
T, x {0y}, ay € T, (although the statement we wish to prove is symmetric in the two components x and y,
our argument is not, and it can be of course developed exchanging their roles). More precisely, for every
oy € Ty we produce a function @, : T = R, such that (a) it is supported on the layer R = T, x {0, };
(b) on a certain subset Ag of the set E} N (d7T, x 8(¢)) it gives at least as much potential as u restricted
to this layer

(Igg) (@) = Y o, () = Y @g(om,00)> Y  (TFu)(ow,0), ®€Er; (46

a>w Ol > Oy >0 EE!

(c) its £2-norm is much smaller than the energy of |z

1
196,202 = L 9a(@a)= ) oo (ama) Sy Y (Tu)(ona), (47)

oEeT? 0, €T, 0, €T,: AEE!

where we have recalled that ¢ is supported only on 7, x {ay}. Each layer T, x {ay} is essentially
a dyadic tree, and the (restricted) potential of u exhibits one-dimensional behaviour there, so we can
consider the problem in the dyadic tree setting and use one-dimensional arguments.

Finally we set ¢ = %Z%GT}, @q,, and show that @ satisfies (39a) and (39b); the second inequality
immediately follows from (47), since T? = UayeT, T, x {0y} and the supports of g, are disjoint.
Construction of Qq,

Given y € T we define d8(y) := 8(7) N IT to be the boundary successor set of y. Fix a point o, € T,
and let

A
Ar={0 € ExN(IT, x d8(e)) : V¥ ey, aty) > 3}‘

In other words, @ € E is in Ag, if @, < o, and the (restricted) potential of u at the *fiber’ (o, Ocy) is
large enough. Define Fy to be the projection of Ag on the coordinate tree 75,

Fr = {o, € T : there exists o, < o, such that (o, ®,) € Ar}.

Observe that Fy is an open set in 7.
We proceed by performing the dimension reduction argument — we restate our problem on the dyadic
tree T,. To do so we introduce auxiliary functions fg and g supported on 7. Let

B = [ du(000) = (0B o).
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T,

el T T [ Rema

Figure 4:

X: points in E),
®: points in Ag
(O: points in Fg

if (By,a) € E' (i.e. if VH(By, ) < 1), and fz(B,) := 0 otherwise. Next,
er(Bo) = Loy hog @@= X (Tw(Bub)

By=>oy: ﬁ ,By)€EE! By>ot: (By,By)€E!

Therefore
IgR Z gR Bx = Z (H*.u)(ﬁ) = Vlll(a)ﬁay)’ Oy € Tx: o= (ax’%’)7

Be>oi B>a: BeE!

and, in particular,

(158) (00 = Vi (00, 05) > 5

if @, € Fg. On the other hand, if o, € supp fx, then by definition of E! one has

(48)

(Igr) (o) < 1. (49)

Next we present some crucial properties of fz and gg.

Lemma 3.3 Let fg and gg be as above. Given @, € T, one always has fg(o) > fr(a;) + fr(a’),
where aF are two children of &. In particular, the function Ifg is positive superharmomc on T,

(i.e. (Ifg) (o) = 3 ((Ifr)(05") + (Ifr) (07 ) + (Ifr)(p(0)))), and for any o, € T either fr(ot) =0, or
f(Bx) > 0 for any B, > ayx. The same is true for gg.

Proof. All of these properties immediately follow from the definition of fz an gg, and the fact that if
(Bx,By) € E', then (¥, %) is in E! as well for any 1, > By, 1 > By. O
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The inequalities (48) and (49) show that Fy is, in a sense, far away from the support of fg, and we
can express this property only in terms of Fz and supp f. Since Fg is open in 7y, we can exhaust it by
compacts, i.e. there exists an increasing sequence of compact sets F; such that F = (J;_, F;. Define
pr and pg to be equilibrium measures for F; and Fg. We have %Vpk < Igg on F;. By the Domination
Principle, given in Lemma 5.6, it follows that

A
ng" < Igr

everywhere on 7. In particular,

VP(1) < =, T, €suppfr-

> W

Since VP& — VPR pointwise on Ty, we have

3
VP (%) < 75 T € supp fr.

We have moved all pieces of our problem, constructing @q,, to the dyadic tree 7, and its solution is
given by the following lemma, the proof of which will be given in the next subsection.

Lemma 3.4 (One-dimensional statement) Ler F be an open set on the boundary dT of the dyadic tree T
and let p be its equilibrium measure. Assume that a function f : T — R satisfies

VP(a) <8, aesuppf (50)
with some 6 < % Then there exists a non-negative measure ¢ such that

Ve (w) > (If)(®), wcF; (51a)
E[o] S 8IIf 1) (51b)

Suppose for the moment that Lemma 3.4 holds. We apply it with T =T, F = Fg, 6 = /l and f = fr
to obtain a measure 6 = Ok supported on Fx C d7T, that satisfies (51). Now we define

Po, (O, 0y) := (I"Op) (), 04 €T,

and we set @y, = 0 outside of 7, x {oy}. We see that (51) implies (46) and (47). Finally we let

Z‘P%

(xyeT

We are left to show that ¢ is the desired function, that is, it satisfies (39). The inequality (39b) follows
immediately from (47)

||<P||§z(Tz)= Y, el ) = Z I or) 7y < X 7L||fR||£2

meT meT meT
1 1

2 Z fRax— Z

o=(0t, 0 ):0teE! oceE'
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To prove (39a) we use a stopping time argument. Fix a point @ € E; . We define oy, (®) to be the first (with
respect to the natural order on 7y) point such that the (restricted) potential of p on the fiber (@, oy (®))
exceeds % In other words,

Vi (o o) > %, o < o),

W >

and

Vlll(wx’ay) <z, o>oo)

W] >

Gf VI (y,0y) > %, we set o, (@) = o0y, where o, is the root of 7}). Clearly € Ag with R =T, x {0}
for oty < ot (@) — remember that ® € Ag, if Vi (@, ) > % Therefore

Viw)= ), Tu)(@)= Y ) @wu)la,o)=

o>w: aeE! 04> 0y 0> O,
Z ( Z (HT“)(O‘MO‘)’)+ Z ( T.u)(axvay)> ’
=0 \ Oy ()20, >0y oy >0t (o)

where I u :=I* - xp1. By the definition of o, (),

> ) Y @u)(owao),

04> Qx %>%(CO)

W >

and therefore

A<Vioeo)< ¥ Y (@)t .

0> Wx 0ty (@) > 04> Wy

By (46)

for o, < ot (®). Therefore

@) =3 ¥ 9(@)=3 ¥ T 9a(@ne)>

oy €T, Oty > @y Ol > Oy
3 3 .
5 Y Yoewaa)zs ¥ Y ([u)(ceem)>
0y () >0ty > @y 0> Oy 0y (@) >0 > @y 0> 0y
32
=1
23 ’

proving (39a).
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3.4 Proof of Lemma 3.1. One-dimensional argument: Lemma 3.4

As mentioned earlier, the condition (50) can be interpreted as a statement about the distance between F'
and supp f, in the sense that these two sets are far from each other. More precisely, if we want to find a
function ¢ such that /¢ > If on F, there is a more effective, in terms of energy, solution than simply
letting @ = f. A natural approach is to modify the equilibrium measure p of F, since ¢ = I*p provides
the best way of acquiring unit potential on F.

The argument below goes as follows: first we split the set F' into several parts in such a way that /£ is
constant on each part. Then we modify the equilibrium measure p on each part according to the value of
I f there. Finally we show that the resulting measure satisfies (51).

Partition of F
We start with observing that VP (o) < 8. Indeed, since V? is monotone on 7 (with respect to the
natural order), we see that for any @ € supp f

6 >VP(w)>VP (o).
This allows us to define the 8-level sets of VP,
Fs:={BeT:VP(B)>dbandVP(a)<¥d,ifoc > B}.

F5 is essentially a stopping-time set for V. Define F := {® € cIF : VP = 1}. Since F is open, we have
VP =1onF (see Lemma 5.6), hence F C F. Therefore £ C §(Fs). Also we note that, if § € Fj, then

VP(B)=VP(p(B))+I"p)(B) <VP(p(B))+(I"p)(0) =
VP(p(B))+VP(0) <6+6 =28,

where p(f) denotes the immediate parent of B in 7. In particular we see that supp f is outside S(Fs),
supp fN8(Fs) =0,

where 8(F5) = Upcr, S(B)- Also 8(B1) NS(B2) = 0 for any pair of (different) points 1, B> € F, so that
the sets {d8(B)} ger, form a disjoint covering of the set £'. Now we define the partition of p as follows

pg =Plasi), B € Fs.

Recall that suppp = cIF C T and that [, VP dp = CapF = |p|, therefore p(clF \ F) = 0. It follows
immediately that
p=Y pg

BeFs

We are ready to define the measure o. Given 8 € F5 we set

6p := (1F)(B)pg

and
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Finally we let

=(1-28)""'s

We are left to show that o satisfies (51).

Inequality (51a)

Fix any @ € F. There exists exactly one point B, € Fs such that B, > @. By definition of pg we have

(I"ppo)(a) =

for any o < Bg. It follows that

VPM

Yy o

Bo>0>0

; “Ppa)(
p)(a) =

since VP =1 on F. Hence
Ve (o)
(1-29)

since f has no mass on the set 8(fy).
Inequality (51b)

VP (o) -

=(1-28)"'v°(w)
1) (Bo)V PP ()

(I"p)(@)
- (52)

> (1-28)"'v%o () =
> (1) (Bw) = (1f) (@),

To prove this inequality we do a further partition of 6 and p with respect to the distribution of /f.

First we raise 6 and p to the set Fj,

Gs5(B) := xr; (I"G)(B),

Ps(B) := 2k (') (B),

Clearly 65, ps are supported on Fs, and (I*Gs)(a) =

a > 0 forall 6 € Fs). Also

6s(B)

by the definition of &.
Next we compute the energy of &

BEFs

= () (B)ps(B),

BeT.

(I'6)(a) for any o > F5 (by this we mean that

B € Fs, (53)

(w) =

a)dé(w +Z/ Y 6) (w) <

BeFs

) G5 (P +Z/ Y (ré) (o) :=

ﬁ>a>w

ﬁ>a>w
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For the first term we have
(1) = / V% 4G5 — £[6s).
Fs

We expand the second term obtaining

=Y /sw) Y (1'6)(a)ds(w) = Y /S(ﬁ) Y (1'6)(a) d6y (@) =

BeFs Bzo>o BeFs B>a>w
Y un® [ X ep@dss@) < ¥ B)IE)E),
BeFs (B) B>o>w BeFs

since

Y, pp)a)= Y (I'p)(a)< ) (I'p)(a)=VP(0) <1

B>a>w B>a>w a>o

for w € clF. We see that

(i) < [ 1785 = ¥ fla)(1"3s) () =:€].55]

acT

Hence
E[6] < E[Gs] + ELf, 6]

We observe that in order to prove (51b) it is enough to show that
€[65] < CSE[f, B3]
for some absolute constant C > 0. Indeed, by positivity of the energy integral we have

0< Y ((I"G5) (@) — C8f(a))* = €[85] —2CSE[f, 65) + (CE)?(|f 172y =

acT

(£[65] — C8Ef, 65)) +C(CS| Il ) — ELS B5)),

(54)

(55)

so if the first term is negative, the second one must be positive. Hence &[f, 5] < C8|f|1%, (r)» and by

(55),
(6] < E[65)+E1f. 351 < (C8) Py +CBIf Py,

which is (51b).
Now for any k € Z we define

Fsp:={B e Fs:28<(1f)(B) < 2"},

and we set 65’]( = 65‘}751/(, p57k = pglpa_k.
Clearly 65 = ). G5 &, and

&[65] = /T V%dss =YY /T Voidgs, <2y Y /7 V%.id&s,.

keZ jel kez j<k’T
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For j <k, by (53), we have that V05 < 2/t1yPsi on Fs . Thus

Zﬁvﬁa,jd637k§ szﬂ/ivpa.jd&a?k§2k+1/72VP5vjd657k:
T i T Tisk

k1 /7 VIiskPsi d6s , < 28 /T VP dGs, < 2M28|65 ),

since VP5 <26 on Fs. Summing this estimate over k we obtain

Y Y [ voass.< ¥ 2251050 -

keZ j<k keZ
Y Y 2%865,(B) <46 Y. Y (1) (B)Gs(B) =
k€Z BeFs keZBeFs
48 Y. (11)(B)35(B) = 46€[f. 35,

BeFs

so we get (55), and therefore (51b).

4 Concluding remarks

We have characterized the Carleson measures for the Dirichlet space using, as in Stegenga’s [27], a Strong
Capacitary Inequality. In the one-parameter case, other characterizations can be given. In [7] and [22], the
Carleson measures for D(ID) are defined in terms of two, seemingly different, one-box testing conditions,
in which the advantage is that they have to be verified for single Carleson boxes, and not unions thereof.
The disadvantage is that the measure u, unlike in the capacitary condition, appears on both sides of the
testing inequality.

The bi-parameter non-linear case, 1 < p < oo, could also be considered; the space under scrutiny
would be the tensor product of two copies of an analytic Besov space. The one dimensional case was
considered for example in [28] and [7]. Here, we think that the needed tool is a bi-parameter version of
Wolff’s inequality [18], which could be considered as one half of the Muckenhoupt-Wheeden inequality.
With that at hand, one could extend a sizeable portion of the potential theory we have developed here to
the non-linear case.

The probabilistic theory underlying bi-parameter linear Potential Theory is that of two-parameter
martingales [13, 17]. It would be interesting to make this relationship explicit, and to find a way to pass
results from one theory to the other.

Much of the Potential Theory we have developed on bi-trees can be applied to yield a Potential Theory
on product spaces much more general than dID x dD, following, for example, the route taken in [10].

The Dirichlet space on the bidisc does not come with a Complete Nevanlinna—Pick kernel. In fact, no
tensor product Hilbert space does [29]. If the kernel had the Complete Nevanlinna-Pick property, the
characterization of Carleson measures for D(ID?) would as consequence yield the characterization of its
universal interpolating sequences, by a recent result of Aleman, Hartz, McCarthy, and Richter [4]. We
think this is an interesting open problem, for which we have no guess. See [3, 26] for a deep and broad
discussion of interpolating sequences for Hilbert function spaces.

DISCRETE ANALYSIS, 2023:22, 57pp. 38


http://dx.doi.org/10.19086/da

BI-PARAMETER POTENTIAL THEORY AND CARLESON MEASURES

S Appendix

In this section we collect several results that were used or mentioned in the main text. First, in Section 5.1
we provide the proofs of the more technical results from Section 2 regarding the discretization procedure.
Then we present some basic properties of bi-logarithmic potentials and equilibrium measures, see Lemma
5.6. In Section 5.3 we give counterexamples to the maximum and domination principles, in Propositions
5.2 and 5.3, respectively. Finally, in Theorem 5.1 we show that given a measure on 7, we can construct
a measure supported on the distinguished boundary, equivalent to the original measure in the sense of
potentials. From this we deduce that the capacity of a set is equivalent to the capacity of its boundary
projection, see Corollary 5.1.

5.1

We start with providing some results justifying the discretization of the unit disc (bidisc) via the graphs &
and T. The graph & serves as an intermediate point in the discretization scheme between the unit disc
and the dyadic tree — see Section 2.4 for precise definitions. While it is more complicated and rather
inconvenient to work with when compared to the tree 7', its geometry is better suited for representing the
unit disc, which is why we use it to justify passing from ID to 7 (and therefore from D? to T2).

First we show that & provides a model for the hyperbolic metric on .

. . =2
Lemma 5.1 Given two points z,w € D™ one has

10+ log | & dgx (@(2) A B(w)) = dis (0 (2) 1 B W) (0(2) A B (),
(56)
where z = (z1,22), w = (wi,w2), and o, € T are any of the preimages 0(z) = (0x(z),0(z)) €

AY(2), Bw) = (Bc(W),By(w)) € A=Y (w). We recall that the natural map A from T2 to D was de-
fined in Section 2.6.

1

Proof. Clearly it is enough to show (56) separately for each coordinate; we show that

1
’10+10g_ ~ dg (0N By). (57)
1 —Z1wy
Note that .
10+log——| = 10+ 1log — ,
1—zZ1wy ’l —Z1W1‘

since 1 4 log m > 0 for any pair of points z;,w; € D.

We start by assuming z;,w; € D. Recall that there exist uniquely defined o, € T such that
21 € Qq,, w1 € Qp,. Let J be the smallest interval, not necessarily dyadic, containing both Jo, and Jg,.
We claim that des (0, A By) = log |J|~!. Indeed, in order for ¥ to be a common point of the sets Pe (0t
and Pg (), the dyadic interval Jy has to be large, [J,| > § max(|Jq,, |75, |), and 3J,, must have non-empty
intersection with both J,, and Jg . The number of such intervals is approximately log |}—‘ On the other
hand, an elementary computation yields that

|1 —zZiwi| = max(1 — |z;],1 — |wi],|arg(ziw1)]) = |J].
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Now let z;,w; € dD. If these two points coincide, then dg = oo regardless of the choice of pre-images
o € Ay ({z1}), Be € Ay ({w1}). Otherwise we let J to be the smallest interval containing z; and wy,

and repeat the above argument.
The cases z; € D, w; € dD and wy € dD, z; € D are dealt with similarly. O

Next we investigate the properties of the map A, and the induced pull-backs and push-forwards of
measures, as introduced in Section 2.6.

Lemma 5.2 The Lipschitz map A:T> =D induces maps A, : Meas™ ((dT)?) — Meas™ ((dD)?)) and
A Meas*(ID) ) — Meas™ (T ) Meas™ denoting the space of non-negative Borel measures on the
respective set, with the following properties:

o AN L= W, if W is supported on (dD)?,

e If u > 0 is a Borel measure on (dD)? with finite (1, 1)-energy, then A*u(E) = u(A(E)) for all
measurable sets E in (T)?. In particular, u(A) = 0, where A is the dyadic grid on (dD)?, the set
of points with at least one dyadic coordinate.

e If v > 0 is a Borel measure on (9T )? with finite energy, then v(dT, x {w,} U{®y} x 9T,) = 0 for
any o € (0T)>.

e For such a measure v, it holds that A*A,.v = .

Proof. The first point is obvious.

Proof of the second point. 1t is enough to show that tt(A) = 0, since A precisely consists of the points
where A~! is not uniquely defined. In turn, one only has to prove that, say, ({1} x dD) = 0, since A is
a countable union of such sets.

Let us recall the dual definition of capacity: for any compact set E C T one has

Cap% E =sup IJI E)
&z u]

and the maximizer is exactly the equilibrium measure yg. From here, is not difficult to see that the proof
of the second point of the statement will follow if we show that {1} x dD is a polar set, meaning that

Cap 11 ({1} X&D)

577

: supp,uCE}7

This is almost a direct corollary of the one-dimensional fact that the Bessel %—capacity of a singleton on
the unit circle is zero. To elaborate, let

hK(eiel,eiez) = 2%%[_2—%2*/](91).

~| -
i

I
—

j
Clearly [(ypy h%(z)dm(z) < +, and an elementary computation shows that

K 2= /d
(b 3 ) " Z 2t |

0
ll ~ 1.
0/
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Hence Chg is an admissible function for some large C > 1. Letting K to infinity we immediately obtain
the desired result.

Proof of the third point. Assume that v({ @, } x dT;) = € > 0 for some @, € dT;. Then we immediately
have (I*v)(oy,0) > € for any o, > ®,, and

V= Y v > Y (v (a0) ==

ocT? 0> @y

The same argument shows that 97, x {®, } has measure zero.
Proof of the fourth point.

A'AV(E) = AV(A(E)) = V(A (A(E))) = V(E),
since A fails to be injective only on a set of vanishing v-measure. 0

Next we show that & and T are similar in capacitary sense. In the one-parameter setting, much
stronger results are available, see for example Lemma 2.14 in [11].

Lemma 5.3 Given a finite family of points { o/ Mo C T2, one has

Cap (O S(aj)> ~ Cap (O 8S(ocj)> ~ Cap (LHJ ng(aj)> ~ Cap (LnJ 8S®z(aj)> . (58)

J=1 Jj=1 j=1 =1
In particular,
n . n .
Cap (U 8(a1)> ~ Cap <U 8(1)(06]))) :
Jj=1 Jj=1
where p(o/) = (p((x){'),p(af:)) is the grandparent’ of a/ in T?, see the proof of Theorem 2.1.

Proof. The first and last equivalences of (58) come from the fact that the capacities of a set and its
boundary projection are comparable, see Corollary 5.1. Since Sg2 () D 8(«) for any a € T2, we have

n n
Cap <U S(aj)> < Cap (U Sﬁz(a-")) .
j=1 j=1
To show the reverse inequality
CapE :=Cap <U S(a/)> 2 Cap (U 8@2(06])> =:CapF,
J=1 Jj=1

we prove that the energies of (g and ur are comparable. We start by showing that the mixed energy of
Ug and up dominates &[Ur|, using an argument similar to the one in Section 2.4. We have

Elue, pr] =), (Tpe) (@) (I pur) (@) = Y pe(S(a))pr (8(a)).

oET? acT?
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The successor set formula (22) implies that for any o € T? there exists a finite collection G = { th =1

N independent of o, such that 82 (o) C U " 872(BZ). and moreover, for any B € T2 there exist at most
N points a such that 8 € G. It follows that

Y ue(S(a)ur(S(@) 2 Y, ue(S(@) Y, ur(8:2(B) 2 Y, He(S(a)ur(Sex(a)) =

ocT? ocT? BEGqy ocT?

L Cu@ [ = fo T Tue)@dur(p)

oET? w2(0 acP

Given f3 € F there must exist at least one a/ such that a/ € P% (). Since i is the equilibrium measure
of E, &/ € E, and o/ € T? (so that Cap{a’} > 0) we have 1 < V¥ (/) < Laep g (ei) L HE) (@) <

Zae%z(ﬁ)(ﬂ*NE)(a)- It follows immediately that [ Zae%z(ﬁ)(ﬂ*ulg)(a)dup(ﬁ) > up(F) = Elur),
therefore

EluE, pr] > €€ ur]

for some € > 0 that does not depend on E or F. By positivity of the energy integral

0 < &[ug — epr] = Elpg] — 2e€ (g, ur] + 2 €[ur] = (€[] — e€[ur, tr]) + € (€€[ur] — E[ptr, kr]) -

We have shown that the first term must be positive, which in turn implies that &[ug] > €2€[ur]. We are
done. O

The next result compares the capacities of sets in T° and (dD)%. We refer to Sections 2.3 and 2.5
for the relevant definitions. By arguments in Section 5.4, we can always estimate the capacity of a set
inT" by the capacity of its boundary projection. Therefore we only consider sets on the distinguished
boundaries of the bitree and bidisc. Moreover, it is sufficient to consider finite unions of ’rectangles’. The
proof mostly consists of arguments from [10, Chapter 4], adapted to the two-parameter setting.

Lemma 5.4 Let {a* }IJY:] be a finite collection of points in T?. One then has

Cap <CJJ S(ak)> ~ Cap (CIJ 88(05")) Cap 11 (U A(9dS(o > Cap(%%) <L1\_]J Jak> , (89

k=1 k=1
where Jo = So N (ID)? is the intersection of the Carleson box Sq with the torus.

Proof. As before, the first equivalence follows from Corollary 5.1. Set E := (J}_, d8(af) and F :=
UQ/: 1 Jok- Clearly both sets are compact in their respective topologies. Let Vg, lir be the equilibrium
measures for £ and F, so that supp vg C E, supp 4 C F. To compare the capacities of E and F we need
to know how to move equilibrium measures between (d7)? and (dID)2. Our first step in this direction is
to show that

suppA*ur C E, up(F) = (A" pr)(E);

suppA«Ve C F, VE(E) = (AxVE)(F). ©0)
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We start with ur. The mass conservation property can be shown separately on each rectangle. Fix any
Jo, and denote d8(a¥) by R .. Recalling the definition of A* we see that

(War)Re) = [ w()aur,

-1
where y(z) := %, 7 € (0D)2. For any z in the (torus) interior of the rectangle J,« we clearly

have y(z) = 1. Unfortunately A~! (/) is slightly larger than R, so y(z) could be § or 1, depending on
whether z is on the side of J, or is one of its corners. However, by Lemma 5.2 we see that pr(dJ) =0,
since, clearly, € 1 >[up] = up(F) < 4oo. Here dJ is the boundary of the rectangle J in the torus
(dD)2. Tt follows that (A* ) (R ) = tr(Jx ), hence pp(F) = (A*ur)(E). Arguing as above we obtain

(A*.LLF)((aT)Z\E):/(aD)Z A (ﬁ{{zl}\)?(({(g)T}) \E)}

since Uy has zero mass on the boundary of F in (dID)? and the set {A~'({z})N((dT)*\ E)} is empty
for any z in the interior of F. Therefore supp A*ur C E, and we have the first part of (60).

The argument for v is similar. Clearly A=!((dD)?\ F)NE = 0, hence (A.vg)((dD)?\ F) =0, and
supp A, Ve C F. Further, A(E) = F, and thus E C A~!(F), and by compactness of E

pr =0,

(Awve)(F) = ve(A™'(F)) = ve(E).

By the dual definition of capacity,

(V(E))?
E= E
Cap sup{ eVl supp Vv C ,
(61)
Cap;1 1, F =sup M: suppu C E
(2:2) E(l,l)[ﬂ] )
272
and vg, U are the respective maximizers. Therefore
(VE(E))* _ ((Awve)(F))?
CapE = = ,
P e Elve]
and ) )
Capyy = WrFD2 (W) )2
gyl €yl
so0 in order to prove (59) it is enough to show that
E[vel = €1 1y [Awvel, (62a)
€11 [kr] = E[A"uF]. (62b)

Both of these equivalences follow from Lemma 5.5 below. Indeed, to obtain (62a) we apply this Lemma
with v = vg and 4 = A, vg, similarly (62b) follows by assuming v = A*tr and it = Ur. O
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Lemma 5.5 Consider two Borel measures W, v > 0 on (dD)? and (T )? respectively such that for any
a € (9T)? they satisfy
1la) = V(A" (Ja)): V(Ra) = L(A(Rq)), (63)

and their respective energies are finite. Then

). (64)

Proof. We start from the continuous side. Define M := A*m, where m is the normalized area measure on
the torus (9ID)2. Clearly, M(dS(at)) = 2~ (%)=dr(@)+2 — y(J, ). Given a point z € (D)2, set

[P@Z (Z) = U 33@2((0).

weA! ({z})
First we discretize the Bessel potential, namely, we show that for any z € (9ID)? one has

y (I"v) (@)

—— (65)
achgy(x) M2 (dS(a))

& OO =

Fix a point z = (¢, /%) € (dD)?. Let J,(¢, ) be a rectangle with centerpoint z, and the sidelengths
4me,4nd, that is,

T

./;(8,5) - {C_@im’einz) e (3]1]))2: ’612_171’ Ss;‘ezz_nnz‘ §5}'

A simple computation gives

/271/271: 1711 inz) N Z Z/ d‘u(eim,einz) _
’6] n]’ ’62_n2’2 11201150 z—nl—lgwngnl 2—)@—1§W§2—n2 27"7]27”72
du(e™,e™) J(27m,27™))

— _J ’LZ _m_m
n|>0nz>0 ‘61 n1\<2 M \922”n2\<_2—n2 2 2

n1>0n>0
u(E(10-27m,10-2772))

_m_ "
272

~
~

m>01,>0 2

Fix some ny,n, > 0 and consider & € P2(z) such that dr () = ny + 1, dr(a@,) = ny + 1. Denote the
collection of such points by N,(n;,n;). Then we have

Lem™m2™c |J Jacl(10-27M,10-277).

aeN;(n1,n2)

Indeed, if « is such a point, then Jy, either contains z, or is one of the neighbouring rectangles of the same
generation, and vice versa, all such rectangles correspond to some point in P2 (z). It follows that

uu (U&ENZ(Hl,nz)Ja)
R T

ny,np >0 272
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Since &1 1) [1] < +eo, we have 11(dJq) = O for any o by Lemma 5.2. Combined with (63) we obtain

11

292

u U J4]= Y wla)= Y viaA'Uu))= Y Tv)(e),
aeN, (1 n3) QEN,(n1,m2) a€Nz(n1,n2) Q€N (n1,n2)

the last equality following from the fact that supp v C (9T)? and A(dS(a)) = J,. Gathering the estimates
we arrive at

- (Tv)(a) (I'v)(@)
/wwb“’”(z’g)d“ (C)”m,,zzzmaezv%.,m)M(asw»% ae%(z)M(asw» ’

D=

which is (65).
The next part of the argument is actually a very special (linear) case of the well-known Wolff’s
inequality, that can be proven rather elementarily. We start by expanding the integrand,

2
(I"'v) (@)

_v)(e) Tv)()Tv)B)
/(am)z QG%Z(Z)M(BS(OC)) dm(z).

1

dm(z) = /(amz aﬁe%ﬂ@ M(98(0t))2M(3S(B))>

(ST

Recall that & € P2 (&) should be relatively close to the point {, namely
Jo CJp(10-274r(@)+ 0. p=dr(@)+ly

Therefore {z: o € Pg2(z)} C Jo, where Jo = A(dSe2(p2(a))) and pa(o) = (p2(w), p2(ey)) with
p2(0y), pa(@y) being the grandparents of o, ¢, in the tree geometry (if one of the points is the root o or
one of its children we assume the grandparent to be the root as well). It follows that

(I'v) () (I*v)(B)

o,Ber? /w»ﬁe?@z@ M(98(a))2M(IS(B))?

/(a y (I'v) () (I*v)(B) dm(z) =

) M(
y Tv)(e)Tv)(B) - -
aper: M(98(a))2M(98(B))>

y M((a]I;\(/;()OC)(H*V)(B) =M (982 (p2(a)) NS (p2(B))) S
a,BeT?

)y 1

OC,ﬁETZ M(aSQsz(a))jM(aS@Z

]I*v)(ﬁ)(ﬁ))l M (98g2(0t) N IS8e2(B)),

since M (98 (p2(a))) =~ M(d8())) for any @ € T2,

A point y € T? is called a proper &>-descendant of T € T? if y € 842(7), and it lies strictly below ,
namely, either dr (%) > dr(t,) and dr(y;) > dr(ty), or dr (¥:) > dr(7) and dr (%) > dr (7). Observe
that for any two points &, 8 € T? there exists a (possibly non-unique) 7 € T2 such that ¢, 8 are proper

[NT]
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®2-descendants of 7, and 7 is minimal, that is, for any proper ¢2-descendant y of T one of the points
a, B is not a proper &2-descendant of y. Clearly,

EIVI@EVIB) 980 ()9S (B)) <
a,liZG:Tz M(QS@z(a))%M(QS@(B))% (el =

(I*v) () (I*v)(B) M(IEr( ) A 35r( BV
r;za,ﬁzfism§malfor(x,ﬁ M(%@z(a))%M(aS@z(ﬁ))é ( 6 (OC) & (ﬁ))

We aim to show that for any 7 € 72 one has

IV)@WTVIB) 1 iae o) A0S (B)) < (v(Ses (7112,
o,3: 7 is minimal for o, 3 M(asqﬂ(a))%M(aS@z(ﬁ))% ( ® (OC) ® (ﬁ)) ~ (V( 6 (T))) (66)

Given a, 3,7 € T? let ay, ay, by, by, 11, t, be their respective generation numbers, a, := dr (o) — 1,a, :=
ax+ay bx+b
dr(ay) — 1 etc. First we note that M(asqu(a))% S .

T, M(38g2(B))2 ~2~ 7, and
M (382 () NS (B))) < 2 max(anbe)—max(ayby) where the last equivalence is by a trivial estimate of
m(Jo N Jg). The key observation here is as follows.

Proposition 5.1 Assume that T is minimal for & and B and either a, > t,+4 and by > t,+4, or ay, > ty+4
and by > t,+4. Then 82 () N8e2(B) = 0. In other words, if a and B lie very ’deep’ inside T and are
not ‘perpendicular’, then they must be ’far’ from each other (see Fig. 5).

Proof. Indeed, assume that a, > 1, +4, by > 1, +4, and let 7 € Sg2(00) N Sg2(P), so that, in particular,
% € 8¢ () NS (By). It follows immediately that both o, B, belong either to Se (p2(0t)) Gf by > ay)
or to 8g(p2(By)) (f by < ay). Suppose we are in the first case. Then, since a, > t, + 4, we see that
P2(0y) € Se () and dr (pa(0)) = ax — 1 > t,+ 1. Now define ¥ = (%, %) := (p2(0%), 7y). Clearly yis
a proper ®2-descendant of 7, and at the same time both o and 8 are proper ¢2-descendants of y. We
have a contradiction. The case a, > t,+4, b, > t,+4 is done similarly. O

Now we are ready to return to (66). Fix T € T2. By the observation above, if 7 is minimal for & and
B, then

(v)(a)Tv)(B)
"7 M@se @ M@l O I P
< (]I*V)((‘OQ‘(}:‘;)(IB) . 9—max(ay,by) —max(ayby)

only if one of ay, b, and one of ay, b, are comparable to 7, and 7, respectively. Note that we always have
ay,by >ty and ay,by > t,, since 7 is minimal for a, B. Given a point a € T2, assume that a, < t,+4
and a, <t,+4, and for b, > t,, b, > t, denote by A¢(a, by, by) the set of all points 8 such that dr(f,) =
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Figure 5§

by+1,dr(By) = by+1, and 7 is minimal for & and . Then

(]I*V) (OC) (H*V) (ﬁ) . 27max(ax,bx)fmax(ay,by) ~

ax+ay+bx+by
0=

by>ty by>ty BeAr(a,by,by)

)Y Y2 Tv)(B)~ Tv)(e) ),  (I'V)(B) S

by>t by>t, BeAr(at,by,by) BeAr(at,by,by)

(Iv) () v(8e2(1)),

since 8(B')N8(B?) = 0 for any non-identical pair ', 82 € A¢(, by, by), and Upear(abyp,) C Se2(T)- It
follows that

[X+[v+hx+h} b b

Iy +4 ty +4

Y )y (V) (o) V(82 (7)) & (V(Se2(T)))”

ax=lxay=ly g: ¢ is a proper &>-descendant of T, dr (0t)=a,+1,dr (0)=a,+1

The remaining cases (i.e. a, <t,+4and by <t,+4,b, <t,+4and ay, <t,+4, or by <t,+4 and
by <t,+4) are dealt with similarly. Gathering all the estimates we arrive at (66), hence

(I'v)(@)(Tv)(B) -M (98 52 NdSe2(B))) < V(82
ngaﬁ:nsm%mlfom,g M(98g2())2M(Sg2(B))? (P8e2(@)) 195 Z .
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By the &-neighbours argument of Section 2.4 we have

Y (v(8ex(7)))* = Y ((I'V)(7))* = €[V,

TeT? eT?
and therefore V) (@) Tv) )
V)i 1%
oo a5 sty st 9 S )

On the other hand,

V)@ v)B)
/<9ID>>2 a,ﬁe;;z(z) M(98(a0))2M(9S(B))? ) = /(aD)2

((T*v)(a))?
)y o, M(35(c)) dm(z) =

oeP o (z
© (68)
((r'v)(a))? : ((T'v)(a))? _ ] _
aEZTZ W m{z: a € Pg(z2)} > a§2m m(Jy) = aEZTZ((]I V)((x))2 = E[v].

Combined with (65) these estimates give us

2

eq o= [ ([, bapEOau©)
3 (RICIR
N/ww aer}%z(z)M(asw))% dml) = eyl

which finishes the proof. 0

5.2

Lemma 5.6 The following properties hold:

1. Let E be a Borel subset of T° and let U > 0 be a Borel measure on T such that E[U] < o and
VH <1 quasi-everywhere on E. Then CapE > u(E).

2. Let F be an open set in dT and p be its equilibrium measure. Then suppp = clF, and VP =1 on
F.

3. Maximum principle. Let |1 > 0 be a measure on T with finite energy. Then

sup VH(o) = sup V¥ (). (69)

oEsupp i acT

4. Domination principle. Let f be a non-negative function in £*(T) such that f(ot) > f(ot) + f(o™)
for any point a € T and its two children a. Suppose v > 0 is a Borel measure on T with finite
energy such that

(If)(x) >VY, o €suppV. (70)
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Then this inequality holds everywhere,

(If)(@)=V¥(a), a€T. (71)

Proof. Property 1. Define, as usual, the restricted measure pt|g by u|g(F) := u(ENF), and let ug be
the equilibrium measure of E. Clearly, &[u|z] < o and V¥IE < V. We have

elule) = [,V dule < [,V duls = Elug. ule)
since V#£ > 1 quasi-everywhere on E. Hence, since E[ug — t|g] > 0,

W(E) < E[ue, ule] < E[ue] = CapE.

Property 2. 'We first show that VP =1 on F. Fix a point @ € F. Since F is open, there is a point
T > @ such that d8(t) C F. Since p minimizes the energy, an elementary computation shows that for any
a < T one must have (I*p) (o) = 2(I"p)(a*) = 2(I*p) (e~ ), where o are the children of a. Therefore
VP is actually constant on d8(7), and thus VP (w) = 1.

Next we show that suppp = clF. Let @ € clF, and consider an open neighbourhood U, of . If
p(Ugp) = 0 there is a smallest point & > @ such that p(S(et)) # 0. Denote its two children by o and
o, and assume that ® € $(a™). Since F is open, S(a) N F # 0. Therefore, VP (™) = VP (a) > 1,
since VP =1 on F. On the other hand, (I*p)(a ™) > 0, by the minimality of &. Thus VP (™) > 1, which
contradicts the fact that VP < 1 on suppp. Therefore it must have been that p(Uy) > 0, and thus that
clF C suppp. The converse is elementary.

Property 3. It is enough to check (69) inside the tree (i.e. for @ € T), since for any 8 € dT we have
VH(B) = supyp V# (). Now assume that there exists a point 8 € T \ supp 4 such that

VE(B) > V#(a), o€ suppu.

We see immediately that §(8) Nsuppu = 0, and hence there exists a unique point 7g > 8 such that
8(tg) Nsupp i # 0, but §(7) Nsupp i = @ for every T < 7g. Then (I*u)(7) = 0 for such points 7, and

VEB) =V (1) + ), (Fu)(B) =VH(1p).

5>1>f8

Monotonicity of V¥, with respect to natural order on 7', implies that V¥ (7g) < V¥(a) for any a €
8(tg) Nsupp i, yielding a contradiction.
Property 4. As before, it is enough to show (71) only for points inside 7. Now suppose there exists
@’ € T such that
(1f) () < V¥(a)

and
(If)(t) >VV(1), 17> a

DISCRETE ANALYSIS, 2023:22, 57pp. 49


http://dx.doi.org/10.19086/da

NICOLA ARCOZZI, PAVEL MOZOLYAKO, KARL-MIKAEL PERFEKT, AND GIULIA SARFATTI

It follows immediately that f(a®) < (I*v)(a®). Hence one of the children of &, which we denote by a,
satisfies f(o') < (I*v)(a!). Continuing this argument we obtain a sequence { ‘' }¥ of nested points such
that f(a¥) < (I*v)(a*), k=0,1,.... Denote the endpoint of this geodesic by ® = ), 8(aX). Clearly
o € supp V. It follows that

(19)(@) = 1)) + L A(@) <V(e)+ L) =V (@),
a contradiction. O

5.3

Proposition 5.2 For any A > 1 there exists a point ® € T” and a set E C T" such that the equilibrium
measure [l = Ug of this set satisfies

V(@) > 1. (72)

Proof. Putn=20([A]+1) and k =20". Now fix any point @ € (dT)? and for any 0 < i < n consider the
unique point o = (e, Ocy) that satisfies o' > o, dr(of) =20"", dr(o) =20', so that dy2 (') = 20" = k.

We have ol Aoy = o x,ocy/\ocy —an for i > j, hence

o . 2 k
Y dps(ai nad) =Y 20711 Y 200 < Zo0r < o (73)
i#j j<i j>i 19 9

Now let E := {a'} and jt = g to be the equilibrium measure of E. We claim that V¥ (@) > 55 > A.

To show this we first note that the values of p at o, i =0, ...,n are more or less the same,
<5 inf 74
Osggnu( <5 inf (o). (74)

Indeed, assume that i, iy are such that supy;, i(t') = p(o™), infocicy p(0') = (@), and
u(a') >5u ().

Since every element of E has non-zero capacity (actually Cap{a'} = % > 0), we have

1<VE(a?) =Y dp(a'Aa?)u(o) + kp(a?) <

i#ip

i i i i k i k i

) dp(a' Ao (o) +kp(a?) < gu(eh) +zu(ah) <
i#i
1
Sku(a o)+ Zdrz o' Aa)u(a) = V”( ).

l;éll

On the other hand, (o) > 0, hence V¥ (o) = 1, and we have a contradiction.
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Furthermore,

1=VH(a") =ku(a")+ Y dp(a' A u(a) <

i)
. . . . 10 .
k(o) + ) dp (o' Aatu(a) < - (a).
i
Therefore, for any 0 <i < n,
() > Lua) >
RO =% = Sox

It follows immediately that

9n

Vi (o) = gdﬂ(m o )u(or) = édrz(ai)u(ai) > k() > o0

and we are done. O

Proposition 5.3 For any A > 0 there exists a pair of measures L,V > 0 on T such that

V(o) > V¥(@), @€ suppp, (75)
but .
sup V(o) < sup —V¥*(a). (76)
— 2 A
acT aeTl

Proof. This is a direct corollary of Proposition 5.2 above. Indeed, given A > 0 let 4 = ug be as in (72),
and let v := x, be the unit point mass at the root. Then, clearly, V¥ =1 on Tz, and in particular on supp U,

butsup o VH > 4. O
54

Let mg be normalized length on dD. Define M to be its natural pull-back on 9T, My = Ajmy. In
particular, we have
Mo(38(B)) =27 B+ BerT.

Similarly, as in Lemma 5.5, let M = A*m, where m is normalized area measure on the torus (9ID).
Clearly,

M(9S(B)) =27 P2 = Mo (9S(B.))Mo(9S(By)), B = (Br:By) € T2,
Let us show that dr- is almost a martingale with respect to the measure M.

Lemma 5.7 Assume that o, 3 € T?. Then

1
A (@A)~ §os e aS B /am) /as(ﬁ)dﬂ(g A @)dM(E)dM (o). (77)
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Proof. Due to multiplicativity it is enough to prove that, say,

1 |
16 ) TSR s o 16 OMIE M )

If & < a, and @, < B, then dr (&, A @) > dr (o, A By), hence

1
dra B < 3 a8 0(88(Bx))/asuxx)/aswx)dT(éxAwX)dMO@X)dMO(wX)'

To get the reverse inequality we first show that for any B € T; and 7, € T, we have

1
Mo(98(B))

If 7, > B, or these two points are not comparable, then, clearly, dr (7, A By) = dr (T A @) for @, < B,
and (78) is trivial. Hence from now on we assume that 7, < ;. Let n := dr(By) and N := dr(7y). For
every n < k < N there exists exactly one point ¥ € T, such that 7, < ¥ < B, and d7 () = k (in particular

Y2 = B, ¥ = Ty). Define

/a s 4 (EeN 0 dmMo(@0) < 3 (51 ). (78)

=98()\98(Yir1), n<k<N-—1,

and

Sy = 88(7.;)
If @, € S, then, clearly, dr (7, A @;) = k. Moreover, these sets are disjoint and form a covering of d8(f;).
Also My(Sp) =27%—27%1 n <k <N —1and My(Sy) =2". We have

1
MO(aS(Bx))

N
2dT ﬁx Z dt Tx/\wx dMO(wx Z”ZkMO(Sk) S
k=n

dr (T A @) dMy (@) =
Ly, (e @) a0

2" Z k2% < 3n = 3dr (1 A B),
k=n

and we arrive at (78). It follows immediately that

1
Mo (98(04))Mo(dS(By))

1
o8 Ta]) st 1 6 BMo(6:) < 9 (a1 B)

/38 (o) /ag (Be) éx/\ (Dx) dMO(éx) dMO(wx> <
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Theorem 5.1 Suppose that © > 0 is a Borel measure on T° with finite energy. By the Disintegration
Theorem we can define a measure L, supported on the (dT)? b

d (@, 0y) = Z ]W(%(S[g(;}))dM(a))—f—
B>w
(79)
d“(wxvﬁy) Bxa )
Mo(9S(By)) PMo(e) + dMo(®,) +dp (@,
& mo(03(6,) ™ ﬁg o My(0,) + du (0,0
Then the potentials of U and L, are equivalent,
V“(a) @V/Jb(a)’ aeT; (80)

Proof. Fix any point o € T°. We have
Vi (0r) = / dpa (0N @) dity(0) :/ dr@ne) Y P iyie)r
(9T)? (9T)? M(98

d.u(wx,ﬁy)
Jors @) L (g ()

dp(By, o)
/(aT)z dr: (0 A\ o) Bxgw Mo(as(ﬁx)) dMy( @)+
/( (0 @) () = (14 (1) 4 (11 41V,

By Tonelli’s theorem and Lemma 5.7

_ 1(B)
=Y I‘M(B))‘/BS(IS)de(aAw ydM(w)~ Y u(B)dr:(aAB).

ﬁETZ ﬁ€T2
Similarly,
(1) =
d(a/\m)Z(l/ dr( oy A 0y)dMo( )>d(a)[3)~
or, TN Lo\ g (@5(B,)) Josip T IO J A OB
Z dT (Xy/\ﬁy / dT OCX/\a)x)d,LL((Dx,B))
ByeTy
and

()~ Y dr(ocnB) | dr(ena)du(Bo).

B:€T,;
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We arrive at

Vi(a)~ ), w(Bdr(anB)+ Y dT(ay/\By)/aT dr (0 A\ @ )dp(ay, By)+

BeT? BT,

¥ dr(@n) [ dr(onodu(Boo)+ [ dp(@no)du(o) =

B.€T;

/ dr(anTt)du(t)+ dr(anTt)du(t)+ dr(aNT)du(t)+
T2 T xT, T, x 9T,

/aTxxaTyde(oc/\T)du(T) — V().

Corollary 5.1 Given a Borel set E C T define its boundary projection 8,(E) C (dT)? to be

Sp(E) = [ 98(B).

BeE

Then there exists a constant C > 1 such that

Cap8,(E) < CapE < CCapS,(E).

(81)

Proof. We start by assuming that E is compact. The left inequality is trivial, since any function admissible
for E is also admissible for §,(E). Now let u and v be the equilibrium measures for E and 8;(E)

respectively. By the definition of up,

_ _ u(p)
ol = [t = [, T sy aM@

B>

(e, By) Aau(p., o)
Jors & o(05(5,)) M) Jome ., Motasiay Mo(@)+

/(aT)2dN(w): Y )+ Y /(mdu(wx,ﬁywr Y /(mdu(ﬁx,wy)ju

Ber? ByeT, BeeTx

d:/d: .
/(m p= [, du ||

By Theorem 5.1 and the fact that u is an equilibrium measure,
ol =l = [ Vrau= [ vedun [ v ap,
On the other hand, for every C € R we have
0< /Tz\\/”bdub —2C/Tszdub +C2/TZV"dv < /TZV“bdub 2| |+ C2V,
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since Vv is an equilibrium measure for 8,(E) and V¥ > 1 quasi-everywhere on 8,(E) D supp Up. By (82)
there is a C > 1, independent of E, such that

0< [, V¥ duty = Clus| +C(CIV| = o)) < C (V] = |-

Therefore

CCap8y(E) = C|v| > |up| = [u| = CapE,

and we get the second half of (81).
Given a general set E we exhaust it by compact sets Ej from inside. Then limy_,., Cap E; = CapE
and limy_,. Cap 8, (Ey) = Cap8,(E), an we still have (81) by the argument above. O
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