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Abstract— Tracking control for unmanned underwater vehi-
cles is essential, both for autonomous operations and complex
tasks where the vehicle is manually controlled by a pilot.
Underwater vehicles are typically subjected to perturbations
due to environmental effects such as ocean currents and waves.
Moreover, obtaining an accurate model of the vehicle dynamics
is highly challenging. This introduces a need for a model-free
control system that is robust to such perturbations. In this
paper, we propose the use of two higher-order sliding mode
controllers, the generalized super-twisting algorithm (GSTA)
and the adaptive GSTA, for 4 degree-of-freedom control of an
underwater vehicle. The stability of the closed loop system is
analyzed through Lyapunov theory and the performance of
the controllers is evaluated in a set of full-scale field trials at
an aquaculture facility. The results show that the controllers
outperform classical PID control.

I. INTRODUCTION

Unmanned underwater vehicles (UUVs) such as remotely
operated vehicles (ROVs) and autonomous underwater ve-
hicles (AUVs) are important for monitoring and interacting
in underwater environments where humans cannot or should
not travel [1]. The oceans present a challenging and unfor-
giving environment where the vehicle is subjected to harsh
disturbances from currents and waves. Due to various hydro-
dynamic effects, it can be challenging to model underwater
vehicles accurately. This is particularly the case for ROVs,
as the many cavities and appendages on the body make it
difficult to calculate the damping and added mass effects
of the vehicle. Perturbations due to environmental loads
and model uncertainties thus introduce the need for robust
control techniques for UUVs. Aquaculture is one industry
that has a need for robust control of underwater vehicles.
In aquaculture, ROVs are typically used for inspection,
maintenance, and repair operations in fish farms [2], where
the vehicle must operate in the wave-zone, in complex and
irregular current flows [3] and in close proximity to flexible
net cages [4].

Sliding mode control (SMC) is a robust method for
controlling perturbed dynamic systems that are affected by
matched uncertainties and perturbations [5]. SMC achieves
its robustness to these types of perturbations through a
signum function which introduces a discontinuity to the
control law. However, due to phenomena such as time delays
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Fig. 1: SINTEF ACE Rataren, a full-scale laboratory facility
designed for development and testing of aquaculture technologies.
Photo: M. O. Pedersen, SINTEF Ocean.

and hysteresis, this discontinuity in the control law can
introduce high-frequency oscillations known as chattering to
physical systems. Chattering can be avoided by replacing the
signum function with a saturation or sigmoid function [5].
However, this restricts the sliding system’s trajectories from
reaching the sliding surface but instead its vicinity and thus
reduces robustness to disturbances [6]. Another way to deal
with the chattering effects is to apply higher-order sliding
mode (HOSM) techniques, which ensure convergence of the
system’s sliding variable and its derivatives to zero even
when affected by disturbances and uncertainties [6], [7].

One powerful HOSM technique is the super-twisting al-
gorithm (STA) [8], which avoids chattering and generates
smooth control inputs by placing the discontinuous term
behind an integrator. The main disadvantage of STA is that
it requires known bounds of the disturbances. To overcome
this disadvantage, STA controllers that adapt their gains have
been suggested [6], [9], with the main benefit that they can
be robust to perturbations with unknown bounds. Moreover,
an alternative HOSM technique called the generalized STA
was developed in an attempt to deal with uncertain control
coefficients and perturbations that are both state- and time-
dependent [10], [11]. Underwater vehicles are affected by
such uncertainties through, e.g., the inertia moment due to
added mass effects [12], and through control coefficients
due to vortex effects stemming from the thrusters. In [13],
an adaptive GSTA control law is proposed that combines
the state- and time-dependent robustness property of GSTA
with adaptive STA’s robustness to perturbations of unknown
bounds. The GSTA control law has successfully been applied



for underwater vehicles such as AUV [14] and underwater
snake robots [13], [15], in addition to other types of vehicles
(e.g., spacecraft [16] and quad-copters [17]). In [14], GSTA
was successfully applied in sea trials for an AUV to control
depth and yaw.

In this paper, GSTA and adaptive GSTA is proposed for
4 degree-of-freedom (DOF) control of an ROV, based on
the work of [18]. The main contribution of the paper is an
experimental validation of two variations of GSTA through
field trials. The field trials were conducted at an industrial-
scale fish farm (see Fig. 1). The controllers were imple-
mented on an ROV that performed an autonomous inspection
of fish cage nets where the vehicle was commanded to
autonomously move along the net at a desired depth while
maintaining a desired distance, heading, and velocity relative
to the net [19]. The performance of the GSTA controllers
is compared to each other and to a classic PID controller,
demonstrating good performance. Finally, the paper also
proves analytically that the tracking errors converge to the
origin in finite time.

The paper is outlined as follows. Section II contains
the vehicle model. Section III presents the GSTA control
technique and the adaptive law used for estimating the
adaptive gains, in addition to a stability analysis of the
control system. The navigation and guidance systems for the
vehicle can be found in Section IV. The experimental setup
for the field trials is presented in Section V and Section VI
contains the results from the trials. The results are discussed
and the control performances are compared in Section VII.
Finally, Section VIII holds the conclusions for this work.

II. VEHICLE MODEL

The ROV considered in this paper is described in 4
DOFs (surge, sway, heave and yaw). A kinematic model
represented in the North-East-Down (NED) reference frame
{n} is employed, while the dynamics are described in the
body-fixed reference frame {b}. The following assumptions
are introduced:

Assumption 1. The vehicle is port-starboard, fore-aft, and
bottom-top symmetric.

Remark 1. Diagonality in the inertia and damping matrices
follows from Assumption 1 [12].

Assumption 2. The vehicle is passively stabilized in roll and
pitch. Thus, these DOFs can be neglected and considered to
be null.

Assumption 3. The center of gravity (CG) and center of
buoyancy (CB) are located along the same vertical axis in
{b}.

Assumption 4. The center of origin (CO) of the body-fixed
reference frame is placed in CG.

Remark 2. Assumptions 3-4 imply that the buoyancy and
gravitational forces are only present in the heave-direction,
and simplify the centripetal and Coriolis matrix [12].

The 4 DOF vehicle model is expressed by the following
control plant model [12]

η̇ = J(η)ν (1)
Mν̇ +C(ν)ν +D(ν)ν + g = τ +w, (2)

where η = [x, y, z, ψ]T is the generalized position vector,
and ν = [u, v, w, r]T contains the linear and angular ve-
locities of the vehicle. The term ν is decomposed in {b}
and thus J(η) = [Rz(ψ), 0;01x3, 1] is the transformation
matrix from {b} to {n} , where Rz(ψ) ∈ R3x3 is the
principal rotation matrix around the z-axis. Furthermore,
M = MRB + MA > 0,∈ R4×4 is the system inertia
matrix, which is the sum of the rigid-body mass matrix and
the added mass matrix, C(ν) = CRB(ν) +CA(ν) ∈ R4×4

contains the rigid body and added mass centripetal and
Coriolis forces, and D(ν) = Dl + Dn(ν) > 0,∈ R4×4 is
the damping matrix made up of a linear and nonlinear part.
Due to Assumption 1, M and D(ν) are diagonal, while
C(ν) can be calculated from M according to [12] as

C(ν) =


0 0 0 −m22v
0 0 0 m11u
0 0 0 0

m22v −m11u 0 0

 , (3)

where mii refers to element ii of M . The gravitational
and buoyancy forces are represented by the vector g =
[0, 0, gz, 0]

T , while the control forces are contained in τ ∈
R4. Finally, the perturbations from wave-excitation forces,
the unknown current flow, and unmodeled dynamics are
lumped together in the disturbance vector w ∈ R4. We also
make the following assumptions on the control forces and
disturbance vector:

Assumption 5. The vehicle is fully actuated.

Assumption 6. The disturbance vector w is upper and lower
bounded.

III. CONTROL DESIGN AND STABILITY ANALYSIS

A. Control objective

The control objective is to track reference signals in
heading, depth, and surge and sway velocity. This can be
formulated as

lim
t→∞

x1(t) = lim
t→∞


ũ(t)
ṽ(t)
z̃(t)

ψ̃(t)

 = 0, (4)

where ũ ≜ u−ud, ṽ ≜ v−vd, z̃ ≜ z−zd, ψ̃ ≜ ψ−ψd are the
tracking errors, and x1 ∈ R4 is a vector of tracking errors.
Here, ψd, zd, ud, vd are the time-varying reference signals in
heading, depth, and surge and sway velocity.

Assumption 7. The reference signals ud, vd, zd, ψd and their
derivatives wrt. time are Lipschitz continuous.



B. The sliding variable

To utilize sliding mode, we first need to define a sliding
surface σ, which is to be designed such that if σ = 0, then
the error dynamics are asymptotic stable, and such that the
control input τ appear in the first derivative of σ. Consider
the following choice for the sliding variable

σ = x1 +


˙̃u
˙̃v

2w̃ + ˙̃w
r̃

 = x1 + x2. (5)

For σ = 0, this yields
˙̃u
˙̃v
˙̃w
r̃

 =


˙̃u
˙̃v
¨̃z
˙̃
ψ

 =


−ũ
−ṽ

−2 ˙̃z − z̃

−ψ̃

 , (6)

which is linear and Hurwitz, thus making x1 = 0 an
exponentially stable equilibrium point.

We now want to rearrange (5) on the form

σ̇ = φ1(σ, t) +φ2(σ, t) + Γ(σ, t)τ , (7)

where φ1(σ, t) are the vanishing terms bounded by
||φ1(σ, t)|| < ρ||φ1(σ)|| for some ρ > 0, φ2(σ, t) is a vec-
tor of non-vanishing state and time-dependent perturbation
terms, and Γ(σ, t) is a matrix of the control coefficients.

Defining a reference vector

νr =


ur
vr
wr

rr

 =


ud − ˙̃u

vd − ˙̃v

wd − w̃ − z̃ − ˙̃w

rd − ψ̃

 , (8)

and inserting it into (5), gives

σ =


u− (ud − ũ)
v − (vd − ṽ)

w − (wd − w̃ − z̃ − ˙̃w)

r − (rd − ψ̃)

 =


u− ur
v − vr
w − wr

r − rr


= ν − νr .

(9)

Furthermore, differentiation of (9) gives

σ̇ = ν̇ − ν̇r =

M−1 (−D(ν)ν −C(ν)ν − g + τ +w)− ν̇r ,
(10)

where it is clear that τ is present. We can now write (10)
on the form of (7) where

φ1(σ, t) =−M−1 (D(ν)ν +C(ν)ν)

=−M−1 (D(σ + νr) +C(σ + νr)) (σ + νr)
(11)

are the vanishing perturbation terms,

φ2(σ, t) = M−1(−g +w)− ν̇r (12)

are the non-vanishing perturbation terms, and

Γ(σ, t) = Γ = M−1 (13)

is the control coefficients matrix. We note that the system in
(10) has matched uncertainties due to the matrix Γ.

C. Control law

1) The generalized super-twisting algorithm: Based
on [10], we propose the following fixed-gain GSTA con-
troller:

τ = −K1ϕ1(σ) + z (14)

ż = −K2ϕ2(σ) , (15)

where
ϕ1(σ) = ⌈σ⌋ 1

2 + βσ (16)

ϕ2(σ) =
1

2
⌈σ⌋0 + 3

2
β⌈σ⌋ 1

2 + βTβσ (17)

and K1 = KT
1 > 0, K2 = KT

2 > 0 and β = βT >
0 are constant, positive definite design matrices in R4x4.
Furthermore, ⌈σ⌋a ∈ R4 is the vector whose i-th element
is defined as

⌈σi⌋a = |σi|asgn(σi). (18)

2) The adaptive generalized super-twisting algorithm:
An alternative to the fixed-gain GSTA (14)-(15) is to allow
for the gain matrices K1,K2 to be updated through the
use of an adaptive law. In accordance with the proposed
adaptive laws in [13], K1,K2 are diagonal matrices whose
i-th elements are updated according to

k̇1,i =

{
0, if |σi| < αtol

ω1

√
γ1

2 , otherwise,
(19)

k̇2,i = 2ϵk1,i + λ+ 4ϵ2 . (20)

Here, ω1, γ1, ε, λ ∈ R are positive constants. Furthermore,
αtol ∈ R in (19) is a small positive constant operating as
a tolerance for when σi is considered to be large enough
for changes to occur in the estimation of k1,i. Without this
modification, k1,i will experience a constant change because
σi = 0 is unlikely to occur in real systems. The key idea
is here to allow the system to stay on the sliding manifold
by updating the gains instead of relying on well-tuned fixed
gains without a need for an estimate of the bounds of the
perturbations and control coefficients.

D. Stability analysis

Before analyzing the stability of the proposed control law
(14)-(15) with and without the adaptation (19)-(20), we make
the following assumptions about the system (10) [13].

Assumption 8 (Continuity condition). The function
φ(σ, t) = φ1(σ, t) + φ2(σ, t) is Lipschitz continuous with
respect to t, and φ(σ, t) ∈ C1 with respect to σ.

Assumption 9 (Bounded disturbance). The uncertain control
coefficient matrix is assumed to be bounded by positive
constraints:

0 < km ≤ λmin (Γ) ≤ λmax (Γ) ≤ kM . (21)

Assumption 10 (Vanishing perturbation). The perturba-
tion term φ(σ, t) can be split into two parts as follows:
φ(σ, t) = φ1(σ, t) + φ2(σ, t), such that the first term is



vanishing at the origin, i.e., φ1(0, t) = 0∀t ≥ 0, and is
bounded by

||φ1(σ, t)|| ≤ ρ||φ1(σ)||, ρ > 0. (22)

Assumption 11 (Bounded growth for φ2 wrt. to σ). The
total time derivative of the non-vanishing component of the
perturbation term divided by the control coefficient matrix Γ
can be represented as:

d

dt

(
Γ−1φ2(σ, t)

)
=

Γ−1 ∂φ2

∂t
− Γ−2φ2

∂Γ

∂t
+

(
Γ−1 ∂φ2

∂σ
− Γ−2φ2

∂Γ

∂σ

)
σ̇ =

δ1(σ, t) + δ2(σ, t)σ̇
(23)

where δ1(σ, t) and δ2(σ, t) are bounded by positive con-
stants:

||δ1(σ, t)|| ≤ δ̄1, ||δ2(σ, t)|| ≤ δ̄2. (24)

We now introduce Theorem 1, which states the stability
properties of the GSTA controller with fixed gains.

Theorem 1. Suppose that Γ and φ(σ, t) in (10) satisfy
Assumptions 8-11. Then, the states x1 and x2 converge to
zero and z converges to −φ(σ, t), globally and in finite-
time, if GSTA gains K1,K2 and β > 0 are designed in
accordance with [11].

Proof. The proof is given in [11].

Inspired by [6] and [13], the stability properties of the
GSTA control law with adaptive gains are given by Theo-
rem 2.

Theorem 2. Suppose that Γ and φ(σ, t) in (10) satisfy
Assumptions 8-11. Then, the states x1 and x2 converge to
zero and z converges to −φ(σ, t), globally and in finite-time,
if gains K1 and K2 are designed as expressed in (19)-(20),
with β > 0, λ > 0, ω1 > 0, γ1 and ϵ = ω2

2ω1

√
γ2

γ1
, where

ω2 > 0 and γ2 > 0.

Proof. The proof is given in [13].

IV. NAVIGATION AND GUIDANCE SYSTEM

To test the proposed control laws, they were implemented
as part of an autonomous system for inspecting aquaculture
net pens. The navigation and guidance system is based
on [19] and is briefly summarized here.

The objective of the net-following system is to move along
the net with a given distance dd(t) > 0 and speed Ud(t) > 0,
and a heading normal to the net structure. A front-facing
Doppler velocity log (DVL) sensor is mounted to the fore
of the vehicle. Based on the measured length of the four
hydroacoustic DVL beams, the net in front of the DVL is
approximated as a plane, from which one can calculate the
minimal distance d between the plane and the CO, and the
normal vector ψnet to the net.

A line-of-sight (LOS) guidance law [12], [19] is used to
calculate desired course angle for the ROV according to

χLOS = γp − arctan
(ye
∆

)
, (25)

Fig. 2: Argus Mini ROV performing net-following with DVL.

where γp ≜ ψnet +
π
2 is the angle tangential to the plane

(or γp ≜ ψnet − π
2 if commanded towards port), ye ≜ d −

dd is the distance error, and ∆ > 0,∈ R is the lookahead
distance [12]. Moreover, the desired velocities in surge and
sway are given as [19]

ud = Ud cos(−ψ + χLOS) (26)
vd = Ud sin(−ψ + χLOS) . (27)

Finally, the desired heading is equal to the net normal angle,
i.e., ψd ≜ ψnet, and the desired depth zd(t) is set by the
operator.

V. EXPERIMENTAL SETUP

Field trials were conducted in May 2022 at SINTEF ACE
Rataren, a full-scale laboratory facility for testing aquaculture
technologies outside Trondheim, Norway (see Fig. 1). In the
field trials, an Argus Mini ROV equipped with a Nortek
1000 DVL was used. The ROV performing net-following
is depicted in Fig. 2.

The ROV was placed inside a fish cage and was set to
traverse the net at a distance of dd = 3 m. The fish cage
was stocked with about 200 000 salmon, which is known
to decrease the performance of DVLs due to scattering
of acoustic signals [20]. The desired depth was chosen to
setpoints between 3.5 m to 5 m, while the desired speed was
set to Ud = 0.2 m/s. Three case studies were performed
in total, GSTA with fixed and adaptive gains and a PID
controller.

The ROV was equipped with a DVL for measurement
of velocities, a depth sensor for measurement of depth, a
fluxgate compass for measurement of heading, and a gyro
for measurement of angular velocity. An extended Kalman
filter (EKF) based on [21] was used for estimating the vehicle
states, while appropriate reference models were utilized for
generating smooth reference signals [12].

S

VI. RESULTS

A. Case study 1: GSTA

The first case study presents the performance of the GSTA
controller during a net-following field trial. The gains used
for the GSTA controller are found in Tab. I while Fig. 3
shows the resulting plot containing the vehicle’s net distance,
total speed (i.e., norm of surge and sway velocity), surge



TABLE I: GSTA Controller gains
Degree of freedom k1 k2 β

Surge 0.5 5 5
Sway 1 1 10
Depth 25 0.001 15

Heading 2 0.008 25
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Fig. 3: Case study 1: GSTA. Measured (blue, solid line) vs.
reference (red, dashed line) for distance to net, total speed, surge
speed, sway speed, depth and heading.

and sway velocities, depth and heading angle with their
respective reference values. For the first 29 seconds in Fig. 3,
the vehicle descended to the desired depth zd = 5 m. After
29 seconds, net following was activated, and the vehicle
attempted to maintain the desired depth while tracking the
desired heading angle and velocity references in surge and
sway. After 100 seconds, the ROV was commanded to move
in the opposite direction, which resulted in a change in the
sway velocity reference signal. Moreover, it can be seen that
the desired distance to the net was maintained and that the
references for surge, sway, depth, and heading were tracked
with low errors throughout the trial.

TABLE II: Adaptive GSTA controller gains
Degree of freedom β ω γ ϵ λ αtol

Surge 6 1 5 0.0001 2 0.2
Sway 6 1 5 0.0001 2 0.2
Depth 5 1 3 0.00001 0.01 0.15

Heading 1 1 1 0.001 1 0.2

TABLE III: PID Controller gains
Degree of freedom kp kd ki

Surge 200 0 5
Sway 200 0 5
Depth 100 0 1

Heading 15 1 0.5

B. Case study 2: Adaptive GSTA

In the testing of the performance of the adaptive GSTA
controller, the parameters displayed in Tab. II were applied
for the update law used to estimate the gains. The states
along with their respective reference values can be seen in
Fig. 4. The vehicle spent the first 17 seconds descending
towards the desired depth. After 63 seconds, the commanded
direction of net-following was changed, affecting the sway
velocity reference signal. While some outliers in the net-
following system, likely due to the interference of fish in the
DVL measurements, lead to sudden changes and spikes in
the references for net distance and surge and sway velocity,
the references were still tracked with low errors. From Fig.
5, it can be seen that the adaptive gains for surge, sway and
yaw quickly converged towards stable values while the gain
for depth had yet to converge to a stationary value at the end
of the trial.

C. Case study 3: PID

The final case study aims to showcase the performance
that is to be expected from using PID controllers. The gains
used in this case study can be found in Tab. III and the field
trial results can be seen in Fig. 6. After reaching the desired
depth and activating net-following, the vehicle tracked the
surge, sway and heading references with some error while
maintaining the depth reference with low error. A steady-
state error can be seen in sway and absolute velocity. The
direction for net-following was changed after 71 seconds.

D. Summary of Results

The RMSEs for the three case studies are summarized in
Tab. IV. Overall, it can be seen that the PID controller was
outperformed by the GSTA controllers, although admitting
a much lower RMSE in depth than the other two control
methods. A steady-state error for velocity tracking was also
observed with PID control. The adaptive GSTA controller
performed better that the GSTA in surge, sway and depth,
while being slightly worse in heading reference tracking.
Nevertheless, both controllers ensured that the control ob-
jective was satisfied with low errors.

VII. DISCUSSION

While both of the proposed GSTA controllers were capa-
ble of achieving the control objective, i.e., keeping a desired
constant depth and distance to the net while tracking the
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Fig. 4: Case study 2: AGSTA. Measured (blue, solid line) vs.
reference (red, dashed line) for distance to net, total speed, surge
speed, sway speed, depth and heading.

surge, sway and heading references, it was found that a
steady-state error occurred in velocity tracking when using
PID control. This negatively affected the ability of the net-
following system to hold the desired distance to the net. It
was also found that the adaptive GSTA slightly outperformed
the fixed-gain GSTA while both of these performed better
than the PID controller (except for keeping the desired depth,
see Tab. IV).

While the controllers achieved the objective, they all suf-
fered from occasional outliers in the net distance estimates.
Bad net distance estimates were most likely due to fish
obstructing the DVL beams, which led to sudden changes in
the references, especially for the surge velocity. Moreover,
the relatively low sampling frequency of the DVL (8 Hz) and
the associated non-regular delays may also have a negative
impact on the control performance.

Incorrect net distance estimates may thus explain some of
the deviations in reference tracking performance for surge,
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k
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k1 yaw

Fig. 5: The evolution of the elements of the adaptive gain matrix
k1 over time for adaptive GSTA.

TABLE IV: RMSE for GSTA, adaptive GSTA and PID control.
GSTA Adaptive GSTA PID

Distance to net [m] 0.402 0.681 0.820
Total speed [m/s] 0.078 0.055 0.114

Surge [m/s] 0.054 0.035 0.048
Sway [m/s] 0.077 0.046 0.103
Depth [m] 0.143 0.113 0.078

Heading [rad] 0.090 0.097 0.145

sway and heading and, in particular, the RMSE for net
distance.

As with all controllers, the performance of the control laws
is closely related to the tuning of the gains. The controller
gains were found by in-field tuning. The adaptive GSTA
can adaptively tune its gains, which is likely the reason
for the superior tracking in velocity. However, it was also
experienced that it was challenging to tune the terms that are
responsive for calculation of the adaptive gains. Particularly,
a small value for αtol can lead to high-gain instability, as
the gain will increase when the sliding variable leaves the
sliding manifold. A very small value of αtol for the depth
DOF is thus the most likely cause for the rise in k1,z ,
which corresponds well with the small oscillations in depth
observed near the end of the trial. The superior performance
of PID in depth is likely due to better tuning. It was, however,
challenging to tune the PID controller for velocity control,
as large values for the integral gain led to instability due to
the integration of sensor noise. This resulted in conservative
tuning in velocity for PID control. In any case, given more
time for tuning, it is likely that the performance of all
controllers would improve.

VIII. CONCLUSIONS

In this paper, we have proposed the use of two higher-
order sliding mode (HOSM) control algorithms for 4DOF
control of an underwater vehicle, one fixed gain and one
adaptive gain GSTA. The stability properties of the con-
trollers were analyzed and it was proved that the tracking
error will converge to the origin globally and in finite-time.
Furthermore, the controllers were validated in a set of field
trials in an autonomous system where an underwater vehicle
performed autonomous net inspection inside an aquacul-
ture fish cage. The results have been used to compare the
control laws to each other and PID control. It was found
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Fig. 6: Case study 3: PID. Measured (blue, solid line) vs. reference
(red, dashed line) for distance to net, total speed, surge speed, sway
speed, depth and heading.

the HOSM controllers demonstrated good performance in
reference tracking.
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