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Abstract—Different explainable techniques have been intro-
duced to overcome the challenges in complex machine learning
models, such as uncertainty and lack of interpretability in
sensitive processes. This paper presents an interpretable deep-
leaning-based fault detection approach for two separate but
relatively sensitive use cases. The first use case includes a
vessel engine that aims to replicate a real-life ferry crossing.
Furthermore, the second use case is an industrial, medical
device assembly line that mounts and engages different product
components. In this approach, first, we investigate two deep-
learning models that can classify the samples as normal and
abnormal. Then different explainable algorithms are studied to
explain the prediction outcome for both models. Furthermore,
the quantitative and qualitative evaluations of these methods
are also carried on. Ultimately the deep learning model with
the best-performing explainable algorithm is chosen as the final
interpretable fault detector. However, depending on the use
case, diverse classifiers and explainable techniques should be
selected. For example, for the fault detection of the medical device
assembly, the DeepLiftShap algorithm is most aligned with the
expert knowledge and therefore has higher qualitative results.
On the other hand, the Occlusion algorithm has lower sensitivity,
and therefore, higher quantitative results. Consequently, choosing
the final explainable algorithm compromises the qualitative and
quantitative performance of the method.

Index Terms—Fault detection, Deep neural network, Explain-
able artificial intelligence, Qualitative and quantitative evalua-
tion, Infidelity, Sensitivity.

I. INTRODUCTION

Evaluating the quality of a process or product and avoiding
abnormal chaotic situations are essential tasks in various
industries that different conventional and artificial intelligence-
based solutions have addressed [1]. Deep learning-based fault
detection methods have thrived with the development of sen-
sory systems and the availability of large volumes of data [2].
However, these complicated black box models are challenging
to interpret and explain in industrial use cases. For example,
in Pharmaceutical manufacturing processes, the quality of the
products is critical, and using black box models without any
interpretability is challenging [3]. Comparably, controlling a
vessel’s movement is a delicate task with high sensitivity,
and we should ensure that the engine is in its normal status
continuously.
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Explainable Artificial Intelligence (XAI) algorithms are pro-
posed to add interpretability to Deep Neural Networks (DNN)
to gain trust and validity [4]. Furthermore, these methods
highlight the contributors to output prediction in complicated
DNN models [5]. The highlighting is done by attributing
values to input features in DNN, which indicate the feature’s
importance. However, the interpreting methods are black box
themselves, mainly applied in the image processing domain,
and rely on the visual interpretability of the image input [6].
Moreover, little work related to the time series has been carried
out [7], [8]. Therefore, these methods’ performance for time-
series data should also be evaluated and reported.

Qualitative and quantitative methods are considered to eval-
uate the performance of XAI attribution methods. Qualitative
methods focus on how accurate the attribution distribution is,
which means how the attribution aligns with the expectations.
However, for quantitative evaluation methods, the focus is on
the performance of attribution methods regarding sensitivity
and fidelity [9]. The challenge in XAI methods for time
series is that the qualitative evaluation needs some preliminary
knowledge about the importance of different input features.

The contribution of this paper is to develop two fault detec-
tion models for two different yet similar in nature use cases,
a vessel engine and a pharmaceutical assembly process, and
employ the best-performing attribution method to explain the
prediction function. Furthermore, two DNN models, a Fully
Convolutional Network (FCN) and Long Short-Term Memory
(LSTM), and different XAI methods have been investigated to
achieve a mature explainable fault detection model. Ultimately,
we compare the performance of different DNN models and
XAI methods and choose the most accurate DNN and XAI
methods. The results show that this methodology is applicable
to detect fault for diverse cases where multiple sensors are
recorded; however, depending on each use case, various DNN
models and XAI methods would perform better.

The remainder of the paper is structured as follows. First,
background on XAI methods is provided in Section II. Then,
the adopted methodological steps in detecting the fault and
interpreting the decision-making are described in Section III.
Furthermore, the method evaluation is provided in Section
section IV, where the industrial use cases are introduced, and
the related results are provided and compared. Ultimately, we



conclude the final results and findings in Section V.

II. BACKGROUND

Deep learning-based fault detection can be viewed as time
series classification, e.g., binary or multi-class classification
using time series data based on the number of categorical
faults. This section will briefly introduce the background of
XAI methods for time series, the existing challenges, different
types of explanation algorithms, and the evaluation methods.

A. XAI on time series classification

XAI research on deep learning models has mainly focused
on computer vision and natural language processing. Most
existing XAI methods highlight the parts of the input re-
sponsible for prediction [10], [11]. This might be easy to
understand for images or languages but not for time series
data due to the unintuitive nature of time series. Nonetheless,
these methods are directly applicable to time series data, e.g.,
Wang et al. [12] use the class activation map [13] to highlight
the regions in the input univariate time series that have the
most significant impact on output classification prediction.
Moreover, Kashiparekh et al. [14] use the simple perturbation
method that occludes parts of the time series and computes the
difference in the probability for the predicted class. Regardless
of the XAI method used, these methods ultimately create an
attribution map that reflects the relevance of input to output.
For time series data, this attribution map is often combined
with a line plot of the original time series. Experts with
domain knowledge are necessary to inspect and verify the
explanations.

B. Local and global explanations

The explanations are usually divided into local and global
explanations. The explanations are qualified as local when
they are valid for a specific sample and global when they
are valid for a set of samples or the entire dataset [7].
From this perspective, most XAl methods for deep learning
model only provides local explanations. Nonetheless, the local
explanations can be used to generate global explanations,
e.g., averaging the local explanations to all samples in the
dataset [15]. From our experience in fault detection, when
it comes to global explanations, it is easier to evaluate the
correctness of explanations since the features responsible for
specific faults can be identified through domain knowledge.
In addition, the model’s trustworthiness increases if the global
explanations match the expert’s knowledge. The local explana-
tion may be more interesting after deploying the model since
it can help engineers understand why faults occurred.

C. Evaluating time series explanations

Empirical evaluation of XAI methods is problematic since
it is challenging to distinguish errors in the model from errors
of the attribution method explaining the model [11]. For
this reason, the used model is often included in the evalua-
tion process. The predominant evaluation of explanations has
been qualitative evaluation [14], [15]. It is a subjective mea-
sure that domain expert assesses the explanations. However,

quantitatively evaluating the explanations is objective, critical
and challenging. Therefore one way is to verify whether
the explanation mechanism satisfies certain axioms such as
completeness, fidelity, sensitivity and etc. [9], [16].

III. METHODOLOGY

This section provides the methodology we used for detect-
ing the fault and explaining the reason behind the decision, as
shown in Fig. 1. First, the DNN model (like FCN) is trained
on the data set and predicts the label for each sample as
output. Then the XAl method (Gradient) calculates global and
local relevance values to different input features explaining
the support for decision-making. Furthermore, the attribution
algorithm uses the weights, biases, input sample, and output
prediction of the DNN model to achieve the results. In
addition, various visualization tools are employed to show the
global explanation of different features and local relevance for
data points in a sample. Finally, the quantitative and qualitative
evaluations of the methods applied in this methodology are
reported.

A. Deep learning model

Two different models are chosen to be investigated for de-
tecting the abnormal samples in the collected dataset. The first
model is a Fully Convolutional Network (FCN) which consists
of convolutional layers. We implemented the same network
architecture in [12]. The original FCN is for univariate time
series classification. However, the extended FCN model for
multivariate time series classification is provided by stacking
different time series into channels.

The second model is a recurrent neural network model; the
Long Short-Term Memory (LSTM) is used as the recurrent
layer. This model is also widely used for time series classifi-
cation since it explicitly models the temporal relationship in
time series data.

These models are separately trained on the training sets,
and the weights and biases are stored to be later used for
XAI methods. Finally, the DNN model with the highest
performance is selected as the final fault detector. Furthermore,
using the XAI methods, the main contributors of different
features and specific parts of them can be emphasized, adding
insight to the fault detection process.

B. XAI methods

This subsection introduces five different XAI methods used
in this paper. These XAI methods are chosen since they
are suitable for multivariate time series classification and are
model agnostic.

1) Occlusion: 1t is a simple perturbation-based approach.
The idea is to replace the input time series with a given
baseline (zero baselines are used in our case) and then compute
the difference in output. The higher difference in output then
represents higher attribution from this part of the time series.
The attribution is calculated as follows:

o(fwi) = fla) — flafzi = 0)) (1)
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Fig. 1: The overall methodology diagram.

where f is the scoring function (a neural network function). x
is the input and z[z; = 0] denotes that z; in x is replaced by
0. The method is computationally expensive since it requires
multiple forward passes of the network models.

2) Gradient: Tt returns the gradients with respect to inputs.
By definition, it computes the partial derivatives of the target
output with respect to each input feature. Here we calculate
the global attribution as defined in [17], which is also known
as input*gradient in the literature:

0f ()
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3) Integrated gradient: Integrated Gradients [11] is an
axiomatic XAI algorithm that assigns an importance score to
each input feature by approximating the integral of gradients
of the model’s output with respect to the inputs along the path
from given baselines to inputs:

1 ~
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where 7 is the given baseline and zero baselines are used in

this paper. To integrate the above equation, we discretize «

into 50 equally spaced bins for numerical integration.

4) DeepLiftShap and KernelShap: DeepLiftShap and Ker-
nelShap are two XAI methods proposed in [16]. These two
methods try to approximate the Shapley values in a more
efficient way.

DeepLiftShap extends the DeepLift algorithm [18] to ap-
proximate the Shapley values. For each input sample, it
computes DeepLift attribution with respect to each baseline
and averages resulting attributions.

KernelShap uses the LIME framework [19] to compute
Shapley Values. By setting the loss function, weighting kernel,
and regularization terms appropriately in the LIME framework,
the Shapley values can be theoretically derived.

C. Evaluation methods

In order to evaluate the explanations, qualitative and quanti-
tative evaluation methods are used in this paper. Note that the
qualitative method measures how the explanation matches the
expert’s opinion, while the quantitative method indicates how
well the explanations satisfy the completeness and sensitivity
axioms.

1) Qualitative evaluation: We first ask experts to assign
each sensor a relevance score on faults to assess the ex-
planations qualitatively. Then the XAI methods presented in
Section III-B are used to provide attribution maps (local
explanations) for all the samples in the dataset. The attribution
map for each sample is then summed in the time axis, which
provides the sensor attribution for each sample. Next, the
sensor attributions are averaged across all samples to obtain a
global sensor attribution. Finally, the relative cosine similarity
score is calculated to measure the similarity between the
expert’s relevance score and the global sensor attribution from
XAI methods:

score — cosine(Reyp, Rat.tr) — cosine(Rezp, Rpase) @
1 — cosine(Rezp, Roase)

where cosine is the cosine similarity function. It is a measure
of similarity between two non-zero vectors and it is defined
as the cosine of the angle between the vectors; that is, it
is the dot product of the vectors divided by the product of



their lengths. R.,, is the expert’s relevance score. Ry is
the global sensor attribution from XAI methods. Rpqse is the
base sensor attribution that all the sensor has equal attribution.
Note that the positive score suggests that the global sensor
attribution is better than the base one.

2) Quantitative evaluation: Two metrics, infidelity and sen-
sitivity [9], are used for quantitative evaluation. The infidelity
measure is derived from the completeness axiom, which is
defined as the expected difference between the dot product
of the input perturbation to the explanation and the output
perturbation:

infd(, f,x) = Ef[ITo(f,x) — (f(x) = flx—1)))*] (5)

where ¢ is the XAI attribution method. f is the deep learning
model. x is input and [ is a small perturbation.

Sensitivity measures the extent of explanation change by
insignificant perturbations from the test point. It is natural to
consider the explanation to have low sensitivity. The sensitivity
is defined as follows:

sens(@, f,x,v) = max |[6(f,z+6) = o(f, o)l ()

18] <r

where r is a given input neighborhood radius.

D. Visualization

In this paper, two different visualization methods are used
to show global and local attribution. First, a bar chart shows
the global attribution input features, where each bar represents
the global attribution value for each feature. However, to
show the local attribution, the attribution value for each data
point in different features is displayed in color. Therefore the
importance of each input sample can be derived from the color
used. The color bar in this type of visualization demonstrates
the strength of each color. The overall diagram of the applied
methodology is presented in Fig. 1.

IV. EXPERIMENTS

Two different case studies are investigated to evaluate the
proposed methodology: a vessel engine and a medical assem-
bly process. Moreover, the results of implementing different
classifiers and explainability algorithms are presented in order.
These results, including qualitative and quantitative, are then
compared and discussed. Ultimately the derived results show
that the methodology can be applied to various industrial use
cases of similar nature.

A. Case 1: Vessel engine

1) Dataset: The dataset [20] is collected from a vessel
engine in the hybrid power lab, as shown in Fig. 2. In
the experiment, the engine aims to replicate real-life ferry
crossings. Similar to [20], only nine sensors closely related
to the engine’s status are used. The train and test data are
split by different runs to avoid data leakage.

Two artificial faults, malfunction of the turbocharge and the
clogged air filter (Fig. 2), are introduced to the engine during
the processes. The turbocharge malfunction is implemented by

Battery li
system } = | o

Fig. 2: Left: Battery system, the vessel engine, and the automa-
tion system used for collecting the dataset. Right: Restriction
and bleed device used to provoke the air filter and turbo fault,
respectively. [20]

TABLE I: Performance evaluation of the FCN and LSTM
models for vessel engine.

Model | Precision Recall Fl-score
FCN 0.93 0.99 0.96
LSTM 0.96 0.99 0.98

TABLE II: Qualitative evaluation of different attribution meth-
ods for vessel engine fault detection.

Model/XAI FCN LSTM  Avg.
Occlusion 0.350 -0.224  0.063
Gradient 0310  0.076  0.193
Integrated Gradient | 0.238  0.214  0.226
DeepLiftShap 0.226  -0.223  0.002
KernelShap 0239 0.012  0.126

installing a bleed device on the charge air pipe between the
turbocharger and the engine inlet manifold and then gradually
bleeding of air. The clogged air filter is simulated by a
restriction device, which is gradually adjusted to reduce the
inlet flow of air to the turbocharger. Although there are two
different faults, the currently installed sensors give almost
identical fault symptoms. Therefore fault detection is only
treated as a binary classification problem.

2) Experimental results: The performance of the FCN
and LSTM models are evaluated as shown in Table I. The
micro-average precision, recall, and F1-score are reported. The
results show that both models perform well. However, the
LSTM model performs slightly better than the FCN model
in terms of precision and F1-score.

Regarding qualitative evaluation, Fig. 3 presents the rele-
vance score provided by the expert and the global sensor at-
tribution calculated from different XAI methods for these two
models. The results show that different XAI methods provide
similar sensory attribution to the FCN model, highlighting the
importance of the boost pressure. For LSTM models, boost
pressure and cooling water temperature are highlighted for all
XAI methods except KernelShap. The KernelShap attribute
almost equally to all sensors. Table II summarizes the relative
cosine similarity between the expert’s relevance score and the
sensor attributions from XAI methods. Although the LSTM
performs slightly better than FCN in terms of precision and F1-
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Fig. 3: Relevance score provided by the expert and the global sensor attribution calculated from different XAl methods for the

vessel engine.

score, the sensor attributions from FCN are more in line with
expert opinion than LSTM (Occlusion has highest similarity
score as shown in Table II). The integrated gradient provides
consistent results on both FCN and LSTM, and in this case,
best match expert opinion due to higher average similarity
score.

Regarding quantitative evaluation, Table III shows the in-
fidelity and sensitivity measures for different XAI methods
on FCN and LSTM. It is shown that DeepLiftShap provides
minor infidelity and sensitivity. However, there is no signif-
icant difference between different XAI methods except for
KernelShap, whose infidelity is difficult to calculate and whose
sensitivity is relatively high. Therefore, ensemble gradients are
chosen to explain network predictions and generate heatmaps
for visualization for engineers.

Fig. 4 presents a heatmap from the integrated gradient on
FCN for a randomly selected fault sample. The model success-
fully detects the fault, and the integrated gradient highlights
the part of the sensor measurements in this time window
responsible for the fault. It is shown that the XAI method
highlights the drop-down boost pressure, which indicates there
might be an air filter or turbo fault.

B. Case 2: Medical device assembly

1) Physical system: The medical device assembly use case
is a real-world pharmaceutical manufacturing pilot line with
different processes. The process focuses on a snap process in

TABLE 1III:  Quantitative  evaluation of  different
attribution methods for vessel engine fault detection.
(infiedilty/sensitivity-max)

Model/XAI FCN LSTM Avg.
Occlusion 4.112/0.033 5428 /0.023  4.770 / 0.028
Gradient 4911/0.086 3.812/0.066 4.362/0.076

Integrated Gradient | 4.642/0.033 2.275/0.031 3.459 /0.032
DeepLiftShap 3.277 /0.034  0.117 / 0.018  1.697 / 0.026
KernelShap -/ 1.288 -/ 1.387 -/ 1338

this paper, where two different medical modules called sub-
assemblies are mounted together with an applied force and
vertical displacement. In addition, the process is equipped
with force and torque transducers for continuous process
monitoring. The physical system is shown Fig. 5.

2) Dataset: The most relevant measurements for the snap
process are Force, Torque, Displacement, and Velocity. We
run the process with the normal setting to collect the normal
data samples. However, to collect the abnormal samples, two
different kinds of abnormality have been introduced in the
process. The first type of fault is changing the gripper offset to
differ from the calibrated working point. While in the second
type of fault, we change the structure of the sub-assembly.
We remove some deformation structures in the products. The
combination of normal and abnormal samples is split into
training and test sets with the ratio of [80%,20%] to train
the DNN model.

3) Experimental results: Two DNN models are designed
to detect the abnormal samples in this use case, FCN, and
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Fig. 4: Heatmap from integrated gradient on FCN for a
selected fault sample.



TABLE 1V: Performance evaluation of the FCN and LSTM
models for the medical device assembly.

Model | Precision Recall Fl-score
FCN 1 1 1
LSTM 0.954 0.954 0.954

LSTM. Furthermore, different attribution methods have been
applied to explain the contribution of different measurements.
The classification performance results are shown in Table IV.
The results show that FCN is performing slightly better than
LSTM.

The qualitative results derived from different attribution
methods for FCN and LSTM models are shown in Fig. 6. The
attribution distribution for the FCN model in general show
better alignment with the expert expectation. Furthermore, by
calculating the similarity between the relevance score provided
by the expert and the global sensor attribution calculated
from different XAI methods, shown in Table V, we can
conclude that the DeepLiftShap and the FCN model is the best
performing XAI algorithm that matches the expert opinion.

Furthermore, the quantitative results, including the Infidelity
and Sensitivity of the attributions, are mentioned in Table VI
The average value of these criteria are calculated for various
samples. According to these results the lowest infidelity belong
to the Gradient method in FCN and DeepLiftShap in LSTM.
Furthermore, the lowest sensitive algorithm is Occlusion in
FCN and LSTM.

7 e
sub-assembly

: %

Fig. 5: Illustration of the medical device assembly machine.
In this figure a gripper, mounted on linear motor holds a
component which must be mounted to a sub-assembly for
the fabrication of a device. The transport system moves a
pallet, also called mover, which contains components to be

C. Discussion

The qualitative and quantitative results demonstrate that
different XAI algorithms and classifier models perform dif-
ferently. For example, in the vessel engine use case, the
FCN model and Occlusion have better qualitative performance
and are more aligned with expert opinion; however, in total
integrated gradient is the method with the highest average
performance for both FCN and LSTM models. Furthermore,
the quantitative evaluation of XAI methods emphasizes that
DeepLiftShap has the lowest infidelity, and on average the
lowest sensitivity.

On the other hand, in the medical device assembly use case,
DeepLiftShap, together with the FCN classifier, has better
qualitative results, which ensure better alignment with the
expert expectation. However, quantitative results in the same
use case favor lower infidelity and sensitivity, which results in
the DeepLisftShap method and the LSTM classifier for lowest
infidelity and Occlusion for the lowest sensitivity.

The final results in this paper show that we cannot choose
a final classifier and XAI algorithm that perform best in both
qualitative and quantitative evaluations. Since these criteria do
not always agree, sometimes the combination of a classifier
and XAI algorithm performs well regarding qualitative evalu-
ation and is aligned with expert knowledge. However, the same
combination can have a low performance in terms of infidelity
and sensitivity. Therefore, choosing the final interpretable fault
detector, one must make a compromise between qualitative and
quantitative results.

V. CONCLUSIONS

In this paper, we examine five different XAl algorithms for
deep neural networks in two separate but relatively sensitive
fault detection cases: vessel engine and an industrial, medical
device assembly. In addition, two different neural network
models widely used for time series classification are employed.
The selected network models and XAl algorithms are universal
and can be applied to various fault detection cases.

Findings suggest that a network model with a specific XAl
algorithm that agrees with the expert knowledge might not
exhibit lower infidelity or sensitivity and vice versa. Therefore,
choosing the XAI algorithm with a network model for a
specific fault detection case compromises expert knowledge
and quantitative results.
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