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Abstract
Perceptual processes differ from cognitive, this paper argues, in functioning to be
causally controlled by proximal stimuli, and being modular, at least in a modest sense
that excludes their being isotropic in Jerry Fodor’s sense. This claim agrees with
such theorists as Jacob Beck and Ben Phillips that a function of stimulus-control is
needed for perceptual status. In support of this necessity claim, I argue, inter alia, that
E.J. Green’s recent architectural account misclassifies processes deploying knowl-
edge of grammar as perceptual. Pace Beck and Phillips, however, I argue a function of
stimulus-control is insufficient for perceptual as opposed to cognitive status. One con-
sideration in favour of such insufficiency, noted but (I argue) not convincingly rebutted
by these theorists, concerns perpetually grounded demonstrative thought. Two other
considerations trade on the fact that a function of stimulus-control can arise not from
blind nature but intentional design or social institutions, where so-functioning pro-
cesses may but need not be perceptual. I offer two cases where such processes are
cognitive, viz. skilful play-by-play announcing of ongoing events, and voluntary visu-
alizing of ongoing events under the guidance of apt play-by-play announcements,
dubbed announcement-driven visualizing (ADV). The cognitive status of these three
diverse phenomena cannot be explained by an absence of a perception-like representa-
tional format or content (for ADV has such) or by a presence of personal-level mental
states causally mediating between stimuli and outputs (for perception has such). A
bettter explanation invokes, I argue, the non-modular character of the generating pro-
cess.
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1 Introduction

The idea that there is a difference between perception and thought, or perception and
cognition as it is often put, is entrenched in philosophy, psychology, and common
sense.1 Yet the question just how perception and cognition differ has long been curi-
ously neglected, despite its obvious interest for understanding the ground of their
different epistemic roles. Philosophical attention to the issue is growing however with
theorists recently pointing to phenomenological differences (e.g., Kriegel, 2019), dis-
similarities in representational format or content (e.g., Block, 2023), or junctures in
cognitive architecture (e.g., Firestone & Scholl, 2016; Green, 2020) as important con-
trasts (for review, see Nes et al., 2023).

Another such putative difference is the dependence of perception on (proximal)
stimuli: light hitting the retina, pressure waves oscillating the cochlea, and so on.
The idea that perception characteristically is stimulus-dependent fits with the standard
view in perceptual psychology that perceptual processes function to take stimuli as
input and ‘pick up’, extract, or compute therefrom information about the surroundings
(cf. Gibson, 1966, pp. 1–5; Marr, 1982, pp. 3–7; Rock, 1983, pp. 29, 98; Palmer,
1999, pp. 5–6; Burge, 2010, p. 89). More broadly, since the senses function to respond
to a corresponding type of stimulus, it chimes with the common-sense notion that
perception has to do with the use of the senses. Recently, Jacob Beck (2018) and
Ben Phillips (2019, 2021), have defended this approach to the perception/cognition-
distinction in detail, arguing that perceptual states differ from cognitive states in having
the function of being causally sustained or controlled by stimuli.2

This paper agrees that a function of stimulus-dependence, or stimulus-control (to
use the term I shall prefer, for reasons noted in Sect. 2), is needed for a process to
be perceptual as opposed to cognitive. In support of this claim, I argue, among other
things, that Green’s (2020) recent ‘dimension restriction hypothesis’ fails to account
for why cognitive processes deploying knowledge of grammar are not perceptual.
However, pace Beck and Phillips, I doubt a function of stimulus-control is enough
for perceptual as opposed to cognitive status. Three interestingly different cases of
cognitive processes functioning to be stimulus-controlled will be offered.

The first case, acknowledged but (I argue) inadequately handled by Beck and
Phillips, is perceptual-demonstrative thought. The two other problems result from
the fact that functions can arise in sundry ways, not just from nature but via intentional
design or social institutions and in the skills with which they may correspond. We
cannot simply set aside functions arising non-naturally in characterising perception,
for such functions can arguably be vital to perception, say for perceptual systems in
robots. However, although human inventiveness may allow us to design processes with
a bona fide perceptual status in which stimuli function to causally control distal rep-
resentations, it also allows us to institutionalise or design processes with a putatively

1 ‘Cognition’ in this context means extra-perceptual cognition, paradigmatically including thinking, rea-
soning, problem-solving and planning. Contrast various broader uses of ‘cognition’, e.g. in ‘cognitive
science’.
2 The approach is also suggested by Prinz (2006), Camp (2009), Burge (2010, p. 378), and Nanay (2015,
p. 1729). Beck (2018, p. 320, nt. 1) traces it back to psychophysicists Fechner and Weber, and to Locke
(1689/1979: II.xxxi.2).
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cognitive status in which stimuli function to causally control distal representations. An
example is the skilled activity of play-by-play announcing of unfolding events, e.g.
football matches. Here, verbal representations, delivered by the announcer, function
to be causally controlled by what hits her eyes.

The third case of a cognitive process functioning to be stimulus-controlled is more
vision-like. It is a process designed to allow one to follow unseen events as they happen
in visually immersedway, viz. by having visual imagery guided and causally controlled
by apt play-by-play announcements. I dub this ‘announcement-driven visualizing’
(ADV). ADV adds interestingly to the two preceding problems in that it shows that
it still will not do, to distinguish perception from cognition, to take the former to
combine a function of stimulus control with a perception-like representational format
or content.

Why are not perceptual-demonstrative thinking, play-by-play announcing, or ADV
perceptual? Is it because, in each of these cases, stimuli cause the respective outputs
by first causing certain intervening personal-level mental states that in turn cause the
relevant outputs? However, as powerfully argued by such perceptual psychologist as
Irvin Rock (1983, pp. 283–299, 1997, pp. 5–15), even paradigmatically perceptual
processes, outputting e.g. perceptual representations of movement, may involve such
intervening personal-level mental states. A better explanation of why our three cases
are not perceptual, I argue, invokes a certain lack of modularity. Specifically, in each
case, the outputs are generated by processes having an isotropic character, in Fodor’s
(1983) sense, in that the processes have access, in their normal operation, to an open-
ended variety among the attitudes that constitute the agent’s overall outlook. Their
outputs are therefore fit to be regarded as cases of ‘what the agent makes of what her
senses put to her’, intuitively speaking. Perceptual processes are modular, at least in
a weak sense of being non-istropic. This involves a comparative isolation from the
agent’s outlook. Perceptions thereby remain, again in a manner of speaking, the work
of the senses.

The next section introduces the stimulus-control approach, as recently defended
by Beck and Phillips. Section 3 motivates the approach; specifically, the claim that a
function of stimulus-control is needed for perceptual status. Section 4 rejects Beck’s
and Phillips’s treatment of the problem of perceptual-demonstrative thought. Section 5
presents the problem of play-by-play announcing, while Sect. 6 answers some rejoin-
ders. Sections 7 and 8 do the same for ADV, the latter among other things contrasting
ADV with use of sensory substitution devices (SSDs). Section 9 argues that non-
modularity—specifically, isotropy—best explains the non-perceptual status of our
three cognitive processes functioning to be stimulus-controlled. Section 10 wraps up,
observing an affinity with the views of Rock.

2 The stimulus-control approach

The category of the perceptual on which Beck and Phillips focus is one that includes
some hallucinations (e.g. some involving spontaneous activations of visual cortices),
yet excludes visualization and mental imagery, treating the latter as cognitive. The
supposition that there is an interesting category of the perceptual along these lines
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is standard in philosophy.3 I will take it on board here. Beck and Phillips argue the
uncoupling from stimuli in perceptual hallucinations amounts to a malfunction in the
perceptual process.

Setting aside a subtlety to which we return in Sect. 4 below, Beck puts his thesis
so:

S-D FUNCTION: |∪ is perceptual if, necessarily, all occurrences of |∪ have the
function of being stimulus-dependent; otherwise, |∪ is cognitive. (Beck, 2018:
326, boldface added)

Here, ‘ |∪’ ranges over perceptual or cognitive state or event types. An occurrence of
such a type is ‘stimulus-dependent’, in the relevant sense, ‘just in case it is causally
sustained by present proximal stimulation.’ (Beck, 2018, p. 323).

A central thesis of Phillips’s, dubbed ‘Stimulus-ControlP/C’ is this:

[Stimulus-ControlP/C] [A] process is perceptual just in case it has the function
of producing representations of environment entities by being causally controlled
by those proximal stimuli that these entities produce. (Phillips, 2019, p. 322)

The notion of causal control here is adopted from Stegmann (2014), who uses it to
characterise how the sequence of amino acids assembled into proteins causally reflects
the sequence of base pairs in DNA. Another paradigm example, also from Stegmann
(2014:453), is how the sequence of tones played by a music box reflects the sequence
of studs on the roll. To say perceptions are causally controlled by stimuli is to say their
sequence similarly reflects a sequence of stimuli. More formally, a perceptual process
exhibits causal control by stimuli, or, for short, stimulus-control, iff to the sequence
of representational states generated by the process, 〈P1, P2, . . .〉, there correspond to
a sequence of stimuli, 〈S1, S2, . . .〉, such that S1 is a cause of P1, S2 a cause of P2,
etc.

The notion of causal control has the advantage over that of causal sustainment of
evidently permitting delay between stimuli and perceptual state. After all, can easily
take a tenth of a second or more for signals from impacts upon pressure receptors
in a toe even to reach the brain (cf., e.g. Siegel & Sapru, 2006, p. 257), and some
milliseconds of cortical processing is needed for anything recognisable as a perceptual
state to obtain. Impacts on the toe do not, then, sustain tactile perceptions as beams
sustain a roof. Beck’s notion of sustainment could probably be unpacked consistently
with this point (cf. how a sequence of puffs sustains a feather in the air), but I will
prefer the notion of causal control; hence the moniker ‘stimulus-control approach’.

Whereas Phillips’s Simulus-ControlP/C classifies processes producing representa-
tions Beck’s S-D FUNCTION classifies representational states or events. As Beck
(2018, p. 327) notes, though, it is plausible to think that if occurrences of |∪ have
the function of being stimulus-dependent, this is explained by the mechanisms or
processes engendering |∪s: it is because these processes function to produce stimulus-
dependent representations. The focus here will accordingly be on the processes. I will

3 Cf. such representative overviews of philosophical work on perception as Fish (2010) and Pautz (2021),
in both of which hallucination is discussed in detail but imagery at most in passing.
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assume psychological states are perceptual rather than cognitive iff they are produced
by perceptual as opposed to cognitive processes.

While both Beck’s and Phillips’s leading examples of functions are natural func-
tions, such as the heart’s function of pumping blood, they impose no limit to functions
thus bestowed by the blind forces of nature (cf. Beck, 2018, p. 327, Phillips, 2019,
pp. 320–321). This is well-advised, since it is plausible to think that artificial percep-
tual systems, in robots, or perhaps implanted into humans or animals, can in principle
be produced. Whether such systems operate properly may well be dependent on the
intentions of the designers or users.

Besides Simulus-ControlP/C, Phillips also defends ‘Stimuli-Specific-ControlP/C’, a
thesis designed to distinguish a narrower, sense-modality-specific notion of the percep-
tual. It differs from Stimulus-ControlP/C in imposing the requirement upon perceptual
processes (in this narrower sense) that they have the function of being controlled by
stimuli specific to sense modality (or a specific mix of modality-specific stimuli). The
primary focus here will be on Stimulus-ControlP/C. I shall however argue (in Sect. 5)
that not even a function of sense-modality-specific stimulus-control is enough for
perceptual as opposed to cognitive status.

3 Stimulus-control needed

This section motivates the stimulus-control approach; specifically, the claim that a
function of stimulus-control is needed for perceptual as opposed to cognitive status.
I draw on points made by Beck and Phillips, whilst also updating or supplementing
their case; in particular, I present a reason for dissatisfaction with Green’s recent
architectural proposal.

We noted two attractions of the stimulus-control approach: it fits with the common-
sense notion that perception has to do with the use of the senses and coheres with the
pervasive view in perceptual psychology that perceptual processes function to take
stimuli as input and extract therefrom information about the surroundings. Moreover,
the leading alternative grounds for differentiating perception from cognition do not
seem adequate on their own, without adverting to stimulus-control.

Consider, first, invoking a non-discursive, iconic, or analogue representational for-
mat, or a non-conceptual or non-propositional content, to distinguish perception from
cognition. One worry here is that there are reasons for thinking perception is at least
in part discursive in format or conceptual/propositional in content (cf. Rock, 1983,
pp. 43–99, Mandelbaum, 2018, Quilty-Dunn, 2020). A second concern is that visual
imagery may seem to have the same type of format or content as vision (and likewise
imagery corresponding to other modalities). Besides phenomenological similarities,
perceptual and imagery states have overlapping functional profiles. They may, e.g.,
affect perceptual processing in similar ways. Thus, just as hearing a sound of collision
can disambiguate an ambiguous ‘stream or bounce’ display into a ‘bump’ percept,
so can auditory imagery of collision (Berger & Ehrsson, 2013). Moreover, imagery
elicits eye movements akin to vision (cf. Laeng et al., 2014) and has overlapping
neural bases (Kosslyn, 2005). Thirdly, nonconceptual contents, or iconic/analogue
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formats, arguably have a role in rudimentary action-guiding, planning, or memory
states (Burge, 2010, 2014).

A second option is to distinguish perception from cognition by a distinctive percep-
tual phenomenology. Firstly, however, this will not separate unconscious perception
and cognition. Secondly, even some friends of a phenomenological criterion have
found it is hard to say much informative about what the phenomenological differ-
ence between perception and cognition in general is (cf. Kriegel, 2019). Thirdly, and
relatedly, at least some visual phenomenology may be pretty much like that of vivid
visualization (cf. Phillips, 2019). Fourthly, if, contrary to the first concern (and to
conventional wisdom) there is no unconscious perception, perception having faint,
degraded phenomenology even in, say, blindsight subjects who evidence perceiving
yet claim not to see anything (cf. Phillips, 2016), the third problem will be exacer-
bated, since perceptual phenomenology would subsume faint, unlively forms hard to
distinguish from imagery phenomenology.4

A classic architectural criterion for distinguishing perception from cognition is
cognitive impenetrability (cf. Firestone & Scholl, 2016). Now, though the debate on
cognitive impenetrability is far from settled, various influential challenges remain, e.g.
concerningwhether attention- or expectation-mediated cognitive effects on perception
amount to cognitive penetration (cf. Green, 2020; Mole, 2015; Stokes, 2018).

Recently, an alternative architectural difference between perception and cognition
has been proposed by Green (2020). He offers a ‘dimension restriction hypothe-
sis’, according to which perceptual but not cognitive processes are ‘dimensionally
restricted’, in the sense that cognition cannot add to the dimensions that perceptual
processes can represent and take into account in their computations. For example, cog-
nitively appreciating this difference between being indoors or outdoors cannot make
perceptual processes compute over the indoors/outdoors-dimension. Perception can
take this dimension into account only if a sensitivity to the dimension in perceptual
processes is either present at birth, emerges in maturation, or can be acquired through
laborious processes of perceptual learning. However, even if cognition cannot add to
the dimensions perceptual processes take into account, it can still affect what value
they output on a given dimension, such as orientation or hue. Therefore, dimensional
restriction permits cognitive penetration.

Now, at first blush, it is unclear why this information-processing profile of dimen-
sional restrictedness should have anything distinctive to do with the use of the senses.
Even if it were to turn out to be true, as a matter of lawful psychological fact, that
only perceptual processes have the profile, one might have a lingering sense that the
link with the sensory nature of perception is left obscure. More importantly, some
cognitive processes arguably share the relevant information-processing profile.

4 Interestingly, some influential attempts to spell out the distinctive ‘presentational’ phenomenology of
perception have discerned a certain feeling in perception as of the objects of awareness causing one’s very
unfolding awareness of these objects (Searle, 1983; Recanati, 2007, p. 133). The very phenomenology
implies, on these views, that things are as it should with perception only if caused by the objects before us.
This causation would (as a matter of basic psychological fact, not of phenomenology) be by way of stimuli.
On these views, then, phenomenology, cum basic psychological fact, supports the centrality to perception
of a function of stimulus-dependence.
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Consider processes of deploying knowledge of grammar, or of updating that
knowledge in first language acquisition. These processes are arguably architecturally
restricted to computing over a fixed set of grammatical categories, to which general
cognition cannot add. For example, although people cognitively appreciate, and care
about, ordinal numbers (being first, or second, or third, etc.), in no known language
is grammaticality contingent on the ordinal number position of words in the sentence,
and it is doubtful whether such a language would even be psychologically possible
(cf. Smith et al., 1993). Likewise, though people know and care about such dimen-
sions as colour and symmetry, in no known language is grammaticality sensitive to
such dimensions (Talmy, 1985, p. 134, Cinque, 2013). David Adger suggests, more
generally:

Cultural concepts that may strongly influence how speakers of a language live
their lives every day are not co-opted into grammar. The way that a culture
dissects the world can be embedded in the words of a language, in the myths
told in the language, in idioms and turns of phrase, but grammar, and phonology,
are disconnected from worldview. (Adger, 2018, p. 29)

Processes deploying or updating knowledge of grammar are, on the face of it,
cognitive.Chomsky, themain source of theorizing of grammar in the generative school,
introduced the technical term ‘cognize’ to describe speakers’ grip on grammar. In
doing so, he clarified that ‘cognizing has the structure and character of knowledge
but may be and in interesting cases is inaccessible to consciousness’ (Chomsky, 1980,
p. 188, cited from Rey, 2020, p. 269) Knowledge of grammar is of course not purely
sensory, or affective, or emotional, to mention some domains of mind contrasted
with the cognitive. Nor is it purely perceptual (its crucial role in speech perception
notwithstanding), figuring also in speech production.

Could it be said knowledge of grammar is either a perception-like input system
or a motor-like output system, in either case to be contrasted with cognition under-
stood as a more ‘central’ resource or suite of resources? Aside from being suggestive
of an oddly disjunctive, or anyhow disunified view of knowledge of grammar, not all
manifestations thereof fit neatly in either category. They include processes of updating
knowledge of grammar during acquisition. Even though these processes are, plausibly,
highly innately constrained, there is reason to think they execute forms of probabilistic
inference (cf. Lidz&Gagliardi, 2015, pp. 12–13).AsGeorgesRey (2020, pp. 176–179,
276–286) argues, drawing on this evidence, and following Leibniz, knowledge of
grammar may be innate and learned. Another, and perhaps more telling, example is
provided by processes implicated in delivering information on acceptability or inter-
pretability. For example, such processes may yield the intuition that in the sentence
‘Bill claimed that the clerk deceived him’ the pronoun ‘him’ cannot refer to the clerk
(cf. Dwyer& Pietroski, 1996).More broadly, such processesmay have a role simply in
thinking about how to express oneself clearly and effectively (Knowles, 2000, p. 332).
In view of these various roles, James Higginbotham concludes:

[T]he rules of grammar, being manifested in behaviour and mental processes
of most diverse kinds, are not at the service of any particular mechanism. They
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are, in other words, a central resource, with many applications. (Higginbotham,
1987, p. 124, cited from Knowles, 2000, p. 332)

Some have argued, on these grounds, that knowledge of grammar should indeed be
conceived as a body of belief (Dwyer & Pietroski, 1996) or propositional knowledge
(Knowles, 2000). We need not, and perhaps should not, go so far however. Even if
the indicated considerations only underwrite conceiving of knowledge of grammar
in terms of somewhat more rudimentary forms of cognitive states and operations (for
in-depth consideration of various options, see Rey, 2020), they still support conceiving
it as a central cognitive resource.

Moreover, even if, despite these points, knowledge of grammar should not be classi-
fied as ‘cognitive’ in the precise sense relevant to Green’s proposed way of separating
the perceptual from the cognitive, its status as dimensionally restricted would still bear
on the comparative merits of his proposal versus one incorporating stimulus-control
as necessary. Since the latter could explain the non-perceptual status of knowledge of
grammar, it would, other things equal, have greater scope.

4 Perceptually grounded demonstrative thought

While a function of stimulus-control is plausibly necessary to perceptual as opposed to
cognitive status, I doubt it is sufficient. This section presents the first of three problems
for that sufficiency claim, one noted by Beck and Phillips, viz. that of perceptually
grounded demonstrative thoughts, e.g. the thought that that [heard] noise has this
[heard] crackling texture.5

Such thoughts purport to refer to perceived objects or properties and to do so in a
way exploiting their perceptual availability. The reference of the demonstrative com-
ponents is determined not by a descriptive condition but by a perceptual relationship
with the respective referents. A perceptual link, via incoming stimuli, is needed for
the purported demonstrative reference to be successful (cf., e.g., Evans, 1982, p. 72,
Campbell, 2002, pp. 8–9, Levine, 2010, pp. 177–178, Recanati, 2012, p. 62). These
requirements of referential success arguably correspond to a functional requirement,
upon the processes generating and maintaining these thoughts, that the thoughts be
causally sustained or controlled by stimuli. Even so, demonstrative thoughts seem to
be cognitive.

Beck’s response to this problem rests on three claims: (i) besides properly
perceptual-demonstrative referential devices, demonstrative thoughts also need to
include conceptual attributives among its representational elements, such as, in our
example, the concepts noise and crackling texture, to guide successful demonstrative
reference; (ii) such conceptual attributives can be used in ways that do not function
to be stimulus-controlled; and (iii) demonstrative thoughts fail, therefore, a sharpened
requirement on perceptual status, which Beck dubs (and adopts as his considered
view):

5 Henceforth, ‘perceptually grounded’ will generally be tacitly understood in front of ‘demonstrative
thought’, except where otherwise clear.
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S-D FULL: |∪ is perceptual if, necessarily, all occurrences of all elements of |∪
have the function of being stimulus-dependent; otherwise, |∪ is cognitive. (Beck,
2018, p. 330, boldface added)

By ‘elements’Beckmeans representational elements, serving to represent someobject,
event, property, or kind.

Beck’s claim (i) here could be questioned. He suggests that without guidance from
conceptual attributives, the purported demonstrative reference to an object or property
would be left indeterminate; it would be indefinite what the (would-be) thought would
be about. One might mouth ‘That is that’, pretending to express a purely demonstra-
tive thought, but no determinate thought would be expressed. Beck does not consider
here how attention might contribute to fixing demonstrative reference. Why could
not object-based attention to certain salient object, a, and feature-based attention to
a certain feature, being red, say, which object a looks to have, help to fix that a
purported purely demonstrative thought that that is thus (as we might put it) has a
determinate content to the effect that a is red?6 Note that this suggestion is com-
patible with the idea, defended by Burge (2009, 2010), and invoked by Beck, that
for object a to be perceptually presented in a way suitable for object-based atten-
tion and perceptual-demonstrative reference, some perceptual attributive, i.e. some
nonconceptual representational capacity activated at the level of perception, must be
deployed of a. Indeed, contrary to what Beck suggests, Burge’s (2009, p. 274) only
argues that perceptual-demonstrative reference at the level of thought requires guid-
ance from perceptual attributives, operating at the perceptual level, not necessarily
from conceptual attributives in the thought.

It may be said that even if demonstrative thoughts may be purely demonstrative,
in the sense indicated, they need not be. Therefore, if we let the type demonstrative
thought be the type substituted for ‘ |∪’ in S-D FULL, it will not be true that neces-
sarily all occurrences of all elements of in a state of this type have the function of
being stimulus-dependent. However, the type in question here, demonstrative thought,
is individuated in terms of the kind of conceptual resources that, possibly in part, are
deployed, viz. demonstrative concepts. It is, in effect, the type at least partly demon-
strative thought. If that is an admissible instance of ‘ |∪’, the type purely demonstrative
thought should be one too. The latter type would be misclassified as perceptual under
SD-FULL.

Even concedingBeck’s claim (i), his treatment of demonstrative thought encounters
problems. First, a prima facie attraction of stimulus-control accounts, we saw, is that
they permit perceptual representation to be partly conceptual or discursive, e.g. that a
concept of car may be involved in seeing or visually classifying something as a car.7

Second, and more importantly, a central motivation for stimulus-control accounts is
the plausible idea that visualization and imagery may have the same type of repre-
sentational contents and formats as perception, in which case some representational

6 For a defence of such a suggestion, see Brewer (1999). Although that defence is couched within a
conceptualist view of perceptual content, the claim here about the role of attention in fixing perceptual-
demonstrative content is compatible with a nonconceptualist view, cf. Lerman (2012). See also Levine
(2010, pp. 177–187).
7 For an objection to S-D FULL based on how perception may involve use of concepts, see Quilty-Dunn
(2020, p. 275).
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elements active in vision may likely also be used in visual imagery. Now, if either the
first or the second of the two last points hold, and if the possibility of deploying the
conceptual attributives of demonstrative thought also in ways that do not function to be
stimulus-controlled mean they fail to be perceptual under S-D FULL, then perceptions
would be misclassified as cognitive by S-D FULL.

However, it may well be that Beck intends an interpretation of S-D FULL on which
the the phrase ‘all occurrences … have the function of being stimulus-dependent’
is restricted to occurrences in states of type |∪. If so, the fact that a concept of cars
occurrent in vision could also occur in, say, car memories, or a perceptual attributive of
shape also in imagery, would be beside the point.Beck argues, plausibly, that concepts
in (at least partly) demonstrative thoughts may function not so as to be stimulus-
controlled even in those thoughts. For example, I can aptly judge that that bird [seen
in the distance] is spotty, even when too far away for any spottiness to be visible,
relying instead on information from memory (Beck, 2018, p. 330).

However, the concept of spottiness here precisely does not do the guiding job that
Beck contends, in his claim (i) above, that non-demonstrative conceptual attributives
are called upon to play in demonstrative thoughts. Even setting aside our doubts about
his claim (i), it is at most for this guiding role conceptual attributives are claimed
to be needed. The notion of guidance here, which Beck adopts from Burge (2009,
pp. 275–289, 2010), has to do, broadly, with securing perceptual discrimination among
various candidate referents. It is plausible that to serve this role the application of the
relevant attributive must be causally sensitive to stimuli, for otherwise it is hard to
see how it can play the role of selecting an appropriate informational link for the
demonstrative element. Now, one type we may distinguish here, as an instance of
‘ |∪’, is the type at most conceptually guided demonstrative thought, wherein any non-
demonstrative conceptual attributives play at most this reference-guiding role. This
type would be misclassified as perceptual under S-D FULL.

Another, independent concern about S-D FULL turns on representational devices
accomplishing egocentric spatial or temporal representation in perception. Aside from
representing putatively perceived objects or events, perceptual states also represent
such dimensions as left and right. Even when nothing specific is perceived on the right
of a light straight ahead, there is still a visual sense as of there being spatial regions on its
right. Relatedly, peception arguably involves analogues of such pure indexicals as ‘I’,
‘here’, and ‘now’, what Burge (2009, pp. 256, 270) dubs ‘de se markers or egocentric
indexes’. It is at least not clear that these representational elements function to be
stimulus-controlled.

At this point, a friend of stimulus-control as sufficient for perceptual as opposed to
cognitive status may be tempted to change tack. Perhaps demonstrative thought, or at
least purely perceptual-demonstrative thought, should be considered perceptual after
all, a conclusion Phillips comes close to affirming?8 Alternatively, perhaps stimulus-
control should be combined with a criterion in terms of representational format or

8 Phillips (2019, p. 15) says perceptual-demonstrative thoughts are partly perceptual (in so far as they
deploy perceptual-demonstrative elements) and partly cognitive (in so far as they deploy non-demonstrative
conceptual attributives). He gives no reason for thinking there could not be purely demonstrative thoughts,
where the attributives are perceptual-demonstrative concepts, and, in so far as they are, they would be
correspondingly purely perceptual, on his account.
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content, proposing that perceptual states function to be stimulus-controlled and, partly
orwholly, have nonconceptual content or non-discursive format (cf. Block, 2023)?Our
two next problems for the sufficiency claim will, inter alia, indicate that the moves
lately considered would not be adequate.

5 Play-by-play announcing

Functions can arise not just from nature but via social institutions, e.g., from the tasks
applying to the roles of such institutions. To carry out such a role will often be a
skill. A skill can be here understood, broadly, as a sequence of activities, organised
towards certain purposes or functions (cf. Fitts & Posner, 1967, pp. 1–2). Where a
skill corresponds to an institution, these functions will often be defined by the relevant
task.

Now, consider the following job description, from Field’s Career Opportunities in
Radio:

Position description. (…) [P]lay-by-play announcers…are the eyes of the listen-
ers during a sport event. They watch sporting events and report the actions they
see to the listening audience on-air as the action is happening. Those who are
successful colorfully describe the plays of a game so that listeners can actually
visualize what is occurring minute by minute. (Field, 2004, p. 53)

A play-by-play announcer provides play-by-play announcements of the events on
the pitch, as and when she sees them happening (henceforth, I skip ‘play-by-play’
before ‘announcer’ and cognates). When things go as they should, to a sequence of
announcements, 〈A1, A2, . . .〉, there correspond to a sequence of impacts on the eyes
of the announcer, 〈S1, S2, . . .〉, such that S1 is a cause of A1, S2 a cause of A2, etc.9
As such, when things go as they should, the announcements are stimulus-controlled.
This assumes of course, that human actions, such as announcements (a form of speech
acts), have causes, and that among their causes are not merely mental states such as
beliefs and desires, but non-mental causes of such states, including retinal impacts.That
assumption is however widely accepted.

Corresponding to the job description there is the skill of announcing. This is the
sequence of activities or processes, organised to fulfil the task described, including that
of ensuring that the sequence of announcements causally reflects impacts onone’s eyes.
By ‘announcing’ I mean (unless otherwise made clear) the process of carrying out this
skill. Announcing subsumes sensory, perceptual, andmotoric sub-processes.However,
announcing also manifests conceptual, verbal, and broadly intellectual capacities in
a way that makes it apt to class it as a cognitive process (as we shall return to in
Sect. 6.2 below). Even those who reckon, with Millikan (2004, pp. 113–127), that the

9 Various questions arise here. Where does one announcement end and another begin? Can the announce-
ments in the sequence overlap, or be separated by gaps? These questions about individuation or sequencing
arise also for stimuli—and indeed for perceptual states. Neither Phillips nor Stegmann (2014) make explicit
any conditions of individuation or sequencing, as plausibly necessary for causal control, of a sort that
would permit stimuli to control perceptions but not to control announcements. It is at least not obvious what
conditions of that sort could be invoked. I shall therefore skate over these questions of individuation and
sequencing, as they seem orthogonal to the issues at stake in this paper.
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taking-in of testimony should be classed as broadly perceptual would not ipso facto
class producing testimony as perceptual.

To be sure, announcers occasionally make remarks that are not stimulus-controlled,
for example to advertise upcoming games, on statistics or the bios of players, etc.
Some such remarks however are not made in their capacity as announcer, but qua also
wearing the hat of, say, host or promoter of their station. Perhaps some announcers
have it written into their role as announcers to occasionally interject some biography
or statistics (lulls in the action permitting). However, they do not then perform the skill
of announcing, in the strict sense relevant here. One way to bring this out is that there
easily could be another school, call it ‘pure’ announcing, where nothing but reports
on observable features of unfolding events, as and when they are seen to happen, is
called for. Hereafter, ‘announcing’ is limited to skilfully carrying out such a pure form
of the institution (except where otherwise clear from context).

Even a skilled announcer can occasionally make announcements that are not
stimulus-controlled. She may hallucinate. She might get sand in her eyes, and, so
as not to let her listeners suspect the mishap, make predictions, driven by theories or
background knowledge, as to what is going on, and report accordingly. However, when
such happens, she is not exercising the skill of announcing. Rather, she is covering-up
impairments currently conflicting with that exercise. This is not an arbitrary restric-
tion on what announcing, in the relevant sense, is all about. It can be supported in
terms of how skilful announcing enables listeners to follow the game, as it happens.
If listeners learnt that what they had been served were expressive of the theory-driven
predictions of an unfortunate announcer whose retina temporarily got detached, then,
even if the reports (stunningly!) were correct, they could rightly complain they had
been led astray: they had not really been following the game. This suggests that it is a
function, applying to the process of working in the capacity of announcer and carry-
ing out that skill, to produce ‘representations of environment entities [viz. in the guise
of announcements] by being causally controlled by those proximal stimuli that these
entities produce’. To be sure, this is a but not the only function: the announcements are
also supposed to be, say, veridical. The same goes for perception, however, as Beck
(2018, p. 326) underscores: its having the function of being stimulus-controlled does
not exclude its having other functions, such as that of veridicality.10

The school of pure announcing is, or could well be, a school of visually pure
announcing. It could well be that announcements are to be responsive strictly to visual
stimuli, i.e. to the optical impacts on the eyes of the announcer. Contrast ‘multimodal’
announcing,where announcementmaybe responsive to impacts on any sensorymodal-
ity. These are different skills. Someone might excel at multimodal announcing but be
a laggard at the visually pure form, e.g. because their other senses compensate for
relatively poor eyesight. Under some circumstances, such as when non-visual cues
tend to be treacherously misleading in the settings in which announcers operate, visu-
ally pure announcing may come to predominate, and be the in-demand skill. One fails

10 It may be said it is a function of announcing that it be controlled (in part) by intentions and beliefs of

the announcer. For our purposes, there is no need to deny that this may be so, for it would not follow that it
is not (also) a function of announcing to be stimulus-controlled. In Sect. 6.1 below, I offer further support
for the claim that the functions of announcing are not (merely) those of expressing the announcer’s beliefs.
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at that skill if one’s announcements are causally controlled not by what hits one’s
eyes but, say, auditory input. Since such visually pure announcing is still cognitive,
it follows, pace Phillip’s Stimuli-Specific-ControlP/C, that not even a function to be
causally controlled by modality specific stimuli is enough for perceptual as opposed
to cognitive status.

6 Announcing: some rejoinders answered

This section answers some rejoinders to the problem announcing seems to pose for
the sufficiency of a function to be stimulus-controlled for perceptual as opposed to
cognitive status.

6.1 Not a function to be stimulus-controlled

Afirst rejoinder is that the functions of announcing all amount to something other than
producing stimulus-controlled announcements. Now, as we saw in the last section, its
function is not merely that of producing veridical announcements. Would it suffice
to add functions of producing reports that are knowledgeable, or reliable, concerning
what is happening on the pitch?

It would not. As a cover-up for her failing eyesight, an announcer may bribe players
to play according to her detailed instructions. Safe in the knowledge of what will hap-
pen she, near blind, later makes knowledgeable, reliable pronouncements concerning
the unfolding events but is hardly doing her job properly; she is not exercising the skill
of announcing. Listeners fed such statements could rightly complain that they were
not thereby enabled genuinely to follow the action as it happened.

How about specifying that the function is to generate announcements expressive
of perceptual knowledge? This would have to mean, specifically, continually updated
perceptual knowledge gained from perceiving events unfolding on the pitch; knowl-
edge gained by perceiving, say, match-fixing preparations would not qualify. Now,
for something to be expressive of this very specific type of perceptual knowledge is,
arguably, perhaps in part, for it to be causally controlled by something, viz. continually
updated states of knowledge, that in turn are causally controlled by incoming sensory
stimulation. That is to say: for announcements to be expressive of such knowledge is,
perhaps in part, for there to be sequences of stimuli, 〈S1, S2, . . .〉, states of knowledge
〈K1, K2, . . .〉, and announcements, 〈A1, A2, . . .〉 so that S1 causes K1 which causes
A1, and ditto for S2, etc. Assuming that the causal links here are such as to underwrite
the transitivity of causation, this involves sequences such that S1 causes A1, S2 A2,
etc., i.e., that stimuli causally control announcements. If this is so, a function to gen-
erate announcements expressive of the relevant sort of continually updated perceptual
knowledge is a function to generate announcements that are causally controlled by
states that are causally controlled by stimuli. It is a function the fulfilment of which
necessarily consist in being causally controlled in a certain way by proximal stimuli.
Thus, the indicated would-be alternative function comes at least very close to being,
or entailing, a function to be stimulus-controlled.
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Even if that would-be alternative does not quite entail the latter function, there
is another obstacle to the claim that it is no function of announcing to be stimulus-
controlled. It could, after all, easily just be written into the contract of announcers
that their announcements be continually responsive to how the events on the pitch
stimulate their very own eyes. Alternatively, it could easily come be tacitly agreed in
the community of producers and consumers of announcing that announcing properly
requires announcements to be stimulus-controlled. There could be intelligible, non-
ad-hoc rationales for that functional requirement being treated as partially defining of
skillful announcing.Beside the slightly outlandishworries aboutwould-be announcing
from detailed match-fixing plans, the noted requirement would ban a practice of one
announcer relying on and in effect recycling the announcements of someone else. A
function specification that appeals to what hits the eyes of the announcer might be
easier to understand than a one appealing to a distinctive type of knowledge. A skill
so defined may be easier to teach and nurture.

6.2 Announcing not a cognitive, psychological kind

A second rejoinder is that announcing, while it may be a process of a social kind, is
not one of a psychological natural kind, whereas accounts of the perception/cognition-
distinction, such as Beck’s and Phillips’s, should only aim to distinguish among
psychological natural kinds.A related, perhapsmore specific rejoinder is that announc-
ing is neither cognitive nor perceptual, so belongs to neither of the categories between
which such accounts purport to differentiate.

I reply that announcing is a skilled cognitive activity, meeting reasonable standards
of natural kindhood for the purposes of psychology. Just what standard must be met
to be a natural kind is highly contested (cf. Bird & Tobin, 2023). A moderate demand,
assumed by Phillips, is that the members of a kind ‘must share certain distinctive
properties the appeal to which gives us scientific explanations and inductive inferences
that we wouldn’t otherwise have at our disposal’ (Phillips, 2019, p. 317).

Skills can plausibly meet this demand. Psychologists have studied skills as diverse
as telegraphy (William&Harter, 1899), flying (Fitts, 1947), bombing (Bartlett, 1947),
batting (Schmidt & Lee, 2019), and haka (Mingon & Sutton, 2021), to mention just a
few. These studies assume it is possible to make justified inductive inferences about
the skills in question and give scientifically interesting explanations concerning their
causes and effects. This research has had consequential applications. For instance, the
work of Fitts, Bartlett, and co-workers was lauded for its contribution to aviation safety
(cf. Jensen, 1986), and the alliedwar effort (Broadbent, 1997). The psychological study
of skill is moreover vital field of ongoing research (cf., e.g., Schmidt & Lee, 2019).
This indicates that the assumptions concerning inductive and explanatory integrity are
borne out. If the noted, diverse skills are targets of apt inductions and explanations,
why not also the skill of announcing?

Perhaps it will be objected that the social character of announcing means it cannot
be a natural kind, on the ground that natural kinds are not socially or conventionally
constituted. Now, although the tasks defining the skill of announcing have arisen as
part of a social institution of announcing, it is not obvious that they couldn’t have had
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a different, individual source. An inventive individual could arguably design a system
of announcing, supposed to deliver reports on observable events as and when they
strike one’s eyes, not for some interpersonal benefit, but because, say, reporting on
those ongoing eventsmay strengthenone’s appreciation, understanding, or recollection
thereof (as some people find it useful to think out loud about thorny problems). Be
that as it may, the interpersonal character of announcing, such as it is, leaves it in
company with plenty other skills, e.g. strategic skills such as dribbling, or artistic ones
as haka. Beyond skills, such classic psychological kinds as selfhood (as studied in
infant development, say) or jealously are deeply interpersonal. Some ‘moral’ emotions
may be social in other, perhaps less obvious ways; for example, there may be grounds
for distinguishing shame as it exists in the Western societies from shame as it exists
in east Asian as two kinds of emotion (cf., e.g., Mesquita, 2022). This suggests that
the kinds that are of inductive and explanatory importance to psychology may well
be social in deep and interesting ways. Either psychology should not be restricted to
natural kinds, or, more plausibly perhaps, its natural kinds not to the non-social.

The voluntary character of announcing does not prevent it from being cognitive.
Several cognitive processes, e.g. reasoning from a counterfactual supposition, are
voluntary activities. Its status as verbal activity it not a block to being cognitive.
Quite the contrary: psychologists often class skills as higher-level, intellectual skills,
contrasting with perceptual-motor skills, precisely on the ground on being verbal (cf.,
e.g., Fitts & Posner, 1967; Rosenbaum et al., 2001). In philosophy, thinkers as different
as Plato (2014, p. 189e) andHobbes (1996, p. I.iv) agree in takingmeaningful speech to
be a model of or even partially constitutive of thinking—in particular: of the general,
rational thinking of which humans are capable. More recently, so diverse theorists
as Brandom (1994, p. xv) and Williamson (2000, pp. 255–256) treat such paradigm
cognitive acts as judgement as analogues of assertion. The cognitive character of
verbal processes is buttressed by various experimental findings. For example, people
often need to ‘think in words’ to solve certain reasoning tasks (that do not themselves
concern language). If their verbal capacities are drained by another, irrelevant verbal
task (shadowing a stream of speech), performance suffers, whereas being encumbered
with an equally taxing non-verbal task has much less of an effect (Herner-Vasquez
et al., 1999). From the perspective of higher-level psychological-cum-philosophical
theories of mind, there are reasons for holding conscious, reflective, ‘System 2’-type
thinking characteristically to be linguistic in form (cf. Frankish, 2018).

It might be objected that what we are calling announcing is just a collection of
perceptual, cognitive, motoric etc. sub-processes; that neither of these sub-processes
are both cognitive and function to be stimulus-controlled; and that accounts of the
perception/cognition-distinction should limit attention to these sub-processes. How-
ever, even paradigm perceptual and cognitive processes are rife with sub-processes:
shape perception, e.g., involves edge detection, mental arithmetic includes working
memory, etc. Moreover, it is implausible to claim that announcing is a merely collec-
tion sub-processes. In general, one of the hallmarks of skill is precisely the appropriate
timing and coordination of component sub-processes (Rosenbaum et al., 2001, p. 464),
and this is eminently so for announcing.
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6.3 The functionmerely contingent

A third rejoinder draws on a point from Beck (2018, pp. 324–325). He envisages
a brain-manipulating helmet, which ensures that, when a certain proximal stimulus
is imposed, a belief that Omaha has 434,353 inhabitants is triggered, and causally
sustained until stimulus offset. Although the token belief here is, in a sense, stimulus-
dependent, this does not reflect any necessary feature of the kind of state—belief, or
belief with such-and-such content—towhich it belongs. However, the sort of stimulus-
dependence that distinguishes perceptions from cognitions is, Beck argues, supposed
to be one that necessarily applies to them qua the type of mental state they are. Now,
inspired by this sort of point, it might be objected that announcements are assertions,
and that it is not true that, necessarily, assertions are stimulus-controlled or have the
function of being.

However, for perceptions, as for announcements, one can ask about the relevant
kind for assessing the contingency claim at stake here. If (as is currently assumed)
perceptions are representational, they belong at least to the following kinds: mental
states; representational states; representational states with a mind-to-world direction
of fit. It is not true that, necessarily, instances of one or another of these three types have
the function of being stimulus-controlled. As Beck (2018, pp. 326–327) later argues, a
function of being stimulus-controlled, in so far at it applies to perception, plausibly is to
be explained in terms of a function, viz. a function of generating such-and-such states,
characterizing the producing mechanisms or processes. Therefore, if the function of
the state is to necessarily apply to the kind of state it is, that kind must likewise reflect
something about the producingmechanism.The situation for announcements here very
much seems analogous to that for perception. Qua mental act, representational act,
and representational act with affirmative force, announcements are not necessarily
stimulus-controlled, nor function to be. But qua the sort of mental act that reflects
their specific generating process, viz. the skilled activity of announcing, that function
necessarily applies.

That the process of announcing (and, so, the announcements generated) necessarily
is subject to such a function does seem plausible. Suppose an announcer is handed a
bunch of scripts for upcoming games by shady higher-ups, who insist that she will,
from now on, be reading out on air from the contents of these scripts, reassuring her
that her reports (or ‘reports’) will be accurate to the facts. She could rightly protest:
that’s an utterly different job—it does not involve the skill of announcing! It is not as
if they had merely asked her (not) to use received pronunciation.

6.4 Insufficiently tight stimulus-control

Afourth class of rejoinders complains that even if announcing functions to be stimulus-
controlled in some loose sense, the form of control in question is not as tight as we
should demand of perception, and as stimulus-control theorists intend.

One way to press this charge is by appeal to Beck’s ‘S-D FULL’, discussed in
Sect. 4 above, to repeat:
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S-D FULL: |∪ is perceptual if, necessarily, all occurrences of all elements of |∪
have the function of being stimulus-dependent; otherwise, |∪ is cognitive. (Beck,
2018, p. 330)

As we saw, for this not to misclassify perceptions as cognitive, the phrase ‘all occur-
rences of all elements of |∪ have the function of being stimulus-dependent’ should to
be interpreted as restricted to occurrences in state of type |∪. As noted, a worry arises
here concerning elements of perceptual states accomplishing egocentric spatial or
temporal representation. Setting this aside, it is far from obvious that announcements
fail to class as perceptual under S-D FULL, on the relevant interpretation. ‘Elements’,
recall, allude to devices representing some object, event, property, or the like. In (pure)
announcing, one should only report on observable features of seen events, as and when
and because they strike one’s eyes. Any reference to a player or event, or attribution
of a property, should be under the control of stimuli carrying information of such
things. It is true that there may be no systematic mapping between types of optical
stimulation and types of reports on the ongoing events. As Beck stresses however,
such a mapping cannot be required for perception, since a great variety of local prox-
imal stimuli may yield a representation of a constant distal property (e.g. in shape or
colour constancy) and a constant local stimulus may yield diverse representations of
distal properties, for a variety of reasons including context effects and, arguably, cog-
nitive penetration. Beck’s requirement, then, is only that a perceptual representation
‘be causally sustained by some present proximal stimulation or other’ (2018, p. 331,
Beck’s italics).

Another way of pressing, or buttressing, the charge that announcing is marked by
a ‘lack of tightness’ in stimulus-control is as follows. Even in (pure) announcing it is,
surely, okay to remark on players that are briefly hidden fromview, e.g. by other players
tacking them. Hidden objects are not seen, and no stimuli are received therefrom. This
suggests a difference in tightness in stimulus-dependence between the perception of
objects, on the one hand, and the announcing thereon, on the other, or so the objection
goes.

Now, there are various cases to consider here. Sometimes covered objects are seen,
as when a mouse runs about under a thin blanket on the floor. Some announcing on
covered players may be akin to such situations. It is also important to keep in mind
here that stimulus-control accounts of the current stripe do not purport to mark out
perception of objects, understood in the success sense, but perceptual representation
as of so-and-so objects, a class that, by supposition, includes some hallucinations,
where no object is perceived.

It is plausible that there may be perceptual representation as of objects, or parts of
objects, that are occluded (and not because of hallucination or ‘seeing mouse running
under the blanket’-type cases). At least some forms of amodal completion, as when
a dachshund is seen to hang evenly together behind a flagpole, and the tunnel effect,
where an object is seen to pass continuously behind an occulder, illustrate this.11

This is consistent with stimulus-control, suitably construed, since such completion
is sensitive to details of the broader proximal stimulus, e.g. concerning occluding

11 For the claim that some amodal completion is perceptual, see Kanisza andGerbino (1982). For the tunnel
effect, see, e.g. Flombaum and Scholl (2006).
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edges, the features of the (partially) occluded object, etc. Still, the stimulus-control
requirements, whatever they are, must be such as to allow for perceptual representation
as of occluded parts of objects or briefly occluded objects. So, it is unclear why
such requirements would be unsuitable for announcing, even if announcing permits
representations of briefly occluded players or occluded parts of players. Perhaps it will
be said that it must, surely, be admissible to go much further in describing occluded
action in announcing than perception can go in representing the occluded. Yet why
should not announcers who go far in that direction be faulted for embellishing their
art with elements quite foreign to the true skill of pure announcing?

7 Announcement-driven visualizing

This section introduces the third problem for the sufficiency of a function of stimulus-
control to perceptual as opposed to cognitive status. This process, which I dub
‘announcement-driven visualizing’ (ADV), differs interestingly from the two fore-
going problems in having a more vision-like output.

Theodore, recently blind, misses watching a game, and sets out to design a way in
which people like him can follow a game enjoyably. To follow a game, on his (not
implausible) understanding, requires entertaining representations of so-and-so going
on just now, because so-and-so indeed is going on just now (where ‘just now’ has
enoughflexibility tomake room for somedelay in information transmission). Realising
that he has a talent for voluntarily generating visual imagery, that entertaining imagery
of the action is enjoyable (whereas say ‘thinking in words’ about it is boring), and that
others can visually take in and narrate events to him as they occur, Theodore devices
a system with the following sub-processes. First there is, in effect, announcing (not
yet a familiar institution in his time, we may imagine). Second, there is process taking
certain auditory stimuli, corresponding to the announcements, as input and yielding
imagery as output, via voluntary generation, so that imagery is continually updated
in consequence of incoming auditory stimuli. When all goes well, implementations
of this system allow people with Theodore’s talent for imagery to follow a game
enjoyably. It enables them to enjoyably see the game in their mind’s eye, as one says,
without literally perceiving it.

Within the system, the functions of the sub-process of announcing are prettymuch as
described in preceding sections. The second sub-process distinguished, which I label
‘announcing-driven visualizing’ (ADV), has a function of taking auditory stimuli,
caused (albeit indirectly) by the action on the pitch, as input and, in consequence
thereof, generating imagery of the action, in a manner ensuring that auditory stimuli
causally control the imagery. This claim about function follows given the widely
accepted claim that something has the function F if it was designed to F (cf. Kitcher,
1993, and, for further references, Nanay, 2010, p. nt. 35).12 The claim can also be
supported in terms of a Cummins-style functional analysis of Theodore’s system, i.e.
of how it enables enjoyable following of a game (Cummins, 1975). The claim can

12 Processes may be designed no less than tangible tools and machines. Process design is indeed central
to many branches of engineering, e.g. logistics engineering.
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moreover be supported in terms of the idea that X can have the function F in virtue
of the fact that using or implementing X would, by X’s F-ing, contribute to fulfilling
the implementor’s goals (cf. Nanay, 2010, pp. 428–431). For, by ensuring imagery
is controlled by auditory stimuli, ADV-ing would contribute to the goal of enjoyably
following the game. A variety of views of functions, then, underwrite the idea that
ADV has a function of generating stimulus-controlled imagery.13

There is no claim here, it might be worth stressing, that all who see the game in
their mind’s eye, hearing announcements thereof, engage in ADV. If, for example, the
imagery is generated involuntarily, as intrusive imagery, caused by overhearing certain
announcements, there is no ADV-ing. The suggestion is merely that ADV, with the
indicated functions, is a nomologically possible process.

This amounts to a challenge to the sufficiency of a function of stimulus-control
for perceptual as opposed to cognitive status that differs interestingly from those
of announcing and perceptual-demonstrative thought. Its output, visual imagery, is
explicitly considered cognitive in the stimulus-control approach. Still, it is phenomeno-
logically and representationally akin to vision. In Sect. 3 above, we outlined the case
for thinking it has non-conceptual content, or non-discursive format, assuming vision
does. ADV thus indicates that perception cannot be distinguished from cognition even
by taking the former to combine a function of stimulus-control with a non-conceptual
content or non-discursive format.

8 ADV: some rejoinders answered

Counterparts to the rejoinders concerning announcing could be raised for ADV;
broadly similar replies would apply. Below, I address two rejoinders trading on dis-
tinctive features of ADV.

8.1 Is ADV akin to sensory substitution systems, and so perceptual after all?

The first objection runs so: ‘Even if imagery ordinarily is to be classed as cognitive
there are specific reasons to consider the imagery—or, to introduce a neutral term:
the intrinsically perception-like states—outputted in ADV perceptual, viz. from the
analogy between ADV and use of sensory substitution devices (SSDs). These devices
capture optical information with a camera worn or carried by the user. Optical infor-
mation is converted to tactile input on the user’s back or tongue, or auditory input in
headphones. Blind or blindfolded users of SSDs achieve intrinsically perception-like
states—sometimes described as cases of visualizing (Renier et al., 2005) or imagery
(Nanay, 2017) – of such camera-captured features of surrounding objects as their
locations, overlap, and even shading (cf. Pence, 2021). It is widely held, moreover,
that when all goes well subjects indeed perceive the relevant distal features, either
visually (cf., e.g., Pence, 2021; Renier et al., 2005) or in some other, say tactile or
‘metamodal’ way (cf., e.g., Martin & Le Corre, 2015). ADV would, then, seem to be

13 Points made in the last two paragraphs could be marshalled also to bolster the function ascriptions to
announcing in Sects. 5 and 6, if some such bolstering were desired.
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analogous to SSD-use: both involve on-the-fly generation of intrinsically perception-
like states causally guided and controlled by stimuli, albeit, in each case, in a somewhat
non-standard way. So why not say that ADV-ers likewise perceive the action?’.

Now, certainly not all SSD-use amounts to perception of the distal, camera-captured
features of the surrounding. Early in training with the devices, users are typically
acutely aware of the properly tactile or auditory input. On the basis of this input and
an open-ended set of information, including that provided explicitly during training
concerning how the devices work, and background knowledge concerning various
categories of objects, users infer what distal features of the surroundings are indicated
(cf. Deroy & Auvray, 2012; Siegle & Warren, 2010).

It is true that sometimes, often after extensive training, there may be a remarkable
shift. Users’ experience has been reported to change so that they are no longer are
aware of stereotypically tactile/auditory information delivered in the ‘substituting’
modality. For example, with visual-to-tactile devices, the input has been said to be felt
as no longer upon the skin but located in some distal location, corresponding to the
distal properties (allegedly) perceived (Guarniero, 1974). The processing by which
these so-called ‘distal attributions’ are formed also become automatic or involuntary,
and bottom-up (cf. Nanay, 2017; Pence, 2021).

Even in these cases there is debate however whether perception is achieved. Ophe-
lia Deroy and Malika Auvray (2012) argue that even here the process is more akin to
reading and comprehending a text, corresponding to the tactile/auditory input, than
to perception. If they are right, the argument by analogy that ADV is perceptual is of
course undercut. If they are wrong, that argument is still hampered, because it would
underscore that the analogy is quite weak. Aside from the noted contrast that ‘distal
attribution’ in well-adapted SSD-use is involuntary whereas ADV involves voluntary
mental imagery, imagery in ADV is formed on the basis of comprehending linguis-
tic input, forming beliefs about what the announcer is conveying, whereas, if Deroy
and Auvray are wrong, there is no such comprehension-like process in well-adapted
SSD-use.

In the next section will argue that processes of belief fixation, comprehension, and
voluntary imagery have a certain non-modular character, and that the involvement of
such processes in ADV accounts for its non-perceptual status.

8.2 Visualising requires creative enrichment, so ADV cannot function to be
stimulus-controlled?

The second rejoinder runs as follows: ‘In visualizing the action, one inevitably visu-
alizes it in a way that fleshes it out in certain respects, e.g. concerning its setting (as
taking place on a green, flat surface), the rough shape of the participants (typically
humanlike), or the like. This is so even if the announcer says nothing about such taken-
for-granted aspects of the action, as she typically would not. These aspects of what
one is visualizing would not, then, be stimulus-controlled. Moreover, their failure to
be stimulus-controlled cannot plausibly be construed as a case of malfunctioning, for
some such ‘creative enrichment’ is inevitable in imagery. After all, visualizations are
supposed to be minimally vision-like, in some sense. Now, one cannot genuinely see
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action on the pitch without having at least some vague, generic impression concerning
the ground on which it unfolds, the shape of the players, or the like.14 Likewise, one
cannot really visualize it without some imagery, if only vague or generic, concerning
such features.’

It true that an announcement that explicitly describes merely a certain football
move underdetermines subsequent imagery that inter alia imagines it as happening
on a green backdrop. Yet given, as a background causal condition, the hearer’s belief
that football likely unfolds on green surfaces, the announcement may yet cause that
imagery in the sense needed for causal control. Our paradigms of causal control also
presume certain background conditions. The studs on the music roll causally control
tones only given the presence of air. The base pairs in DNA causally control amino
acid concatenation only given the biochemical environment in the cell.

Of course, perception itself is causally controlled by stimuli only given suitable
background conditions. One important reason why this is so is that stimuli under-
determine perceptions, being ambiguous as to what distal situation they signal (cf.,
e.g., Palmer, 1999; Rock, 1983). It is widely assumed, therefore, that stimuli causally
control distal representations only given certain implicit assumptions or Bayesian pri-
ors, such as, e.g., the ‘light from overhead’ prior (cf. Hershberger, 1970), or ‘slow
motion’ prior (cf. Weiss et al., 2002). At one level of abstraction, there is a common-
ality between how verbal stimuli cause imagery of green backdrops, via background
beliefs about the colour of pitches, and how retinal impacts cause perceptual represen-
tation of, say, convexity or slow motion, via assumptions of the indicated sorts. This
is not to deny, of course, that are also differences; the challenge is to account for what
they are.

Could those who take a function of stimulus-control to suffice for perceptual status
argue that the noted assumptions or priors in visual processing, unlike the background
beliefs at work in voluntary generation of imagery, themselves function to be stimulus-
controlled? However, the noted assumptions or priors are widely considered to be
innate (cf. Hershberger, 1970; Scholl, 2005). Even if theymay undergo updating under
the course of development (cf. Scholl, 2005), that does not underwrite a function to be
stimulus-controlled; by that standard, plenty of high-level empirical beliefs, acquired
and updated in response to stimuli, would also qualify as having that function.15

Alternatively, it could be argued that the background beliefs at work in voluntary
imagery are explicit or ‘psychologically real’ in various senses in which the visual
assumptions or priors are not; the latter are merely implicit in the processing (cf.,
e.g., Block, 2018). Even if that is so, however, it does not explain why the former as
opposed to the latter could not mediate in processes of stimulus-control. Of course,
one might invoke a notion of (non-)explicitness or (lack of) psychological reality to

14 Cf., e.g., Pautz (2021, p. 131) on ‘No radical incompleteness’.
15 Perhaps it will be said that, even if these priors, as standing characteristics of the visual system, are not
stimulus-dependent their activation is stimulus-dependent, for they only come into play when the visual
system is stirred to action by stimuli. However, by the same token, the activation of background beliefs in
ADV or announcing is also, when all goes well, the result of stimuli. It may be said that these beliefs, unlike
the priors of the visual system, may also be activated by such internal psychological factors as intentions to
ponder certain questions. Yet this may, in a sense, go for the priors in the visual system too. For part of the
visual system, and so at least some of the priors implicit in its processing, is active also in the generation of
visual imagery (cf., e.g., Dijkstra et al., 2019).
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pick out a certain variety of stimulus-control held to be characteristic of perception. I
am sympathetic to this sort of move. Notice, however, that it shifts towards a view on
which broadly architectural or ‘mode-of-processing’ notions are needed to constrain
a certain subvariety of stimulus-control characteristic of perception. Moreover, as
such stimulus-control theorists as Beck (2018, p. 322) and Phillips (2019, p. 331)
argue, stimulus-control allows for cognitive penetration, i.e. that high-level beliefs
may modulate the processing leading from stimuli to perceptual states. Again, then,
a causally modulating role for general background beliefs in voluntary imagery is
no block to stimulus-control. Since we arguably should allow for some cognitive
penetration, the broadly architectural notions in terms of which ‘properly perceptual’
stimulus-control is to be characterized need to allow the possibility of (explicit, real)
beliefs playing a modulating role. The next section considers what notions may serve
this end.

9 Modular stimulus-control

Why are our three problem cases—demonstrative thought, announcing, and
ADV—cognitive rather than perceptual? Not, we have argued, because they fail to
function to be stimulus-controlled. Nor because they in each case differ in represen-
tational format or content from perception, as we saw with ADV.

In each of the three cases, the outputs arise from stimuli via processes rich in
psychological mediation. In this section, I first reject a broader diagnosis of how this
mightmake themnon-perceptual, pointing to personal-level stimulus-mediating states.
I then propose a certain lack of modularity as a better explanation.

9.1 No personal-level stimulus-mediating states in perception?

Perceptual-demonstrative thought, announcing, and ADV all involve what may
be dubbed ‘psychological stimulus-mediating states’, i.e. psychological states, M,
such that, when the function of stimulus-control is fulfilled, it is fulfilled because
stimuli cause M-states that in turn cause the relevant perceptual-demonstrative
thoughts/announcements/announcement-driven imagery. In perceptual-demonstrative
thought, the M-states are or include perceptions; in announcing, beliefs on the part
of the announcer; in ADV, beliefs and states of utterance comprehension on the part
of the visualizer. Moreover, the stimulus-mediating psychological states here are in
each case personal level: they are conscious or available to consciousness, amenable
for inferential integration with the subject’s central stock of beliefs, and available for
guidance of a diverse range of purposive actions within the agent’s repertoire. While
perception may allow sub-personal stimulus-mediating states (along the lines of, say,
Marr’s, 1982 primal sketch), it may be suggested there is no place for personal-level
stimulus-mediating states in perception.16

16 This account of why perceptual-demonstrative thought, announcing and its ilk are non-perceptual has
often been put to me in discussion. (Notice, incidentally, that this account permits cognitive penetration of
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This account is too restrictive, however, for one perception may casually depend on
another perception. A perception of overlap may cause a perception of difference in
depth (cf. Palmer, 1999, pp. 236–237). A perception of edges and surfaces may cause
perception as of a solid object (cf. Burge, 2010, p. 345). A perception of proximity
may cause a perception of grouping (cf. Rock, 1983, pp. 75–76). A perception of
form, motion, and configural relations among two objects may cause a perception of
one as chasing the other (cf. Gao & Scholl, 2011). Such cases could be multiplied.
In at least some of them, the causing perception has the hallmarks of personal-level
status: it is conscious, and its content is available for inferential integration with the
agent’s wider cognitive economy and to guide a diverse range of actions (cf. Rock,
1983, pp. 283–299).

9.2 In perception, personal-level stimulus-mediating states must be inputs
and outputs of broadly modular processes.

What differs, then, between a case where one perception causally depends on another
perception and a case where a cognitive state or act depends on a perception? Specif-
ically, what is the difference, given that is not, or not only, a matter of whether the
process that generates the output functions to be stimulus-controlled, or of whether the
output has a non-discursive format or non-propositional content? It is hard to see a good
alternative here to looking more closely at the character of the processes that generate,
respectively, the perception from a perception and the cognition from a perception.
In each case, the process in question takes as input a (personal-level) perception, one
that, qua personal-level, is available to and exploitable within the agent’s economy of
beliefs and intentions. However, when drawn on by a perception-generating process,
the process ensures a significant isolation from these beliefs, intentions, and other
attitudes that constitute the overall perspective or outlook of the agent. In contrast,
when the perception enters into a cognition-generating process, the process secures
a significant integration with that overall perspective or outlook. Loosely speaking,
therefore, the contrasting character of the relevant processes ensure that the output
representation remains ‘the work of the senses’, in the perceptual case, whereas, in
the cognitive case, that output can be seen as a case of ‘what the agent makes of what
her senses put to her’. That, anyhow, is the picture I want to suggest.

Less picturesquely, the proposal is that perception-to-perception processes aremod-
ular. Now, there are a variety of notions of modularity on the market. A comparatively
minimalist proposal, due to Burnston and Cohen (2015), is to understand modularity
in terms of a lack of what Fodor (1983) terms isotropy. To borrow a formulation from
Green: ‘To say that a psychological process is isotropic is to say that, in principle, it has
access to any of one’s beliefs, desires, intentions, and so on during normal function-
ing.’ (Green, 2020, p. 338) Non-isotropic processes, in contrast, would be significantly
limited in what parameters they can take into account. Famously, Fodor argued belief
fixation is isotropic in this sense, that its normal function allows one to, say, take one’s
botany to bear on one’s astronomy. Mere non-isotropy makes for a comparatively

Footnote 16 continued
perception by (personal-level) belief, since the penetrating beliefs will not typically be caused by the very
stimuli that cause (directly or indirectly) the penetrated perceptions.).
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weak notion of modularity.17 Further requirements on modularity might be imposed,
e.g., Green’s notion of dimensional restrictedness (cf. Sect. 3 above), which would
imply, but is not implied by, non-isotropy. For present purposes I assume modular-
ity requires at least non-isotropy, leaving open whether additionally to impose such
further requirements as dimensional restrictedness.

I propose that perceptual processes function to be stimulus-controlled and meet a
fairly minimal requirement of modularity, in the following sense:

Modular Stimulus-ControlP/C A process generating psychological states, E,
as of environment entities is perceptual only if

(i) it has the function of producing the Es by being causally controlled by proximal
stimuli that these entities produce, and

(ii) for any personal-level stimulus-mediating states, M, in the process (i.e. states
such that the function of stimulus-control is fulfilled because stimuli cause Ms
andMs cause Es), the sub-processes generating Ms and Es fromMs are modular.

Condition (i) here is the right-hand side of Phillips’s Stimulus-ControlP/C. Condi-
tion (ii) can hold because (a) no psychological states mediate in generating the output
states, E, from stimuli; or because (b) at most subpersonal states mediate; or because
(c) some personal-level statesmediate, but these all figure inmodular processes.Would
the process generating the outputs be modular even in cases (a) and (b)? If modularity
requires merely that the process is not isotropic, this is plausibly so, whereas, if modu-
larity requires dimensional restrictedness, the matter is less clear.18 Now, I leave open
this question concerning precisely what modularity requires beyond non-isotropy. So
I leave open whether (ii) could be replaced by the simpler:

(ii*) the process is modular (as are its sub-processes).

Modular Stimulus-ControlP/C only imposes, then, a moderate, or even conditional,
requirement of modularity: i.e., at least not isotropy. Whether we adopt condition
(ii*) or the possibly somewhat weaker condition (ii), we can however explain why
perceptual-demonstrative thought, announcing, andADVare non-perceptual, as I shall
now argue.

9.3 The non-modularity of belief fixation, comprehension, and voluntary imagery

There are powerful reasons to think belief fixation is isotropic (cf., e.g., Fodor, 1983;
Samuels, 2006, 2012). This extends to the processes generating purely perceptual-
demonstrative thoughts, of the form That [referring to a perceived object] is thus

17 There could however be even weaker notions of modularity. For example, one defined in terms of
Carruthers’s (2006) notion of ‘wide-scope encapsulation’ would arguably not imply non-isotropy, cf. nt.
20.
18 If a psychological state figures in an isotropic process, it figures in a process that can access the subject’s
beliefs, intentions, etc. One might expect, then, that it would be inferentially integrated with these various
beliefs, capable serving to guide various purposive actions, and as such be personal-level. However, if
modularity in the relevant sense requires dimensional restrictedness, it is less clear why processes that are
non-modular because dimensionally non-restricted (i.e. cognition can add to the dimensions they can take
into account in their computations), could not draw on subpersonal states.
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[attributing a property the object is perceived as having]. There is an open-ended
range of ways in which one’s belief set may contain, or easily could come to contain,
considerations prompting one to reject that thought in favour of, say: That is not thus
(it only looks to be thus). They include, for any proposition, p, such that you believe
If that is thus, p, consideration that could prompt you to think Not p. This does not
mean that the process actually accesses each and every belief—that it executes an
exhaustive search of memory—only that, in its normal operation, it can access any
one out of an open-ended variety of beliefs.19 If this is so, perceptual-demonstrative
thought fails condition (ii) of Modular Stimulus-Control since stimulus-control (and
so successful reference) is fulfilled here because stimuli cause perceptions that cause
the thoughts, but, at the latter step, by a non-modular process. Since beliefs figure as
stimulus-mediators in announcing and ADV they would fail this condition too.

More specifically, beliefs in ADV depend on comprehending what is conveyed or
said by the announcement-utterances hitting one’s ears. There are reasons to think such
comprehension is isotropic, e.g. in view of the open-ended character of the contextual
information that can be brought to bear. Stanley observes:

When someone utters the sentence ‘The policeman arrested the robber. He was
wearing a mask’, we generally interpret the pronoun ‘he’ as referring to the
robber, rather than the policeman. We arrive at this interpretation by exploit-
ing inferences about the plausibility of interpreting the pronoun in different
ways, inferences guided by our knowledge ofmeaning together with background
knowledge about the world. Virtually every sentence we hear contains context-
dependent expressions. (Stanley 2005, pp. 1–2)

The open-endedness of the background knowledge that can be drawn on is well
illustrated by this variant from Allott (2019, citing, and adding a twist to, Recanati,
2004, pp. 31–32): in the sentence ‘A policeman arrested John yesterday; he had just
taken a bribe’ the reference assigned to ‘he’ may depend on beliefs about corruption
among local police. This is not to deny that comprehending what is said may involve
modular sub-processes, e.g. parsing, or assignment of minimal propositions (cf., e.g.,
Borg, 2004), or that is fast and often automatic, only that it is entirely modular, in a
sense that excludes isotropy.20

Again, voluntary imagery seems to be isotropic. Since voluntarily generating
imagery can be, an often is, a rational activity it seems it the process should have
access to the agent’s intentions. An open-ended variety of beliefs and suppositions
can also inform the imagery one voluntarily generates. If one thinks, say, that astroturf
is turquoise, and is led to believe the announced action happens on astroturf, one may
well and perhaps likely will imagine the action as unfolding on a turquoise surface.

19 For this point, and for compelling criticism of an exclusively modular view of central cognition and
of Fodorian sceptical conclusions about the impossibility of cognitive science motivated by isotropy, see
Samuels (2012, pp. 72–74).
20 Some claims that comprehension is entirely modular, e.g. Sperber’s, are allied to a massively modular
view ofmind; for a critique of such, see, e.g., Samuels (2012), who also points out that someweak notions of
modularity or encapsulation, such as the ‘wide-scope encapsulation’ of Carruthers (2006) is consistent with
isotropy, given that isotropy does not require exhaustive search. For a proposal as to how comprehension
can be fast, and often automatic, yet unencapsulated, see Allott (2020).
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If one supposes tango dancers are tactful and tactful people smile, one may well, and
perhaps likely will, imagine tangoing people as smiling. This not to say that any given
belief or supposition, p, could influence voluntary imagery, as it were in isolation.
However, for virtually any such belief or supposition, there is a set of other possible
beliefs or suppositions implying that, if p, then so-and-so would look this way rather
than that, in combinationwithwhich it easily could affect how one imagines so-and-so.

These remarks do not of course purport to be a full-dress defence of the isotropy
of belief fixation, comprehension, and voluntary imagery, projects well beyound the
scope this paper. They are indicated merely to suggest its plausibility.21

9.4 Some final remarks

Modular Stimulus-ControlP/C imposes a rather modest demand of modularity, e.g. in
that it permits cognitive penetration. Even if modularity requires also dimensional
restrictedness (i.e. cognition cannot add to the dimensions perceptual processes can
take into account), cognition could still, as noted, affect what value perceptual pro-
cesses output on a given dimension, such as orientation or hue (cf. Green, 2020,
pp. 371–381).

Is modular stimulus-control, in the present sense, also enough for perceptual as
opposed to cognitive status? I am unaware of any case suggesting it is not, and so
tempted to hypothesise that it is. I do not purport to have shown, though, that perception
need not, even in part, be non-conceptual in content or non-discursive in format. Nor
do I purport to have shown that it need not have a certain characteristically perceptual
phenomenology. One question of interest here is whether modular stimulus-controlled
processes are bound to output such representations/phenomenology. If so, modular
stimulus-control would, in any case, at least nomologically suffice for perception-
as-opposed-to-cognition. If not, we must grapple with the relevant cases of modular
stimulus-control without perception-like representation/phenomenology: are they per-
ceptual, cognitive, or perhaps irresolvably borderline? These are however questions for
another occasion.22 The contention here is that Modular Stimulus-ControlP/C explains
why a diverse range of phenomena are not perceptual, and that, failing amore appealing
alternative, this gives some abductive support in its favour.23

21 Imposing requirements beyond non-isotropy on modularity facilitates defending the non-modularity of
belief fixation, comprehension, etc., but of course raises the bar for modularity of perception. For a case
that perception is modular, by a standard of not only non-isotropy but dimensional restrictedness, see Green
(2020).
22 Another question in this neighbourhood is whether (non-)isotropy is a matter of degree, or could, or
should, be reconstrued as such (the same could be asked concerning stimulus-control). I see no reason why
it should be impossible to introduce degreed counterparts or analogues of these notions. Whether it would
be preferable to (re-)cast Modular Stimulus-ControlP/C in such terms depends on the extent to which it
would allow for a more illuminating or explanatorily useful ordering of various psychological phenomena
(including low- to higher-level perception, core cognition, or what have you). This question falls, though,
beyond the scope of this paper.
23 This argument for perceptual modularity supplements more familiar arguments, e.g. from the persistence
of known illusions, or evolutionary considerations.
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10 Conclusion

Rock, affirming various deep commonalities between perception and thought—that
they both involve broadly propositional representation, and inference, often based on
(consciously accessible) perception –, pointed to the following major differences:

[P]erceptiondiffers from thought primarily because it is rooted in and constrained
by the necessity of accounting for the proximal stimulus. (…)
The other major difference between perception and thought is that perception
is based on a rather narrow range of internalized knowledge (…) Perception
must rigidly adhere to the appropriate internalized rules so that it often seems
unintelligent and inflexible in its imperviousness to other kinds of knowledge.
(Rock, 1983, pp. 339–340)

The view of this paper has affinities with this view of Rock’s here. Perception is
sensory. The idea that it functions to be causally sustained or controlled by stimuli
brings out an aspect of its sensory status. Having a function to be stimulus-controlled
is not however enough to be perceptual as opposed to cognitive, as we have seen in
the diverse cases of perceptual-demonstrative thought, play-by-play announcing, and
announcement-driven imagery. Their failure to be perceptual cannot, in each case, be
explained by an absence of perception-style representation, or a presence of personal-
level psychological states causally mediating between stimuli and outputs. A better
explanation invokes non-modular processing. Their reliance on personal-level states,
in a way that integrates with the attitudes that constitutes the agent’s overall outlook,
make their outputs apt to be regarded as cases of ‘what the agent makes of what
her senses put to her’. Perception in contrast is comparatively unintegrated with that
outlook. In a manner of speaking, then, perception remains the work of the senses.
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