
Smart Energy 9 (2023) 100094

Contents lists available at ScienceDirect

Smart Energy

journal homepage: www.journals.elsevier.com/smart-energy

Low-parameter linear model to activate the flexibility of the building 

thermal mass in energy system optimization

Magnus Askeland a,∗, Laurent Georges b, Magnus Korpås c

a Energy Systems, SINTEF Energy Research, Trondheim, Norway
b Department of Energy and Process Engineering, Norwegian University of Science and Technology, Trondheim, Norway
c Department of Electric Power Engineering, Norwegian University of Science and Technology, Trondheim, Norway

A R T I C L E I N F O A B S T R A C T

Keywords:

Building flexibility

Thermal mass

Energy systems

Linear optimization

As buildings are becoming an integrated part of the energy system, the potential activation of the thermal mass as 
a source of flexibility needs to be considered in energy system modeling. Since energy system models represent 
larger and integrated systems, often as linear programs, the thermal mass activation of buildings needs to be 
formulated accordingly to be included as a flexibility asset in the energy system optimization problem. The article 
provides a linear model of the energy stored in the building thermal mass compared to a reference operation 
scenario without demand response. This formulation in relative terms significantly reduces the number of model 
parameters to be identified using field measurements and enables the analysis of the aggregated energy flexibility 
in energy system models. The thermal mass activation is demonstrated in a case study which also includes 
validation. In addition, a comparison of the thermal mass activation and batteries is made. It is concluded 
that the provided linear deviation-based formulation is appropriate for representing the potential of flexibility 
provision from the thermal mass in buildings for the purpose of energy system planning.
1. Introduction

1.1. Background

As the energy supply shifts towards renewable generation resources, 
the need for flexibility throughout the system increases [1]. For the 
building level, one potential source of flexibility is the thermal mass. 
According to IEA EBC Annex 67, the energy flexibility of a building 
is the ability to manage its demand and generation according to local 
climate conditions, user needs, and energy network requirements [2].

Energy system models are used to plan the optimal operation and in-

vestment strategies for energy systems of different temporal and spatial 
scales. Energy system models can either focus on a single energy car-

rier such as electricity, or multiple energy carriers possible involving 
also district heating and more. One example is the energy hub model-

ing concept initially proposed by Geidl and Andersson [3]. The energy 
hub approach is used in several scientific studies that focus on opti-

mizing community-scale energy systems, e.g., [4–7]. The papers [8,9]

provide an overview of scientific contributions based on the energy hub 
approach. Since demand is usually represented by fixed load profiles, 
energy system models largely rely on flexibility in the layers before the 
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final use of energy and variations in load patterns have traditionally 
been handled by generation or storage technologies. For example, the 
authors in [10] utilize a varying temperature in the district heating grid 
as an energy storage, but do not include the thermal mass of the build-

ings as a potential source of flexibility, while the authors in [11] claim

that the thermal inertia of buildings is 1000 times higher than that of 
the water in district heating networks.

By utilizing the potential of thermal mass within comfort limits, it 
has been shown that the heat load profiles can be adapted to provide 
significant demand response, see, e.g., [12–18]. As buildings become 
an integrated part of smart energy systems [19], it is increasingly im-

portant to have a good representation of buildings’ thermal flexibility 
in energy system optimization models. Energy system models must 
consider buildings as a part of a complex system, and therefore the 
modeling detail must be kept at a reasonable level while maintaining 
enough accuracy. One main obstacle is that the mathematical structure 
of detailed building models typically includes nonlinear relationships 
and other properties that is not applicable within the structure of en-

ergy system models. Therefore, since linear mathematical formulations 
are used in the majority of energy system models, there is a need for a 
compatible formulation of building thermal mass flexibility.
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1.2. Research context

The idea of representing flexibility in the thermal mass of buildings 
in energy planning tools have been pursued by several authors in the 
recent years [20–25]. This article extends our preliminary paper [26], 
where we made a distinction between two main categories of thermal 
mass flexibility models:

• Methods that evaluate the absolute value of the indoor temperature 
(category A).

• Methods that evaluate the change of indoor temperature compared 
to a reference scenario (category B).

Within category A, thermal comfort criteria are typically expressed 
as a range of indoor temperature bounded by a minimum and maxi-

mum threshold. Modeling of the indoor temperature in absolute value 
requires a model that incorporate many complex physical phenomena 
such as solar irradiation and heating and ventilation system dynam-

ics. Regarding the energy system perspective, several studies includes 
linear modeling of the building thermal mass. [27–30] used a linear 
first-order grey-box model, Salpakari et al. [31] used a linear second-

order grey-box model and Nguyen et al. [32] used a linear third-order 
grey-box model. All these models considered the building as a single 
thermal zone (i.e., monozone) while Baader et al. [33] used a linear 
grey-box model of a room assuming adiabatic internal walls. Pattheuw 
et al. [34,35] considered a linear five-order two-zone grey-box model. 
Given the complex representation of an individual building, a recent 
contribution of Hedegaard et al. [36] proposes a clustering method to 
reduce the number of buildings in the optimization and thus the com-

putational time.

Reformulating the problem in relative terms (category B) leads to 
important simplifications. The change of indoor temperature compared 
to the reference scenario is described as a function of the shift in space-

heating power compared to the reference scenario. Hence, the indoor 
temperature deviation represents the state of charge. Based on the idea 
that the building dynamics is complicated but the thermal mass energy 
storage only corresponds to a limited indoor temperature change, the 
building dynamics are linearized around the reference scenario where 
a linear model should be accurate enough for operational deviations. 
A main advantage of the method is that it only models the relation 
between the change of space-heating power and the change of indoor 
temperature, without the complex modeling of the internal and solar 
gains. This idea has been proposed by Kensby et al. [12] and Ro-

manchenko et al. [21] in the context of building thermal mass in district 
heating.

For the system planning aspect it is crucial to represent the load pro-

files along with a linear representation of the flexibility. The authors in 
[13] characterize the storage potential of several building types in rel-

ative terms, but specify the identified parameters independent of each 
other such the characterization is not suited for use in optimization 
models. A simplified flexibility function is proposed by the authors in 
[23], which propose a method for characterizing the load response to a 
penalty signal which can be used for determining how boundary con-

ditions affect the load profile, but does not formulate the effect of load 
deviations on the internal state of the building.

In contrast to these related papers, our relation between load devi-

ation and temperature deviation enables linear optimization of second-

order thermal dynamics of buildings to be directly included in the 
optimization of larger energy systems.

1.3. Research contributions

There is a need to bridge the gap between building-specific and en-

ergy system models to evaluate the value of building flexibility in the 
2

energy system and determine how building flexibility can affect energy 
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system design and operation. Compared to the existing literature dis-

cussed in section 1.2, the novelty of this paper lies in the formulation 
for the available energy storage in the thermal mass of buildings based 
on the deviation of the space heating relative to a reference operational 
pattern. We demonstrate how this approach can be utilized in energy 
system optimization by conducting a case study where the building flex-

ibility is used to optimize the energy flow at the local system level. This 
article builds on [26], where a linearized building flexibility formula-

tion was suggested. The main contributions of this article are:

• Providing a linear formulation for space heating flexibility with a 
limited number of model parameters to facilitate their calibration 
and the aggregation of several buildings with the same parameter 
values. At the same time, this model can be directly implemented 
in linear optimization problems.

• Represent the thermal mass of buildings as an energy storage in an 
energy system optimization problem.

• Conduct an illustrative case study to evaluate the effect of thermal 
mass activation in a local energy system under different operational 
conditions. Using this test case, compare the storage capacity of the 
building thermal mass and batteries.

1.4. Paper structure

Following this introduction, this paper is structured as follows. First, 
the methodology for representing the thermal response of buildings is 
described in section 2, which also includes the formulation of an energy 
system model incorporating the activation of building thermal mass. 
Section 3 presents a case study focusing on thermal mass activation of 
two archetypes in the context of an illustrative energy system model. 
Thereafter, results and discussions provided in section 4 before conclu-

sions are drawn in section 5.

2. Method

2.1. Linearization of building dynamics

The modeling of building dynamics includes the building envelope 
and the heat emitter, excluding its local control (e.g., a thermostatic 
valve). The objective is to obtain a linear model to represent the relation 
between the increase of power delivered to the heat emitter and the 
increase of indoor temperature.

With these boundaries, the building dynamics can be described by a 
nonlinear state-space model:

𝑿̇(𝑡) = 𝐹𝑥(𝑿(𝑡),𝑼 (𝑡)) (1)

𝑇 𝑖(𝑡) = 𝑌 (𝑡) = 𝐹𝑦(𝑿(𝑡)) (2)

where X is the state vector, Y is the scalar output, namely the indoor 
temperature, T𝑖, and U is the input vector with the outdoor temperature 
(T𝑜𝑢𝑡), the wind speed, two components of the solar irradiation, such as 
the global irradiation on a horizontal plane (I𝑔,ℎ) and the beam irra-

diation on a normal plane (I𝑏,𝑛), the power of the internal gains (P𝑖𝑛𝑡) 
and the power emitted by the heat emission subsystem (P𝑒). The flexi-

ble operation can be expressed as a deviation from a reference scenario. 
As P𝑒 is the only input that deviates from the reference scenario, Δ𝑼 (𝑡)
simplifies into Δ𝑃 𝑒(𝑡):

𝑿(𝑡) =𝑿
𝑟𝑒𝑓 (𝑡) + Δ𝑿(𝑡) (3)

𝑇 𝑖(𝑡) = 𝑇 𝑖,𝑟𝑒𝑓 (𝑡) + Δ𝑇 𝑖(𝑡) (4)

𝑼 (𝑡) =𝑼
𝑟𝑒𝑓 (𝑡) + Δ𝑃 𝑒(𝑡) (5)

The nonlinear state-space model can then be linearized around this 
reference scenario:

𝜕𝐹𝑥 | 𝜕𝐹𝑥 | 𝑒 𝑒
Δ𝑿̇(𝑡) =
𝜕𝑿

|||𝑟𝑒𝑓 Δ𝑿(𝑡) +
𝜕𝑃 𝑒

|||𝑟𝑒𝑓 Δ𝑃 (𝑡) =𝐴Δ𝑿(𝑡) +𝐵Δ𝑃 (𝑡) (6)
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Δ𝑇 𝑖(𝑡) =
𝜕𝐹𝑦

𝜕𝑿

|||||𝑟𝑒𝑓 Δ𝑿(𝑡) = 𝐶Δ𝑿(𝑡) (7)

This is a linear state-space model with a single input and a single out-

put (SISO), Δ𝑃 𝑒 and Δ𝑇 𝑖, respectively. It has the corresponding transfer 
function 𝐻(𝑠):

𝐻(𝑠) = 𝐶(𝑠𝐼 −𝐴)−1𝐵 (8)

Based on this, these important characteristics can be expressed:

• Compared to the original nonlinear system of equations in eq. (1)

and eq. (2), the linearized model only models the influence of Δ𝑃 𝑒
on Δ𝑇 𝑖 and phenomena that are complex to model, like solar gains 
and internal gains, are excluded, meaning that these phenomena 
are already taken into account in the reference scenario.

• Even though the deviations are evaluated with a linear model, the 
reference scenario can still originate from a nonlinear model.

• The formulation is better adapted for residential buildings where 
the space-heating is performed with a heat emitter located in the 
room. When the space-heating is a combination of ventilation heat-

ing and local heat emitters, the thermal dynamics can be funda-

mentally non-linear, especially for variable air volume (VAV) ven-

tilation systems, typical of non-residential buildings, like offices. 
However, in some practical applications, the system behavior re-

mains close to linear over a large range of operating conditions 
(e.g., for constant air volume systems, CAV). Therefore, the linear 
model formulation is expected to remain valid.

2.2. Modeling of the transfer function

An abundant literature has demonstrated that a first-order model is 
not sufficient to capture the thermal dynamics of the building envelope, 
see, e.g., [12,21,37]. A second-order model with fast and slow dynamics 
have demonstrated to give good simulation performance.

As a complement to the methodology, we propose to characterize 
energy flexibility using a step response. It means that Δ𝑃 𝑒 in eq. (6) is 
taken as a step function. The step response Δ𝑇 𝑖(t) in eq. (9) will rep-

resent the signature of the building energy flexibility potential. Several 
authors have stressed the close relationship between the thermal mass 
energy flexibility and its time constants [12,21,23,38]. In the same way, 
the step response is parameterized as a function of the time constants, 
meaning two constants for a second-order model:

Δ𝑇 𝑖(𝑡) = [𝛼(1 − exp(−𝑡∕𝜏1)) + (1 − 𝛼)(1 − exp(−𝑡∕𝜏2))]Δ𝑇 𝑖(∞) (9)

Δ𝑇 𝑖(∞) = Δ𝑃 𝑒∕𝑈𝑡𝑜𝑡 (10)

𝑈𝑡𝑜𝑡 is the overall heat transfer coefficient and a steady-state perfor-

mance indicator, 𝜏1 and 𝜏2 are the two building time constants, and 𝛼
is a weighting factor for the relative importance of each time constant 
in the step response. This parameterization of the step response is ex-

pected to be more universal and not vary much within a given building 
category or archetype.

The step response can be converted into a linear state-space model 
using different methods. For simplicity, the conversion will be done 
directly using the transfer function 𝐻(𝑠). The time constants are directly 
related to the eigenvalues of the linear system:

𝜆1 = −1∕𝜏1 < 0, 𝜆2 = −1∕𝜏2 < 0, 𝜆1 > 𝜆2 (11)

To simplify the notation, a weighted eigenvalue can be defined:

𝜆𝑚 = 𝛼𝜆1 + (1 − 𝛼)𝜆2 (12)

The transfer function (eq. (8)) corresponding to the step function 
(eq. (9)) then has the following expression:

−𝜆𝑚𝑠+ 𝜆1𝜆2
3

𝐻(𝑠) =
(𝑠2 − (𝜆1 + 𝜆2)𝑠+ 𝜆1𝜆2)𝑈𝑡𝑜𝑡

(13)
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The transfer function can be converted back into the physical do-

main, firstly into a second-order ordinary differential equation and, 
afterwards, into a second-order linear state-space model:

𝐴 =
[

0 1
−(𝜆1𝜆2) (𝜆1 + 𝜆2)

]
(14)

𝐵 =
[

−𝜆𝑚∕𝑈𝑡𝑜𝑡
(𝜆1𝜆2 − 𝜆𝑚(𝜆1 + 𝜆2)∕𝑈𝑡𝑜𝑡

]
(15)

𝐶 =
[
1
0

]
(16)

2.3. Aggregation of several buildings

In an energy planning tool, a node typically represents the load of 
several buildings. Using the proposed approach, all buildings having the 
same parameters (𝑈𝑡𝑜𝑡, 𝜏1, 𝜏2 and 𝛼) can be aggregated together in a sin-

gle node even though the occupant behavior and the weather conditions 
are different for each building. If 𝑁 similar buildings are aggregated to-

gether in a single node, an equal increase of indoor temperature Δ𝑇 𝑖
will take place in each of the 𝑁 buildings if the same increase of power 
Δ𝑃 𝑒 is applied. In the energy planning tool, an optimization constraint 
is set on Δ𝑇 𝑖 and the change of power at aggregated level, Δ𝑃 𝑒,𝑡𝑜𝑡, is 
divided equally between the 𝑁 buildings of the node:

Δ𝑃 𝑒 =Δ𝑃 𝑒,𝑡𝑜𝑡∕𝑁 (17)

2.4. Parameter identification

Different methods can be used to calibrate the parameters of the 
model for a specific residential building. Parameters can be identified 
using virtual experiments in building performance simulation (BPS). In 
our previous publication [26], two alternative identification approaches 
based on BPS are introduced and compared. However, the methodology 
would be easier to deploy if the model parameters could be calibrated 
using field measurements. At first sight, it is a challenging task as it is 
complex to measure a deviation of indoor temperature and space-power 
compared to a reference scenario, as both scenarios should be measured 
for the same boundary conditions. However, two approaches enable to 
circumvent the problem.

In the first approach a standard second-order grey-box model can 
be identified, see, e.g., [39,40]. The grey-box model expresses the con-

servation of energy and is often formulated as a resistance-capacitance 
(RC) network. It relates the indoor temperature in absolute terms (𝑇 𝑖) to 
all the input parameters (U). This is linear version of eq. (1) and eq. (2); 
a linear state-space model. The parameters (𝑈𝑡𝑜𝑡, 𝜏1, 𝜏2 and 𝛼) can be 
extracted from the transfer function of the grey-box model between 𝑇 𝑖
and 𝑃 𝑒. However, this approach needs a considerable amount of mea-

surement data. To limit these field measurements, the method can be 
applied to a limited number of building archetypes. For the second ap-

proach, several methods have been developed to evaluate the overall 
heat transfer coefficient (𝑈𝑡𝑜𝑡) of a building using in-situ measurements, 
such as the co-heating test or the PStar method [41]. However, these 
methods require several days or even weeks of measurements. To solve 
this time constraint, the QUB method [42] has been recently proposed 
to give a reasonable accurate estimation of 𝑈𝑡𝑜𝑡 with short-term mea-

surements, up to less than one night. The experiments are performed 
during nighttime to avoid the influence of solar gains and the building 
is ideally unoccupied to avoid internal gains. In addition, the experi-

ment requires measuring the space-heating power 𝑃 𝑒. The prediction 
accuracy using the QUB method reported in [42] is in the range of +/-

20%. Regarding the building time constants (𝜏1, 𝜏2), the recent paper 
of Palmer Real et al. [38] proposes to identify them during the space-

heating temperature setback during nighttime, when internal and solar 
gains should be negligible and the space-heating power equal to zero. 
They develop a stochastic approach to identify the time constants based 

on the indoor temperature decay curve. The indoor temperature decay 
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Fig. 1. Identification procedure using night temperature setback.

is recorded every 10 during several nights to identify the two time con-

stants. However, the approach is based on a monozone model and it 
assumes that the two states of the model, roughly representing the in-

door air and the wall temperatures, are equal at the beginning of the 
temperature decay.

In conclusion, recent developments in the characterization of the 
building performance using in-situ measurements enables to give a 
fair estimate of the (𝑈𝑡𝑜𝑡, 𝜏1, 𝜏2) based on limited measurements. In 
our work, we assume that the overall heat transfer coefficient 𝑈𝑡𝑜𝑡 is 
available using one these methods, like QUB. However, for the other 
parameters, an alternative method is introduced. In the method pro-

posed by Palmer Real et al. [38], the building is monozone while the 
temperature in residential buildings can often not be assumed equal in 
all the rooms. For instance, in Norway, occupants prefer cold temper-

atures in bedrooms [43]. Therefore, we rather use a method that can 
both consider buildings as monozone but also different room tempera-

tures. The principle is shown in Fig. 1.

It is assumed that the building is in a quasi-steady state when the 
night temperature setback starts at time 𝑡0 [44]. The entire identifica-

tion procedure happens during nighttime to avoid solar gains. It is also 
assumed that users are not active before the temperature setback as 
they will move to bedrooms so that internal gains are negligible. As in 
Palmer Real et al. [38], it is assumed that the outdoor temperature does 
not vary significantly during the temperature decay period so that it can 
be assumed constant. The indoor temperature and space-heating power 
before the night temperature setback is then taken as the reference sce-

nario. When the setback starts, the space-heating power goes to zero 
so that Δ𝑃 𝑒 is equal to 𝑃𝑒,𝑟𝑒𝑓 . The parameters (𝜏1, 𝜏2 and 𝛼) are iden-

tified by curve-fitting of the indoor temperature decay Δ𝑇 𝑖 measured 
during several nights using eq. (9) and eq. (10). When the method is 
applied for the entire building, 𝑇 𝑖 is the volume-averaged air temper-

ature of all the rooms and 𝑃 𝑒 is the total space-heating power. 𝑈𝑡𝑜𝑡 is 
then the overall heat transfer coefficient of the building with all the 
rooms at an equal temperature. When applied at the room level, 𝑇 𝑖 is 
the room-averaged air temperature and 𝑃 𝑒 is the space-heating power 
of the local heat emitter. 𝑈𝑡𝑜𝑡 is then the overall heat transfer coefficient 
of the room with the neighboring rooms unheated.

The new procedure is based on many assumptions. However, the 
method is expected to be reasonably accurate to be used to evaluate the 
energy flexibility of the building thermal mass in an energy planning 
tool. The accuracy is tested against detailed thermal dynamic simu-

lations in building performance simulation package using a test case 
introduced in section 3.

2.5. Energy system model

To investigate the potential of space heating flexibility in a broader 
context, an energy system model as described by Fig. 2 is formulated as 
a linear optimization problem in Julia [45]. The optimization problem 
4

for the energy system model is solved using the CPLEX solver on a server 
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Fig. 2. Topology of the considered system.

with Intel Xeon 6240 quad core CPU and 64 GB of RAM. A total of 42 
different cases are computed to produce the analysis in this paper, and 
the solution time for each computation is varying between 1-2 minutes.

The system consists of buildings of different insulation levels, local 
generation resources, and energy storage. For simplicity, it is assumed 
that all energy is supplied through electricity and that the local system 
interacts with the external grid as one entity.

2.5.1. Objective function

The optimization goal is to minimize the total cost of energy pro-

curement according to eq. (18). The costs are based on the amount 
of energy, and the grid capacity usage. The cost of importing energy 
consists of the electricity market price (𝑀𝑃𝜄) in addition to the distri-

bution grid import tariff (𝑉 𝐼). Energy exports are remunerated based on 
the market price subtracted the export tariff (𝑉 𝐸).1 Finally, a capacity-

based network tariff is imposed (𝐶𝑇 ). To allow the model to have a 
temporal resolution different from one hour, the parameter Δ𝐼 repre-

sents the duration of each time step.

𝑀𝑖𝑛 ∶
𝐼∑
𝜄=1

(𝑖𝑚𝑝𝜄 ∗ Δ𝐼 ∗ (𝑀𝑃𝜄 + 𝑉 𝐼) − 𝑒𝑥𝑝𝜄 ∗ Δ𝐼 ∗ (𝑀𝑃𝜄 − 𝑉 𝐸)) + 𝑐𝑎𝑝 ∗ 𝐶𝑇

(18)

2.5.2. Energy balance

The energy balance for the local system is described by eq. (19). 
The net imports of energy equals the total building load, energy storage 
operation and generation from local energy resources. The building load 
for each category (𝜙) is split into a fixed part representing nonflexible 
loads such as noncontrollable heating, lights and other equipment and 
a flexible part representing the controllable space heating.

𝑖𝑚𝑝𝜄 − 𝑒𝑥𝑝𝜄 =
Φ∑
𝜙=1

(𝑃𝑓𝑖𝑥
𝜙,𝜄

+ 𝑃 𝑒
𝜙,𝜄
) + 𝑐ℎ𝜄 − 𝑑𝑖𝑠𝜄 − 𝑔𝑒𝑛𝜄 ∀𝜄 (19)

2.5.3. Grid capacity measurement

The capacity usage is based on settlement periods (𝛽) with a dura-

tion (Δ𝐵) that can be larger than the temporal resolution of the overall 
optimization problem (Δ𝐼). The capacity used during each settlement 
period is computed as an average of the grid capacity usage during the 
period and the billable capacity usage is based on the settlement period 
with the highest usage according to eq. (20).

𝑐𝑎𝑝 ≥

𝜄<𝛽+1∑
𝜄=𝛽

(𝑖𝑚𝑝𝜄 + 𝑒𝑥𝑝𝜄) ∗
Δ𝐼
Δ𝐵

∀𝛽 (20)
1 The export tariff can be zero or negative.
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Nomenclature for energy system model

Sets

𝛽 ∈𝐵 Capacity settlement periods

𝜄 ∈ 𝐼 Time steps

𝜙 ∈Φ Building categories

Parameters

Δ𝐼 Time step duration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [h]

𝐶𝐸 Generation capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kWp]

𝐶𝑆 Energy storage size . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kWh]

𝐶𝑐ℎ Energy storage charging capacity . . . . . . . . . . . . [kW/kWh]

𝐶𝑑𝑖𝑠 Energy storage discharging capacity. . . . . . . . . . [kW/kWh]

𝐶𝑇 Distribution grid capacity tariff . . . . . . . . . . . [EUR/kWh/h]

𝐺𝜄 Energy generation potential . . . . . . . . . . . . . . . . . . [kW/kWp]

𝐿 Energy storage converter losses . . . . . . . . . . . . . . . . . . . . . [%]

𝑀𝑃𝜄 Electricity market price . . . . . . . . . . . . . . . . . . . . . [EUR/kWh]

𝑃
𝑓𝑖𝑥

𝜙,𝜄
Nonflexible load . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑃
𝑒,𝑟𝑒𝑓

𝜙,𝜄
Reference flexible heat load. . . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑃𝑚𝑎𝑥
𝜙

Flexible heat source capacity . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑅 Energy storage self-discharge rate. . . . . . . . . . . . . . . . . [%/h]

𝑇𝑚𝑎𝑥
𝜙,𝜄

Maximum temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [◦C]

𝑇𝑚𝑖𝑛
𝜙,𝜄

Minimum temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [◦C]

𝑇
𝑟𝑒𝑓

𝜙,𝜄
Reference temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [◦C]

𝑉 𝐸 Distribution grid export tariff . . . . . . . . . . . . . . . [EUR/kWh]

𝑉 𝐼 Distribution grid import tariff . . . . . . . . . . . . . . . [EUR/kWh]

Variables

Δ𝑃 𝑒
𝜙,𝜄

Thermal mass activation . . . . . . . . . . . . . . . . . . . . . . . . . . . [kW]

Δ𝑇𝜙,𝜄 Temperature deviation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [◦C]

𝑐𝑎𝑝 Grid capacity usage . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kWh/h]

𝑐ℎ𝜄 Battery charging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑑𝑖𝑠𝜄 Battery discharging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑒𝑥𝑝𝜄 Energy exports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kWh/h]

𝑔𝑒𝑛𝜄 Generation from local energy resources . . . . . . . . . . . . [kW]

𝑖𝑚𝑝𝜄 Energy imports . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kWh/h]

𝑃 𝑒
𝜙,𝜄

Flexible space heating load . . . . . . . . . . . . . . . . . . . . . . . . [kW]

𝑠𝜄 Energy storage charge level . . . . . . . . . . . . . . . . . . . . . . [kWh]
2.5.4. Battery

The battery stores energy for use in later periods. The charge level 
in the next period (𝑠𝜄+1) is equal to the charge level during the cur-

rent period (𝑠𝜄) and the amount of energy charged to or discharged 
from the battery according to eq. (21). Losses are included through a 
self-discharge parameter (𝑅) and converter losses when charging or dis-

charging the battery (𝐿). To handle the boundary condition in the last 
time step, a round-coupling to the first time step is included according 
to eq. (22).

𝑠𝜄+1 = 𝑠𝜄 ∗ (1 −𝑅 ∗ Δ𝐼) + 𝑐ℎ𝜄 ∗ Δ𝐼 ∗ (1 −𝐿) − 𝑑𝑖𝑠𝜄 ∗ Δ𝐼 ∗ (1 +𝐿) ∀𝜄 < 𝐼

(21)

𝑠1 = 𝑠𝜄 ∗ (1−𝑅 ∗ Δ𝐼)+ 𝑐ℎ𝜄 ∗ Δ𝐼 ∗ (1−𝐿)−𝑑𝑖𝑠𝜄 ∗ Δ𝐼 ∗ (1+𝐿) ∀𝜄 = 𝐼 (22)

The amount of energy that can be stored is limited to the battery size 
(𝐶𝑆 ) according to eq. (23), while the charging and discharging capacity 
is given as a fraction of the storage capacity in eqs. (24) and (25).

𝑠𝜄 ≤ 𝐶
𝑆 ∀𝜄 (23)

𝑐ℎ𝜄 ≤ 𝐶
𝑐ℎ ∗ 𝐶𝑆 ∀𝜄 (24)

𝑑𝑖𝑠𝜄 ≤ 𝐶
𝑑𝑖𝑠 ∗ 𝐶𝑆 ∀𝜄 (25)

2.5.5. Energy generation

Local energy generation from for example a PV system is formulated 
according to eq. (26). Generation during each time step is based on a 
generation profile (𝐺𝜄) that describes the potential generation for each 
unit of capacity (𝐶𝐸 ).

𝑔𝑒𝑛𝜄 ≤𝐺𝜄 ∗ 𝐶𝐸 ∀𝜄 (26)

2.6. Linearized building flexibility model as an energy storage

We represent the space heating as the reference flexible heat load 
𝑃
𝑒,𝑟𝑒𝑓

𝜙,𝜄
adjusted by the thermal mass activation variable Δ𝑃 𝑒

𝜙,𝜄
:

𝑃 𝑒
𝜙,𝜄

= 𝑃 𝑒,𝑟𝑒𝑓
𝜙,𝜄

+Δ𝑃 𝑒
𝜙,𝜄

∀𝜙, 𝜄 (27)

Since the energy system model is implemented with discrete time 
steps, the matrices eq. (14), eq. (15), and eq. (16) are discretized 
through the ControlSystems package [46] with a time step duration 
of 0.02 hours. This yields the following relation between temperature 
5

deviation (Δ𝑇𝜙,𝜄) and thermal mass activation:
Δ𝑇 (1)
𝜙,𝜄+1 = Δ𝑇 (1)

𝜙,𝜄
∗𝐴(1,1)

𝜙
+Δ𝑇 (2)

𝜙,𝜄
∗𝐴(1,2)

𝜙
+Δ𝑃 𝑒

𝜙,𝜄
∗𝐵(1)

𝜙
∀𝜙, 𝜄 < 𝐼 (28)

Δ𝑇 (2)
𝜙,𝜄+1 = Δ𝑇 (1)

𝜙,𝜄
∗𝐴(2,1)

𝜙
+Δ𝑇 (2)

𝜙,𝜄
∗𝐴(2,2)

𝜙
+Δ𝑃 𝑒

𝜙,𝜄
∗𝐵(2)

𝜙
∀𝜙, 𝜄 < 𝐼 (29)

Rather than specifying initial and final states, the building state is 
round-coupled from the last to the first time step. This is similar to the 
round-coupling of the battery:

Δ𝑇 (1)
𝜙,1 = Δ𝑇 (1)

𝜙,𝜄
∗𝐴(1,1)

𝜙
+Δ𝑇 (2)

𝜙,𝜄
∗𝐴(1,2)

𝜙
+Δ𝑃 𝑒

𝜙,𝜄
∗𝐵(1)

𝜙
∀𝜙, 𝜄 = 𝐼 (30)

Δ𝑇 (2)
𝜙,1 = Δ𝑇 (1)

𝜙,𝜄
∗𝐴(2,1)

Φ + Δ𝑇 (2)
𝜙,𝜄

∗𝐴(2,2)
𝜙

+Δ𝑃 𝑒
𝜙,𝜄

∗𝐵(2)
𝜙

∀𝜙, 𝜄 = 𝐼 (31)

We include limits on the indoor temperature (𝑇 1,𝑟𝑒𝑓
𝜙,𝜄

+ Δ𝑇 1
𝜙,𝜄

). The 
limits need to account for situations where the reference temperature 
is outside the allowed interval, e.g., due to overheating issues that can 
arise for well insulated buildings even when the heat source is turned 
off. Hence, the upper limit is determined as an evaluation of the max-

imum of the reference temperature and the upper temperature limit 
while the lower limit is determined as the minimum of the reference 
temperature and the lower temperature limit:

𝑇
1,𝑟𝑒𝑓
𝜙,𝜄

+Δ𝑇 1
𝜙,𝜄

≤max{𝑇 𝑟𝑒𝑓
𝜙,𝜄
, 𝑇 𝑚𝑎𝑥
𝜙,𝜄

} ∀𝜙, 𝜄 (32)

min{𝑇 𝑟𝑒𝑓
𝜙,𝜄
, 𝑇 𝑚𝑖𝑛
𝜙,𝜄

} ≤ 𝑇 𝑟𝑒𝑓
𝜙,𝜄

+Δ𝑇 1
𝜙,𝜄

∀𝜙, 𝜄 (33)

There is also a limit on the maximum power from the heating source, 
based on it’s capacity (𝑃𝑚𝑎𝑥

𝜙
):

𝑃 𝑒
𝜙,𝜄

≤ 𝑃𝑚𝑎𝑥
𝜙

∀𝜙, 𝜄 (34)

3. Case study setup and input data

3.1. Description of the buildings

The case of a single-family detached house as depicted in Fig. 3

is analyzed using detailed dynamic simulation in IDA ICE [47]. The 
building has been initially defined and implemented by Rønneseth et al. 
[48] and is available for different insulation levels. Some adjustments 
of the model have been applied by Elin Storlien [49]. The building has 
a heated area of 162 𝑚2, 81 𝑚2 of floor and flat roof, 222 𝑚2 of external 
walls including 32 𝑚2 of windows. The building is heated by electric 
radiators. In reality, 𝑃𝑒 can be measured using an accurate watt meter 
plug. Electric radiators are here modeled as ideal heaters controlled by 
a PI controller. A real electric radiator has most likely an on-off control. 
The ratio between convection and total heat emitted is fixed to 0.6. 
The building is divided into three thermal zones: the ground floor with 

the living room, the bedrooms, and the bathroom on the first floor. Each 
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Fig. 3. View of the virtual 3D geometry of the building.

zone has one heat emitter. The nominal power (𝑃𝑒,𝑛) of each emitter has 
been sized using a design heating load simulation. The internal doors 
between zones have been assumed closed.

The building is constructed in wood, meaning a lightweight struc-

ture. Two different performances of the building envelope are consid-

ered. Firstly, a super-insulated version where the building complies with 
the Norwegian definition of the passive house (PH) standard [50]. The 
building then has balanced mechanical ventilation equipped with heat 
recovery with constant effectiveness at 85%. Second, a poorly insulated 
version corresponding to the Norwegian building regulation require-

ments of 1987, TEK87 [51]. In this case, the building has natural ven-

tilation, here modeled as balanced mechanical ventilation without heat 
recovery.

Some comments should be given regarding the modeling of the 
building physics in IDA ICE. The tool automatically integrates a ventila-

tion network model [52]. Pressure coefficients (𝐶𝑝) have been defined 
on each external wall. Consequently, wind- and buoyancy-driven air 
infiltrations are computed. The heat conduction in walls assumes con-

stant thermal properties for each layer of the wall, which makes it 
linear. However, surface convection coefficients and thermal radiation 
between surfaces are nonlinear. As the TEK87 is less insulated, the influ-

ence of the surface heat transfer is more important and the infiltrations 
are larger. Consequently, the thermal dynamics of the TEK87 building is 
expected to be more nonlinear than the PH. The building has no active 
solar shading but is surrounded by obstacles representing neighboring

buildings. The influence of these obstacles on the direct solar irradiation 
is evaluated in detail at every time step by IDA ICE. In all simulations, 
the data import and export in IDA ICE are performed using a sampling 
time (Δ𝑡) of 6 minutes.

In the reference scenario, the set-point temperature for the living 
room during daytime is 21 ◦C for the TEK87 building and 22 ◦C for 
PH building. The night temperature setback starts at 11PM. Then, the 
set-point temperature is reduced to 16 ◦C until 7AM. A constant set-

point temperature of 16 ◦C is applied to bedrooms. Internal gains are 
taken from the technical standard SN:TS3031 [53] assuming constant 
occupancy and the historical weather data of 2019 in Oslo has been 
used.

3.2. Prices and system characteristics

We consider the year 2019 both regarding prices and climatic data. 
Prices for the interaction with the electricity grid are provided in Ta-

ble 1. The grid tariffs are based on historical prices for jointly metered 
systems gathered from Elvia [54], historical day-ahead electricity prices 
are gathered from NordPool for the Oslo area [55], and the excise tax is 
gathered from the Norwegian Tax Administration [56]. Notice that we 
present the average electricity price here, while the hourly price is used 
in the optimization. All prices include value-added tax of 25%.

The energy system also has some energy resources, a PV system and 
the possibility for a battery. Assumed technical parameters for these 
6

assets are presented in Table 2.
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Table 1

Electricity costs based on historical data for 2019.

Cost component Dec-Feb Mar, Nov Apr-Oct

Grid tariff (capacity) [€/kW] 18.75 10.00 2.88

Grid tariff (energy import) [€/kWh] 0.00875 0.00875 0.00488

Grid tariff (energy export) [€/kWh] 0 0 0

Electricity tax [€/kWh] 0.01979 0.01979 0.01979

Electricity price (average) [€/kWh] 0.05865 0.04341 0.05053

Table 2

Technical parameters for the system.

Parameter Value

Converter loss (battery) [%] 5

Self-discharge (battery) [%/h] 0.1

Battery capacity [kW/kWh] 0.5

Battery capacity [kWh] Case-dependent

PV system losses [%] 10

PV capacity [kW] 100

PV annual capacity factor [%] 9.08

PV annual generation [kWh] 79 579

Minimum temperature [◦C] 𝑇
1,𝑟𝑒𝑓
𝜙,𝑡

Maximum temperature [◦C] 24

TEK87 heat power [kW] 4.44

PH heat power [kW] 1.57

PV generation for the Oslo area for 2019, assuming 10% PV sys-

tem losses and directly upwards facing panels is generated by using an 
online tool,2 which is based on the method presented in [57].

3.3. Operational scenarios and building scaling

Each building category has three different load types:

1. Load used for appliances.

2. Load used for non-flexible heating and domestic hot water.

3. Load used for flexible heating.

The first two load types are fixed, while the last one is flexible, and 
the shape of the load profiles differ for different building categories.

We want to investigate the value of flexibility for different composi-

tions of the building stock. To isolate the effect of flexibility activation 
on the total costs and other relevant indicators, we therefore need to 
keep the total energy required constant across cases with varying build-

ing compositions in the same period. Therefore, one of the building 
categories is chosen as the reference building and a scaling factor as de-

scribed in eq. (35) is applied to generate an equivalent for the other 
categories. We use the TEK87 building as the reference, and compute 
the equivalent PH by multiplying the load profiles and thermal storage 
capability with the scaling factor to keep the energy use equal between 
cases.

Scaling factor =
total load of reference building

total load of building category 𝜙
(35)

To investigate the impact of various scenarios, analyses are carried 
out for the months January and April for the year 2019. We find the 
scaling factor for the PH to be 2.93 in January and 2.16 in April. Since 
the PH standard is significantly more energy efficient than TEK87 build-

ings this order of magnitude is reasonable. It is also within expectations 
2 https://www .renewables .ninja/.

https://www.renewables.ninja/


M. Askeland, L. Georges and M. Korpås

that the factor is lower in April than in January because the insulation 
level is the main driver for the load differences.

4. Results and discussion

4.1. Identification of building parameters

The parameter has been identified using the indoor temperature de-

cay during 30 nights in January 2019. Results are reported in Table 3. 
As mentioned in section 2.4, 𝑈𝑡𝑜𝑡 is assumed known from methods based 
on in-situ measurements. As the test case is a virtual model in IDA ICE, 
we have identified U𝑡𝑜𝑡 using a step response of 𝑃𝑒 leading to a Δ𝑇𝑖,∞
of 2 ◦C [26]. This leads to a value of 50 W/K for the PH house and 120 
W/K for the TEK87 house. In Alzetto et al. [42], the QUB method has an 
accuracy of about +/- 20%. Therefore, the influence of the uncertainty 
of 𝑈𝑡𝑜𝑡 on the other parameters is also reported in Table 3.

Palmer Real et al. [38] has identified the time constant of 39 houses 
in Denmark. 𝜏1 ranged between 20 and 90 h while 𝜏2 ranged between 
5 and 45 minutes. It is in line with our results. The sensitivity analysis 
shows that 𝜏1 is the parameter that is the most affected to variations of 
𝑈𝑡𝑜𝑡. It is also worth noticing that the change of insulation level from 
TEK87 to PH has an influence on the value of all four parameters.

4.2. Load balancing through space heating flexibility

Now, the energy system model is run and the space heating flexi-

bility is included according to the parameters identified in the previous 

Table 3

Parameters identified for eq. (9) and eq. (10).

Case 𝑈𝑡𝑜𝑡 [W/K] 𝜏1 [h] 𝜏2 [h] 𝛼 [-]

TEK87 (baseline) 120.0 32.7 0.252 0.83

TEK87 (+20%) 144.0 25.5 0.249 0.80

TEK87 (-20%) 108.0 43.6 0.254 0.86

PH (baseline) 50.0 90.6 0.431 0.90

PH (+20%) 60.0 73.1 0.430 0.88

PH (-20%) 40.0 116.8 0.432 0.92
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Table 4

Comparison of KPIs when introducing space he

January 201

Reference 
scenario

System cost [EUR] 3 188.4

Grid capacity usage [kW] 58.4

Energy import [kWh] 21 319

Energy export [kWh] 0

Average import price [EUR/kWh] 0.0697

Average export price [EUR/kWh] N/A

Low price energy [kWh] 18 558

Medium price energy [kWh] 2 361

High price energy [kWh] 400

Energy self-consumed [kWh] 586

Energy self-consumed [%] 100

TEK87 energy use [kWh] 10 952

PH energy use [kWh] 10 952

TEK87 thermal loading [kWh] 0

PH thermal loading [kWh] 0

TEK87 preheating losses [kWh] 0

PH preheating losses [kWh] 0

TEK87 avg. increase [◦C] 0

PH avg. increase [◦C] 0
Smart Energy 9 (2023) 100094

section. In this section, we run the model with 5 TEK87 buildings and 
5 PH building equivalents scaled according to the description in sec-

tion 3.3 to keep the baseline energy use for the month equal for the 
building categories.

To assess the impact of optimizing the space heating flexibility po-

tential, analyses are run both with optimization of the space heating 
flexibility and in a simulation mode without activating space heating 
flexibility. An overview of the main results for this initial assessment of 
load balancing through space heating flexibility is provided in Table 4. 
Note that for the KPI comparison, energy prices are divided into three 
categories to give an overview of arbitrage effects.3

There is a large difference in the total costs when we compare the 
winter and spring, which is mainly because of increased output from 
PV and lower load in the spring along with lower prices both for energy 
and capacity. Furthermore, looking at the impact of optimizing the heat 
load, the total system costs decrease when the heating flexibility is op-

timized, and the cost reduction is most prominent during the winter. In 
the winter, the grid capacity is relatively expensive, and the peak ca-

pacity usage is reduced 40.2% by utilizing the space heating flexibility. 
In comparison, there is a relatively low reduction of 17.9% of the peak 
load in April, which is because of the relatively low cost for capacity 
usage and the low potential for reducing the peak due to low heating 
needs.

Fig. 4 shows the operation of the space heating flexibility during the 
time period when the reference scenario has a total capacity usage of 
58.4 kW observed during hour 223. Note that although there are rela-

tively high short-term peaks under optimized heating, the total capacity 
usage is in reality lowered to 34.9 kW because it is averaged for each 
hour under the imposed billing structure. The occurrence of sub-hourly 
load peaks under the optimization of space heating is further elaborated 
in section 4.6.

Another contributor to the cost savings is shifting of the heat output 
towards hours with lower prices. This means that it is optimal to preheat 
the building during periods with lower prices or when there is available 
PV generation to reduce the heat output during high-price periods. The 

3 Low price is here defined as less than one third of the maximum price, 
medium price is higher than low price and less than two thirds of the maximum 

price, high price is higher than medium price.

ating flexibility.

9 April 2019

Optimized 
heating

Reference 
scenario

Optimized 
heating

2 787.4 240.4 235.6

34.9 27.9 24.9

22 121 5 066 4 906

0 4 310 3 978

0.0679 0.0501 0.0501

N/A 0.0508 0.0510

20 052 285 341

1 806 469 596

262 2 -10

586 4 507 4 770

100 51 55

11 140 4 786 4 889

11 566 4 786 4 786

975 0 335

3 380 0 0

188 0 103

614 0 0

0.42 0 0.24

1.13 0 0
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Fig. 4. Optimized and reference space heating load for the two building categories during January 8 (left of vertical dotted line) and 9 (right of vertical dotted line).
trade-off from this use of flexibility is the increase of total energy due 
to preheating losses. Preheating losses occur because increasing the in-

door temperature above the reference temperature gives higher heat 
losses to the building’s outdoor environment. The preheating losses for 
the winter are 188 kWh for the TEK87 category and 614 kWh for the 
PH category. These numbers might seem counter-intuitive since the 
TEK87 building standard is associated with higher energy losses due 
to inferior energy performance compared to the PH category. The ex-

planation of the preheating loss “mystery” is that the TEK87 building 
is rarely preheated because it is more cost-effective to utilize the PH 
category as much as possible. Preheating PH give relatively low energy 
losses compared to a corresponding preheating under the TEK87 build-

ing standard. Hence, under the underlying assumption of no thermal 
discomfort within the allowed limits, the optimal outcome is to utilize 
PH for the bulk of the flexibility needs and only preheat the TEK87 
buildings when the system really needs it.

4.3. Validation of optimized heating

The energy model enables computing the optimal change of the 
space-heating power (Δ𝑃𝑒) compared to the reference scenario (𝑃𝑒,𝑟𝑒𝑓 ). 
The resulting change of the indoor temperature (Δ𝑇𝑖) is kept within 
comfortable indoor temperature limits by the energy model using the 
temperature prediction of the second-order thermal mass model iden-

tified in section 4.1. In order to investigate the prediction accuracy of 
this data-driven second-order model, the indoor temperature Δ𝑇𝑖+𝑇𝑖,𝑟𝑒𝑓
computed by the second-order model can be compared to the indoor 
temperature that is obtained when the emitted power Δ𝑃𝑒 + 𝑃𝑒,𝑟𝑒𝑓 is 
applied directly to the heat emitter in IDA ICE (i.e., an open-loop sim-

ulation with a direct control of the emitted power). The indicators to 
measure the prediction performance are the mean bias error (MBE), 
the normalized mean bias error (NMBE), the coefficient of variation of 
the room mean square error (CVRMSE) and the fitting based on the 
normalized room mean square error (NRMSE fitting). The higher the 
NRMSE fitting, the lower the simulation error. Results are reported for 
the TEK87 and PH houses in Table 5.

A sensitivity analysis is done by comparing the case where the 
second-order model was calibrated using an exact knowledge of 𝑈𝑡𝑜𝑡
8

with the case with an error of +/- 20% on 𝑈𝑡𝑜𝑡. It enables investigating 
Table 5

Prediction performance of the second-order model compared to the IDA ICE for 
January.

PH TEK87

𝑈𝑡𝑜𝑡 Baseline +20% -20% Baseline +20% -20%

MBE [◦C] 0.19 0.029 0.35 0.24 0.012 0.55

NMBE [%] 0.86 0.12 1.57 1.15 0.059 2.67

CVRMSE [%] 1.25 1.9 2.0 2.6 3.3 3.4

NRMSE fitting [%] 69.0 35.7 63.9 66.0 57.5 68.6

how the prediction performance depends on an accurate identification 
of 𝑈𝑡𝑜𝑡 using field measurements. Time series of the indoor tempera-

ture predicted by the second-order model and IDA ICE for January are 
shown in Fig. 5. Even the linear second-order model is only based on 
the calibration of four parameters, it can be seen it is able to fairly 
reproduce the thermal dynamics of the indoor temperature of a de-

tailed BPS tools (namely IDA ICE) over a period of two weeks. Using 
the exact 𝑈𝑡𝑜𝑡 for the parameter identification, the second-order model 
performs equally well for the PH and TEK87 houses. However, consid-

ering a potential error of 20% on 𝑈𝑡𝑜𝑡 does not impact significantly the 
prediction performance of the TEK87 house while an increase of 20% 
of 𝑈𝑡𝑜𝑡 decreases noticeably this performance for the PH. In conclusion, 
the proposed second-order model has a level of accuracy that is ac-

ceptable for energy planning models. However, with higher insulation 
level, the overall model performance depends more on the accuracy of 
the identified 𝑈𝑡𝑜𝑡.

4.4. Effect of building category mix

The analysis of section 4.2 is extended by a sensitivity analysis on 
the building category mix, and the effect of increasing the energy share 
of PH from 0 to 100% is considered. The computations are done in 10% 
intervals by varying the amount of PH from 0 to 10 TEK87 building 
equivalents, and reducing the amount of TEK87 buildings accordingly 

to maintain a total building stock equivalent of 10 TEK87 buildings.
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Fig. 5. Indoor temperature of the second-order model compared to IDA ICE for the PH house in January using the exact 𝑈 for the parameter identification.
Fig. 6 plots the change of selected KPIs relative to the reference case. 
The reference case is a 50/50 mix, as assumed in section 4.2, where all 
plots intersect with a deviation of zero.

The KPI sensitivities reveal that the KPIs are improved in the sense 
of decreased total costs and peak load by an increase in the energy 
share of PH, but only to a certain extent. The threshold is at about 60-

80%, where the costs and peak load increase again as the share of PH is 
increased beyond this point. Although PH is preferable from an energy 
flexibility point of view, the TEK87 buildings can bring value because 
they have some properties that complement the system.

4.5. Battery equivalent of space heating flexibility

The space heating flexibility is, within its limitations, able to adjust 
the load profile of the system under consideration. Another technology 
that can also be used for such flexibility provision is batteries. In the 
context of our case study, it is interesting to make a comparison between 
these options.

Table 6 provides an overview of four different cases for January. For 
the sake of comparison, the analysis is based on the case with a 50/50 
mix of PH and TEK87 as used in section 4.2, and the first two cases 
are equivalent to the initial results with and without the use of space 
heating flexibility. Next, the battery equivalent of the space heating 
flexibility is computed. To compute the battery equivalent of the space 
heating flexibility, the optimization problem is modified to minimize 
the battery size needed to obtain the same total costs. To investigate 
potential interactions, the last case includes both the identified battery 
9

equivalent and the space heating flexibility.
𝑡𝑜𝑡

For the purpose of cost decreases in line with the building flexibil-

ity potential, the battery equivalent is 79.1 kWh for the system under 
consideration. In comparison, a Tesla Powerwall is 13.5 kWh.4 It can 
also be observed that the optimization of space heating flexibility de-

creases the peak load more than the battery equivalent. Observing the 
energy purchased in the different price segments, it seems to be optimal 
for the battery to rely more on price arbitrage to achieve the required 
cost reduction.

When both the battery equivalent and the space heating flexibility 
are operated together, the KPIs improve beyond what is possible with 
each individually. Both costs and the required grid capacity decreases, 
while shifting energy use towards the low price periods. An interesting 
observation is that the battery is used more when the space heating 
flexibility is also included while the use of space heating flexibility is 
reduced. Hence, the combination of these flexibility assets is beneficial 
and the presence of space heating flexibility is an enabler for the battery 
profitability rather than a competitor.

Fig. 7 provides plots to compare the operational patterns of the four 
cases for the period that gives the initial peak load of the system in 
January. First, Fig. 7a plots how the grid capacity usage fluctuates when 
no flexibility can be operated. By operating the space heating flexibility 
in Fig. 7b the grid capacity usage is more stable, and the peak usage is 
significantly decreased. The plot includes the thermal deviation of the 
buildings to show how the buildings are loaded and unloaded to reduce 
the system’s total load when needed.
4 https://www .tesla .com /powerwall.

https://www.tesla.com/powerwall
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Fig. 6. Sensitivity of key KPIs to building category mix for January and April in 2019. Results are shown relative to the case with 50% TEK87 and 50% PH (reference 
case). Curves are linearly fitted based on results when the share of PH is increased in 10% intervals.

Table 6

Comparison of selected KPIs with battery equivalent in January.

Reference 
scenario

Optimized 
heating

Battery 
equivalent

Both

System cost [EUR] 3 188.4 2 787.4 2 787.4 2 696.4

Grid capacity usage [kW] 58.4 34.9 37.9 31.9

Battery capacity [kWh] 0 0 79.1 79.1

Energy import [kWh] 21 319 22 121 21 559 21 878

Average import price [EUR/kWh] 0.0697 0.0679 0.0678 0.0673

Low price energy [kWh] 18 558 20 052 19 568 20 070

Medium price energy [kWh] 2 361 1 806 1 752 1 595

High price energy [kWh] 400 262 239 213

TEK87 energy use [kWh] 10 952 11 140 10 952 10 978

PH energy use [kWh] 10 952 11 566 10 952 11 211

TEK87 thermal loading [kWh] 0 975 0 209

PH thermal loading [kWh] 0 3 380 0 1 621

Battery charging [kWh] 0 0 2 353 2 547

TEK87 preheating losses [kWh] 0 188 0 25

PH preheating losses [kWh] 0 614 0 259

Battery energy losses [kWh] 0 0 240 275

TEK87 avg. increase [◦C] 0 0.42 0 0.06

PH avg. increase [◦C] 0 1.13 0 0.47
The battery equivalent is the sole provider of flexibility in Fig. 7c 
and plots the battery storage level along with the grid capacity usage. 
Compared to the initial situation without any flexibility assets, the grid 
capacity usage is flattened, but it fluctuates more than in the situation 
of only space heating flexibility.

Co-optimization of space heating flexibility and the battery equiva-

lent is the basis for Fig. 7d. When both flexibility assets are included, 
the grid capacity usage becomes almost constant. When space heating 
flexibility can provide flexibility, the battery is kept at a higher stor-

age level in preparation of the unloading event right before time step 
240. Also, in line with the KPI results, the space heating flexibility is 
10

used more sparingly. The reduction in the use of space heating flexibil-
ity is most prominent for the TEK87 buildings since this category has 
less insulation and relatively higher preheating losses.

4.6. Price arbitrage effects

As was observed from Fig. 4, there are frequent short-term load 
spikes. These occur as the result of the flexibility optimization being 
run with a higher resolution than the resolution of the price signal. 
First, the flexibility is optimized with a timestep of 0.02 hours, while 
the energy price is updated with an hourly timestep. When the energy 
price increases from one timestep to another, it will be beneficial to 
“shock-preheat” the building right before the price is increased. This 

pattern can be observed in Fig. 8 where the TEK87 house takes advan-



Smart Energy 9 (2023) 100094M. Askeland, L. Georges and M. Korpås

Fig. 7. Flexibility operation for January 8 (left of vertical dotted line) and 9 (right of vertical dotted line) showing operation of flexible assets together with the 
measured grid capacity usage.
tage of the lower price during time step 558 to preheat the building 
during almost the entire hour. On the other hand, the PH category con-

centrates the preheating to occur right before the price increase in time 
step 559. The same effect can be observed for both buildings at the end 
of time step 559 when the price increases even further during time step 
560. This pattern takes advantage of energy arbitrage possibilities while 
limiting the preheating losses.

From a system planner’s perspective such as the distribution grid 
company, energy flexibility optimization with higher temporal reso-

lution than the price signal might give undesirable effects because of 
11

short-term load spikes. Such “shock-preheating” would not be a prob-
lem if the preheating for different buildings is randomly distributed in 
time, but in this case the incentives in place would coordinate the load 
spikes. For instance, if many buildings in an area are “shock-preheating” 
right before the energy price increases, the load spikes of the different 
buildings would coincide because they are exposed to the same price 
signal. Such issues are not necessarily resolved through a capacity-based 
tariff either since the billable capacity is measured as the hourly av-

erage. Hence, the capacity usage can be very high for a few minutes 
without significantly increasing the billable capacity. A higher resolu-

tion of the price signal (e.g., 15 minutes) could reduce this issue, but 

the underlying problem remains the same when the flexibility activa-
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Fig. 8. Optimized and reference space heating load for the two building categories for hours with prominent energy arbitrage effects.
tion is optimized with a higher resolution than the resolution of the 
price signal.

5. Conclusion

5.1. Conclusion

To include the potential of space heating flexibility in energy sys-

tem models, this article provides a space heating flexibility formulation 
to represent the flexibility potential of the heat load profile in relative 
terms. A linear data-driven formulation for thermal mass activation is 
provided, validated against a nonlinear simulation model, and its ap-

plication is demonstrated by including it as part of an energy system 
optimization problem. The linearized thermal mass model is included 
in an illustrative case study to optimize the flexibility operation as a 
part of a local energy system with buildings of two efficiency levels and 
local energy generation. Also, the method gives a framework to com-

pare the thermal mass energy storage of buildings with batteries.

Based on the findings of this paper, it can be concluded that the 
method enables to analyze the aggregated energy flexibility of several 
residential buildings with different insulation levels at a limited com-

putational cost. The provided model fits well in the context of energy 
system planning and optimization since it is able to represent the po-

tential for deviating from a predefined load profile with a limited need 
for input data to characterize the flexibility.

The conducted case study provides insight regarding the operation 
of space heating flexibility and the influence of highly-insulated and 
poorly insulated houses in the energy flexibility portfolio. The results 
confirm that thermal mass flexibility has potential to provide peak load 
reductions and energy arbitrage effects to lower the total costs for oper-

ating energy systems with the potential drawback of increased energy 
use due to building preheating with the associated thermal losses. Build-

ings with a higher insulation level are loaded more frequently due to 
their lower storage losses compared to less insulated building. How-

ever, some presence of less insulated buildings seems to be preferable 
since they diversify the operational portfolio. The energy storage capac-

ity of the building thermal mass is evaluated against batteries, and the 
potential of thermal mass flexibility is significant when compared to its 
12

equivalent battery storage.
5.2. Limitations and further work

First, the building flexibility is compared against batteries in this 
article to compare the flexibility potential, but without considering 
technology investment costs. It is worth noting that batteries are a 
relatively expensive technology for large-scale energy storage (see e.g. 
[58]). Also, other heat storage options may be cost-effective compared 
to passive heat storage in buildings [59]. Therefore, it can be interest-

ing for further work to consider a wider range of technologies and also 
their investment costs. By applying several technologies in the same 
modeling framework, it would be possible to identify their relative cost-

effectiveness, and also potential synergies. Hence, the effect of thermal 
mass activation on the optimal system configuration is a topic that can 
be studied more comprehensively and in greater detail.

Second, the provided energy system case study relies on a limited 
amount of building categories to demonstrate the developed model. 
Thermal mass activation can be applied more comprehensively in en-

ergy system analyses by including more building types according to the 
building stock of an area.

Third, the proposed model could be adapted for real-time opera-

tion purposes or short-term planning. It is therefore relevant for further 
work to consider other types of application by adapting the model or 
combining it with other approaches. The prediction performance of the 
proposed second-order model should be further investigated on other 
building types, also with test cases where the building should be mod-

eled as multi-zone.

Finally, we specify thermal deviation limits and do not include a cost 
for thermal discomfort in our model. Since our model optimization uses 
PH to shift energy for longer time periods, thermal discomfort costs 
would reduce the optimal duration of temperature deviations. In this 
regard, the effect of thermal discomfort on the optimization outcome 
can be investigated further.
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