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Abstract

This master thesis explores how the SMT-solver Z3 can be used, and how well
it is suited, for the problem of allocating indivisible goods to agents under the
fairness notions envy-freeness up to one good (EF1), envy-freeness up to any
good (EFX), and maximin share fairness (MMS), when the valuations are addi-
tive. This was explored in the unconstrained case, as well as under conflict and
connectivity constraints. Programs for finding allocations of different fairness
notions were developed, and their runtimes were compared to existing mixed
integer programs (MIPs) programmed to achieve the same task. The experi-
ments showed that MIPs appear to be faster, and thus a better aid for finding
allocations than programs made with Z3. Programs for exploring open prob-
lems in the field were also developed. The open problems explored were the
characterization of conflict graphs that do not guarantee EF1 allocations, the
existence of EF1 allocations when the conflict graph is a path, the existence of
EF1 allocations under conflict constraints when the valuations are binary, and
the existence of EFX allocations in the unconstrained case. The programs found
that when there are conflict constraints and the number of items is less than
or equal to seven, EF1 allocations always exist when the conflict graph forms a
path, and they always exist when the valuations are binary. Moreover, it was
found that in the unconstrained case, EFX allocations always exist when the
number of items is six or less. Finally, it was demonstrated that programs made
with Z3 could work as a tool for exploring ideas for and discovering patterns of
problem instances that do not admit EF1 allocations under conflict constraints.



Sammendrag

Denne masteroppgaven utforsker hvordan Z3, en “satisfiability modulo theo-
ries solver” (SMT-lgser), kan brukes innenfor feltet rettferdig fordeling. Z3 ble
testet for tilfeller der varene som skal fordeles er udelelige, og der agentene som
skal motta varene bruker additive verdivurderinger pa varene. Fokuset var rettet
mot rettferdighetskravene “envy-freeness up to one good” (EF1), “envy-freeness
up to any good” (EFX), og “maximin share fairness” (MMS). Flere ulike til-
feller ble utforsket: tilfeller uten noen begrensninger, tilfeller der noen varer
kan ha konflikter mellom seg og tilfeller der det er krevd at varene som deles
ut ma henge sammen. Det ble utviklet programmer for a finne fordelinger som
oppfyller de ulike rettferdighetskravene, og kjgretidene ble sammenlignet med
eksisterende blandet heltalls-programmer (MIP-er) laget for a lgse de samme
oppgavene. Sammenlikningen viste at MIP-er ser ut til a veere raskere pa disse
problemene, og dermed et bedre hjelpemiddel for a finne rettferdige fordelinger
enn programmer laget med Z3. Det ble ogsa utviklet programmer for a ut-
forske apne problemer i feltet. De apne problemene som ble utforsket var karak-
terisering av konflikt-grafer som ikke garanterer EF1-fordelinger, eksistensen av
EF1-fordelinger nar konflikt-grafen er en sti, eksistensen av EF1-fordelinger nar
varene har bingere verdier og konflikter mellom seg, og eksistensen av EFX-
fordelinger nar det ikke er noen begrensinger pa de mulige fordelingene. Pro-
grammene viste at nar det er konflikter mellom varene og antall varer er mindre
enn eller lik syv, eksisterer alltid EF1-fordelinger i tilfellene der konflikt-grafen
danner en sti og i tilfellene der varene har bingre verdier. Dessuten ble det op-
pdaget at EFX-fordelinger alltid eksisterer nar det ikke er noen begrensninger
pa fordelingene og antallet varer er seks eller mindre. Det ble ogsa demonstrert
at programmer laget med Z3 kan fungere som verktgy for a utforske ideer for og
oppdage mgnstre i probleminstanser der EF1-fordelinger ikke er garantert nar
varene har konflikter mellom seg.
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Chapter 1

Introduction

Fair allocation is a research field concerned with assigning items, or goods,
to a set of agents so that each agent is happy with the outcome. Practical
applications include dividing goods in an inheritance settlement, splitting rent
for different apartment rooms and splitting tasks between workers.

While the problem of fair allocation has been extensively studied in the
last decade, several theoretical questions in the field still remain unanswered.
One of these open problems concerns the existence of envy-free allocations up
to any good (EFX). For now, the existence has only been proven for special
cases where the potential values for the items are restricted in some way [1,
2] or when there are few agents [1, 3]. Another open problem involves the
characterization of instances where envy-free allocations up to one good (EF1)
exist when the goods may have conflicts between them. It has been proven that
EF1 is guaranteed when the graph describing the conflicts has certain properties
and that it is not guaranteed when the graph has other properties [4]. However,
a complete description of when EF1 is guaranteed is yet to be made.

In addition, there are practical situations where it is desired to calculate an
allocation of a certain fairness measure in a reasonable amount of time. This is
a challenging problem, given that for some fairness measures, like giving each
agent their maximin share (MMS) or maximizing the Nash welfare (MNW),
finding such allocations is known to be NP-hard.

A mixed integer linear program (MIP) has been used to calculate one such
type of allocation, namely an MNW allocation, in a matter of seconds, for typi-
cal real-life problem instances [5]. MIPs have also been used to formulate other
allocations, particularly MMS and EF1 allocations, to observe how common it
is to achieve specific fairness measures [4]. Before these findings were published,
work was also put into describing how various social welfare functions for max-
imizing agent satisfaction can be formulated as mixed integer linear programs
[6].

While MIPs have been used to calculate such allocations, the calculation
may take longer than desired, especially for MMS allocations. If one wishes to
perform experiments on an extensive collection of problem instances, having a



faster way of performing these calculations would be advantageous.

In recent years, articles comparing the performance of MIP solvers to Satis-
fiability Modulo Theories (SMT) solvers have emerged. The findings concluded
that the two types of solvers gave comparable results [7], and in some cases, the
SMT solver outperformed the MIP solver [8].

Multiple efficient SMT solvers are now available, and it is held an annual
competition where different solvers can showcase their strengths [9].} Z3 is one
of these efficient SMT solvers. In one of the aforementioned competitions, SMT-
COMP’07, a prototype of the Z3 solver won four first places and seven second
places [10].

When a problem is given to an SMT solver, there are often multiple sat-
isfying assignments to the variables, and the users may want the assignment
that maximizes (or minimizes) some objective value. Some SMT solvers have
been extended with optimization tools to meet this demand. Z3 is one of these
solvers and has, on some benchmarks, proved superior to other solvers with
optimization [8].

The aim of this thesis was to examine and provide information on how well-
suited the SMT solver Z3 is in the fair allocation domain. Moreover, to see if
some of the open problems in the field can be answered during this exploration
of Z3 combined with fair allocation.

1.1 Related Work

SMT solvers, and the related Boolean satisfiability problem (SAT) solvers, have
already been utilized in the field of fair allocation and closely related fields. For
fair allocation of continuous items, known as cake-cutting, SMT solvers have
been used to verify cake-cutting protocols automatically [11]. In social choice
theory, a field closely related to fair allocation, SAT and SMT solvers have been
used to help prove theorems and verify existing results. For example, Tang and
Lin used a SAT solver to verify well-known impossibility theorems [12], Brandl et
al. proved the incompatibility of efficiency and strategyproofness using an SM'T
solver (and verified the result with the interactive theorem prover Isabelle/HOL)
[13], and Brandt et al. used a SAT solver when studying multi-agent voting [14].

Linear programs (LPs) and MIPs have also been used for fair allocation of
indivisible items. Caragiannis et al. made a MIP that could find maximum Nash
welfare (MNW) allocations, which scales well on real-world data and is used in
the fair allocation app Spliddit [5]. Hummel and Hetland have used MIPs in
their work on the fair allocation of conflicting items [4]. Their programs could
find allocations of different fairness notions, like EF1, EFX and MMS, both
with and without conflicts between the items. They used these programs to
examine how fairness is affected by item conflicts. Feige et al. used a MIP to
find a negative example of MMS allocations [15]. Xiao et al. used an LP to
compute approximate MMS allocations and tight examples of the nonexistence

LCompetition website: https://smt-comp.github.io/



of MMS allocations on negatively valued items, called chores, under connectivity
constraints [16].

We see that problem solvers such as MIPs, SAT solvers and SMT solvers are
not completely new in the field of fair allocation and related fields. However,
while SMT solvers have been used in the fair allocation of continuous items,
the use of SMT solvers for indivisible items still remains to be explored and
compared to the use of MIPs.

1.2 Objectives

In order to fulfil the aim of examining and providing information on how well-
suited Z3 is in the fair allocation domain, the work with this thesis has been
organised with the following objectives:

1. Develop programs to find unconstrained EF1, EFX and MMS allocations
using Z3.

2. Develop programs that integrate conflict and connectivity constraints with
the ability to find allocations using Z3.

3. Assess how integrating constraints to allocation-finding programs made
with Z3 influences runtime.

4. Compare runtimes of allocation-findings programs made with Z3 to exist-
ing, comparable MIPs.

5. Explore how Z3 can be used as an interactive tool to aid users in discov-
ering new results by making programs that help look for conflict graphs
that do not guarantee EF1 allocations.

6. Develop a program that can give new insight into the existence of EF1 al-
locations under conflict constraints when the conflict graph’s components
are paths.

7. Develop a program that can give new insight into the existence of EF1
allocations under conflict constraints when the values for the items are
binary.

8. Develop a program that can give new insight into the existence of uncon-
strained EFX allocations.

9. Assess how useful Z3 is for answering open problems concerned with the
existence of valid allocations.



1.3 Contributions

The main contributions of this thesis are:

Prototypes of programs to find allocations and to aid the search for new
results in fair allocation are developed.

73 is shown to be able to find EF1, EFX and MMS allocations.

73 is shown to be able to integrate conflict constraints and connectivity
constraints when looking for allocations.

Comparison of the prototype programs to comparable MIPs, shows that
MIPs are faster at finding allocations.

Experiments with the prototype programs show that using Z3 as a tool is
best suited for small problem instances due to rapidly increasing runtimes.

It is demonstrated that Z3 can be used to show the existence or find
counterexamples of allocations with different fairness criteria when the
number of items is limited.

Existence results for fair allocation with additive valuations have been
expanded by having Z3 establish that

— EF1 allocations always exist under conflict constraints when the con-
flict graph’s components are paths and the number of items is less
than or equal to seven.

— EF1 allocations always exist under conflict constraints and binary
valuations when the number of items is less than or equal to seven.

— EFX allocations always exist when the number of items is less than
or equal to six.

1.4 Outline

The thesis is organized as follows. Chapter 2 presents the relevant background
information in the fair allocation field,? as well as giving an introduction to SMT
solvers and Z3, which is the SMT solver used in this thesis. Then Chapter 3
describes the programs implemented based on the objectives, and Chapter 4
describes the experimental setup used to test the programs. Chapter 5 presents
the results, and the results are discussed in Chapter 6. Finally, conclusions and
ideas for future work are presented in Chapter 7.

2The section about fair allocation is a modified and extended version of the equivalent
section in the specialization project I did in the fall of 2022.
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Chapter 2

Background

In this chapter, necessary background information is presented. First, relevant
definitions and results in the field of fair allocation are introduced, followed by
information on SMT solvers and Z3.

2.1 Fair Allocation

This thesis is centered around the fair allocation of indivisible items in uncon-
strained and constrained cases. There are several types of constraints in the
literature; in this thesis, conflict and connectivity constraints will be the fo-
cus. Conflict constraints require that the items that are given to an agent do
not have an edge between them in an underlying conflict graph. Connectivity
constraints are somewhat opposite. They require that the items allocated to
an agent are connected in an underlying item graph. Among multiple fairness
measures possible to study, I have chosen EF1, EFX and MMS.

A problem instance for the fair allocation of items in the unconstrained case
consists of three parts, (N, M, V). Here, N is a set of n agents and M is a set
of m indivisible items. V is a family of n valuation functions, where a valuation
function v; : 2 — R assigns a value to each subset of items for agent i. To
ease notation, v;(g) will denote v;({g}) in this thesis. A bundle denotes such a
subset of items. An allocation, A = (A1, Ag, ..., A,), is a partition of the items
into n bundles, assigning bundle A; to agent . We say that an allocation is
complete if the union of the bundles is equal to the set of all items. In this
project, it is required that allocations are complete.! Moreover, the valuations
are assumed to be additive. That means that an agent’s value of any subset
of items is equal to the sum of the values of individual items in the set. The
following definition is based on the one by Bhaskar et al. [17].

LIf they are not required to be complete, one can trivially find a fair allocation (in the
envy-free meaning of the word, see Definition 2.2) by not allocating any items to anyone.



Definition 2.1 (Additive valuations). For a problem instance (N, M,V) and
agent i € N, the valuation function is additive if v;(S) = ;s vi(j) for every
set of items S C M, and v;(0) = 0.

As previously noted, there are multiple ways to look at fairness. In this thesis,
envy-freeness, or rather its relaxations, is the focus. Envy-freeness means that
no agent prefers another agent’s bundle over their own. The following definition
is also based on Bhaskar et al. [17].

Definition 2.2 (EF). A feasible allocation A is called envy-free (EF) if for
every pair of agents ¢,j € N we have that v;(A4;) > v;(4;)

Envy-free allocations do not always exist when the items are indivisible. Imagine
allocating one item to two agents, where both agents value the item positively.
A popular relaxation, introduced by Lipton et al. [18], and formally defined
by Budish [19], is envy-freeness up to one good. Allocations that fulfil this
fairness criterion are guaranteed via simple polynomial-time algorithms [20].
The following definition is based on the one used by Hummel and Hetland [4].

Definition 2.3 (EF1). A feasible allocation A is called envy-free up to one
good (EF1) if for every pair of agents ¢, j € N we have that v;(4;) > v;(4;) —
maxge 4, vi(g). That is, no agent prefers another agent’s bundle if they are
allowed to remove an item from the other agent’s bundle.

Caragiannis et al. proposed another, stricter relaxation of envy-freeness, namely
envy-freeness up to any good [5]. The following definition is based on the for-
mulation by Amanatidis et al. [20].

Definition 2.4 (EFX). A feasible allocation A is called envy-free up to any good
(EFX) if for every pair of agents 4,7 € N we have that v;(A4;) > v;(4; \ {g})
for any g € A; such that v;(g) > 0. That is, no agent prefers another agent’s
bundle if any item is removed from the other agent’s bundle. Or equivalently, if
the envious agent can remove their least favourable item from the other agent’s
bundle, they will no longer envy the other agent.

While EFX has been shown to always exist in some special cases, the general
existence of EFX is an open problem.

In the literature, sometimes the requirement that the inequality the EFX
definition must hold only for positively-valued goods is skipped, and we get an
even stricter version of EFX. This stricter version is usually called EF X,. In
this thesis, I will use Definition 2.4 when calculating EFX, thus only requiring
that the inequality holds for positively valued goods.

A third relaxation of envy-freeness is known as maximin share fairness. This
fairness criterion was, like EF1, also introduced by Budish [19]. The goal here
is that each agent should end up with a bundle worth at least their mazimin
share. The maximin share is the value the agent can guarantee for themselves
if they were allowed to divide the set of items into n bundles but had to be the
last to choose a bundle. To even just calculate maximin shares of agents is an
NP-hard problem [21], and MMS allocations are not guaranteed always to exist
[22]. The following definition of MMS is formulated by Amanatidis et al. [20].

6



Definition 2.5 (MMS). Let A, (M) be the collection of possible allocations of
the goods in M to n agents. An allocation A is said to be mazimin share fair
(MMS) if for each agent ¢ € N, it holds that v;(A4;) > pl (M) = BGIESZ{JW) Smelg v;(S).
Under conflict and connectivity constraints, the problem instance has an extra
part, G. Thus, the problem instance is (N, M, G, V) instead. G is an undirected
graph in which the nodes represent items, while the meaning of the edges de-
pends on what context the graph is used in. For conflict constraints, the edges
represent the conflicts between the items, while for connectivity constraints they
indicate that the items are connected in some way. For both constraints, EF1
as defined above, is no longer guaranteed [4, 23].

A graph can have different properties that are relevant in the fair allocation
context. One of these is the graph’s maximum degree, where a vertex’s degree
is the number of neighbouring vertices.

Definition 2.6 (Maximum degree). The mazimum degree of a graph G, de-
noted A(G), is the degree of the vertex with the largest number of edges incident
to it.

Another important property of a graph G is the cardinality of the vertex set of
its largest connected component, denoted C(G).

Hummel and Hetland have discovered several useful properties of problem
instances with conflict graphs and additive valuations [4]. The relevant propo-
sitions for this project are presented in Propositions 2.7 to 2.10.

Proposition 2.7. For any graph G = (M, E) with A(G) > n, there is a
problem instance ([n], M, V, G) that has no EF1 allocation.

Proposition 2.8. For any graph G = (M, E) with C(G) < n, all problem
instances ([n], M, V,G) have EF1 allocations that can be found in polynomial
time.

Proposition 2.9. For any n > 4, there exists a graph G with n > A(G) and a
set of valuations V, so that the instance ([n], M, V,G) does not admit any EF1
allocations.

Proposition 2.10. If a problem instance (N, M,V,G), where |N| > 2, has
valuation functions v; : M — {0,1}, and the components of G are paths, then
the instance has an EF1 allocation, which may be found in polynomial time.

Propositions 2.7 and 2.8 tell about the non-existence and existence of EF1
allocations, when n < A(G) and n > C(G), respecitvly. However, they leave
the case A(G) < n < C(G) open for both possibilities. Proposition 2.9 fills this
open gap partly by telling us that when n > 4, there are some cases where an
EF1 allocation does not exist in this interval. Hummel and Hetland remarked
that six is the fewest number of items for which there is no EF1 allocation when
n > A(G). However, they still leave a complete characterization of the instances
where an EF1 allocation does not exist as an open problem.



Proposition 2.10 tells us that EF1 allocations always exist when the values of
the items are binary and the components of the conflict graph are paths. Biswas
et al. have generalized this result by showing that EF1 allocations always exist
when the values of the items are binary, and the conflict graph is an interval
graph [24]. It is unknown whether it is possible to generalize these results further
by showing that EF1 allocations always exist when the values are binary for any
conflict graph. It is also unknown whether Proposition 2.10 can be generalized
the other way by showing that EF1 allocations always exist when the conflict
graph is a path when the valuations are not restricted to be binary.

In the context of connected bundles, a stronger definition of EF1 than Def-
inition 2.3 has been proposed. It is called envy-freeness up to one outer good
and is more restrictive because it adds the requirement that after an item is
hypothetically removed from an agent, the agent still has to have a connected
bundle left. The following definition is based on Bild et al. [25].

Definition 2.11 (Envy-freeness up to one outer good). A feasible allocation
A is called envy-free up to one outer good (EF1) if for every pair of agents,
i,j € N we have that either A; = () or there is a good g € A; such that A;\ {g}
is connected and v;(A4;) > vi(4; \ {g})-

That is, no agent prefers another agent’s bundle if they are allowed to remove
an item from the other agent’s bundle, with the requirement that the other
agent’s bundle still remains connected.

In the rest of the thesis, FFI will refer to the “outer good”-version when the
context is connectivity. In all other contexts, EF1 will refer to the “normal
version”, that is, Definition 2.3.

2.2 SMT Solvers and Z3

Satisfiability modulo theories (SMT) is the problem of determining whether a
logical first-order formula with respect to combinations of different background
theories, is satisfiable. It is a generalization of the Boolean satisfiability (SAT)
problem, a problem where one is concerned with finding a satisfying assignment
for a formula that uses only plain Boolean logic. Several efficient SMT solvers
have emerged in recent years, Z3 being one of them [26]. This section gives a
brief introduction to the SAT problem and SAT solvers, followed by a description
of SMT and SMT solvers. Finally, information on the efficient SMT solver 73
is presented.

2.2.1 Boolean Satisfiability Problem (SAT)

The Boolean satisfiability problem (SAT) is concerned with whether a Boolean
formula is satisfiable or not. In other words, given a formula with Boolean
variables, we want to know whether it is possible to assign values to the variables
in a way where the formula evaluates to True. For example, the formula

aA—b



has the satisfying assignment a = T'rue and b = False and is therefore satisfi-
able. However, the formula

a/\—a

has no possible assignment to make it evaluate to True. The formula is, there-
fore, unsatisfiable.

SAT was the first problem to be proven to be NP-complete with Cook’s theo-
rem [27] . SAT being NP-complete implies that all problems in NP are reducible
to SAT in polynomial time, meaning that if we were able to solve the SAT
problem efficiently, we would also be able to solve many other complex prob-
lems efficiently. While it is unknown whether a deterministic polynomial time
algorithm exists to solve the problems in NP, the potentially long runtime ap-
plies to worst-case instances. Fortunately, with sophisticated techniques, many
real-world SAT-instances, such as software verification, can be solved efficiently
with SAT solvers [28][29] .

A SAT solver is a computer program made to solve the SAT problem.
Most modern SAT solvers are based on the Davis—Putnam-Logemann—Loveland
(DPLL) algorithm [30] [31] [32], a sound and complete algorithm that performs
branching search with backtracking. The algorithm being sound means that
if it returns an answer, this answer is guaranteed to be correct, while it being
complete means that it terminates with a solution when one exists. There also
exist SAT solvers that are not based on the DPLL algorithm. For example,
GSAT [33] and WalkSAT [34] are solvers based on stochastic local search.

2.2.2 Satisfiablity Modulo Theories (SMT)

This section is largely based on information presented in the article Lazy Satis-
fiability Modulo Theories by Sebastiani [26].

Formulating a problem in pure Boolean logic is too restrictive in some ap-
plications. The formula

r<yNy<b>

is a simple example. This formula is satisfiable, and one possible assignment is
x =1 and y = 4. However, this is formulated with more than just plain Boolean
logic; integer arithmetic is also used.

In other applications, it is possible to formulate a problem in Boolean logic,
but this formulation will make the abstraction level less efficient than desired.
We see this in the verification of assembly-level code. It is possible to encode
this in plain Boolean logic. However, there should be more efficient ways to
encode a word than as a collection of unrelated Boolean variables. A way to
formulate and solve the satisfiability with respect to some background theory is
therefore needed.

The need for more expressiveness than Boolean logic has to offer was an-
swered with theory-specific solvers (T-solvers). T-solvers are efficient procedures
that can check the consistency of conjunctions of atomic expressions in decidable



first-order theories. Unfortunately, these T-solvers cannot handle the Boolean
constraint component of reasoning; they can only deal with conjunctions of
atomic expressions.

We see that there are tools to solve propositional satisfiability expressed with
plain Boolean logic and tools to solve conjunctions of atomic expressions in first-
order theories. SMT solvers are concerned with solving a combination and offer
a way to express and combine theory-specific reasoning with Boolean reasoning.
SMT applications range from resource planning to formal verification of compiler
optimizations and real-time embedded systems. Possible background theories
for SMT include integer or linear arithmetic, bit-vectors, arrays and lists.

When creating an SMT solver, one must combine SAT solvers with theory-
specific procedures. There are two main approaches to doing this. The first is
called eager, while the second is called lazy. The eager approach is based on
encoding the SMT formula into an equivalently satisfiable Boolean formula and
then giving this formula to a SAT solver. The advantage of this is that the SAT
solver can be used “as is”. The disadvantage is that the SAT solver may work
harder than needed for “obvious” theory-specific facts. On the other hand, the
lazy approach is based on separating the Boolean and theory-specific compo-
nents of the problem and making a SAT solver and a T-solver communicate
to find the correct solution. Today, the most efficient SMT tools use the lazy
approach.

In recent years, multiple papers suggesting new and efficient techniques for
SMT have been published, and several powerful SMT tools are now available.
These tools include but are not limited to CVCLite/CVC3 [35], Zapatop [36]
and Z3 [10].

223 Z3

73 is an SMT solver from Microsoft Research, with support for various theories,
free to use for everyone [10]. It is originally targeted at solving problems in
software verification and analysis. As mentioned in the introduction, Z3 has
demonstrated its power by winning four first places and seven second places in
the SMT competition SMT-COMP’07 [10].

73 is written in C++, and is composed of multiple solvers, each with their
designated task. It uses a DPLL-based SAT solver for boolean reasoning, a core
theory solver for equalities and uninterpreted functions and a satellite solver for
arithmetic and arrays. In addition, it uses an E-matching abstract machine for
quantifiers. The various parts will not be explained in detail here; the interested
reader is referred to [10].

While the source code of Z3 is written in C++, the solvers have bindings to
various other languages, including Python, Julia and Java.?

2See https://github.com/Z3Prover/z3 for a complete list of bindings.
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Chapter 3

Implementation

This chapter describes the implementation of programs made to fulfil the ob-
jectives presented in Section 1.2. The source code can be found on GitHub.!
The programs have been implemented in the Python programming language,
version 3.7.16. The iGraph package, version 0.9.10, was used to handle graphs.

The choice of programming language will first be explained. Then important
helper functions will be described, followed by descriptions of how these helper
functions are combined to make the intended programs.

3.1 Language

As mentioned in Section 2.2.3, Z3 offers bindings to multiple programming lan-
guages. For this project, the Python API has been used for all new code. The
decision to use the Python API is based on Python being a user-friendly lan-
guage, making the code for the project accessible to people with various types
of programming experience. In addition, the Python API is well documented
and has a relatively large community on forums like Stack Overflow.

Some parts of the code were initially planned to be written in Julia instead of
Python. These parts are the ones where the program’s performance is measured
against the MIPs made for the Fair Allocation of Conflicting Items article [4], as
the package with these MIPs is written in Julia. If a difference in performance
were found, it would be good to know that this difference did not come because
Julia is a faster language than Python.?

However, as of the spring of 2023, the Julia API is only a Julia wrapping
of the C++ API and has significantly worse documentation than the Python
API. 3 In addition, likely because of CxxWrap.jl, which is used to do the wrap-

IThe source code is available at https://github.com/karoliks/master-testing.

2See performance of Julia compared to Python and other programming languages at
https://julialang.org/benchmarks/

3See https://github.com/ahumenberger/Z3.jl for the Z3 Julia package.
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ping, there are reportings of segmentation faults when using the API. * I also
experienced segmentation faults when attempting to use Z3 with Julia. I never
experienced this with the Python API. For a better developer experience and
to be able to use more time to produce findings and not debug, all parts of the
code were written in Python instead.

3.2 Helper Functions

While the programs made have different objectives, they still have several things
in common. For example, the fairness measure EFX is used in several programs,
but the requirements for an allocation being EFX stay constant. Consequently,
there is a collection of helper methods, which are put together in different com-
binations to explore different use cases of Z3. These basic helper functions are
presented in this section. How they are combined is explained in Sections 3.3
to 3.7.

3.2.1 Find Least Valuable Item In Bundle

From Definition 2.4 we know that to have an EFX allocation, the envy from
one agent to another must go away if any item is removed from the better off
agent. This translates to checking whether the envy disappears if the lowest
valued item is removed, as this implies that the envy would also be removed if
any more valuable item was removed.

This helper function’s purpose is to create a formula that calculates the
lowest-valued item. The function is provided with a list of valuations for one
agent a; and a list of Boolean variables indicating what items are allocated to
another agent as.

A variable to store the value of the lowest-valued item is made. This variable
is first given the value -10.°> Then, the contents of the two lists are inspected
sequentially for each item to determine the actual lowest-valued item. For each
item, the list indicating what items are allocated to as is checked to see if this
item is allocated to as. If this is the case, and the value for this item is lower
than the current value while still being above zero, or the current lowest value
is negative, the current lowest value is updated to the current item’s value.
The reason for checking whether the current lowest value is negative is to be
able to move away from the default value we defined in the beginning. If the
requirements are not fulfilled, the current lowest value from earlier is kept. The
reason for checking whether the value is above zero, is that we use the EFX
definition in Definition 2.4, not the stricter EF X definition.

But what if no items are allocated to a3? Then the procedure described
above would return —10 as the lowest valued item. If we then would check if
the formula for EFX was fulfilled by calculating the bundle value of a1, and check

4Reports of segmentation faults: https://github.com/ahumenberger/Z3.jl/issues/12 and
https://forem.julialang.org/zxzkja/z3jl-optimization-example-5db3
5.10 is used in the implementation, but any negative value could be chosen.
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if this was more or equal to the bundle value of as minus the value of the least
valued item, the bundle of a; would have to be worth at least 0 — (—10) = 10,
even when a; is not allocated anything! To circumvent this problem, another
formula is added: If the answer of OR-ing the variables in the list that indicate
what is allocated to a; is False, meaning that a; is not allocated anything, the
least valued item is set to 0.

3.2.2 Find Most Valuable Item In Bundle

From Definition 2.3 we know that we need the highest valued item of one agent’s
(az) bundle from another agent’s (a1) perspective when calculating EF1.

This helper function creates a formula to find the highest-valued item in a
similar fashion to how the helper function above finds the least-valued item. It
is supplied with a list of values for one agent a1 and a list indicating what items
are allocated to another agent as. The difference is that we now do not need
extra logic to take care of the case where as is not allocated anything.

The maximum value is first set to 0. Then, each item is inspected, and if
as is allocated an item, and a;’s value for this item is more than the current
maximum value, the current maximum value is updated to be the value of
this item. After all the items have been inspected, the formula specifying the
maximum value is returned.

3.2.3 Ensure That Conflicts Are Respected

This function is made for cases where the items can have conflicts between them.
The formula returned by the function makes sure that no two items allocated
to the same agent can have an edge between them in the underlying conflict
graph.

Multiple versions of this function have been implemented as the final pro-
grams require different ways of specifying graphs. These include getting a graph
created by the Python library iGraph, getting a graph given by a known ad-
jacency matrix and a graph given by an unknown adjacency matrix (a matrix
filled with boolean Z3 variables). Common for all these versions is the formula
for avoiding conflict. For all pairs of items g; and g connected by an edge, we
have that

N\ ~(Aig, A Aig,). (3.1)
=1

More informally, none of the n agents can be allocated both items if a conflict
edge connects the items.

3.2.4 Ensure That Connectivity Is Respected

When looking at connectivity constraints, we need to ensure that each agent
receives a connected bundle. Therefore, we need a way to check and ensure a
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bundle is connected.

How can we do this? One way is to find the transitive closure of the graph,
as taking the transitive closure of an undirected graph G = (V, E) results in
a new graph G* = (V, E*) with edges between each pair of vertices that were
connected in G. We can then iterate through each pair of vertices in a bundle
and require that they have an edge between them in the transitive closure of
the graph.

So how do we do this? Luckily, Z3 has built-in support for transitive closures.
To use this, the graph, originally made with iGraph, is modelled as a binary
relation with Z3. A transitive closer of this relation is then created, using Z3’s
TransitiveClosure(), and finally, we can do as we planned: Each pair of items
for the bundle in question is required to be connected in the transitive closure.

3.2.5 Ensure That Maximum Degree of the Graph is Lower
than the Number of Agents

This helper function was needed when looking for conflict graphs where an EF1
allocation is not guaranteed. From Proposition 2.7 we already know that if the
maximum degree of the conflict graph is greater than or equal to the number of
agents, there is a problem instance with this graph that have no EF1 allocation.
It is therefore not interesting to look for graphs with this property, as we already
know that we are guaranteed to find “good” results. The programs are made
as an aid to discover new graph classes where we are not guaranteed EF1.
Therefore we need to find the maximum degree of the graph, such that we can
require that the programs only look for “interesting” cases, where the maximum
degree is less than the number of agents.

This function is only relevant for the cases where one wants to discover
a conflict graph, and thus it is made to receive a graph represented by an
adjacency matrix with unknown boolean Z3 variables, not a graph made with
iGraph. Other than being supplied with an adjacency matrix, the function is
also given the number of agents and the number of items.

The function does not actually calculate the maximum degree of the graph
and then check that this is less than the number of agents; it rather calculates
the degree of each node and makes sure that all the nodes have a degree less than
the number of agents. There is no native support in Z3 to find a maximum value
of variables, so rather than making a custom function to calculate the maximum,
this seemed like a good approach.

But how does the function find the degree of each node? Because the conflict
graphs are undirected, the adjacency matrix will be symmetric. To limit the
number of computations, Z3 is instructed to only look at one half of the matrix
when looking for graphs. Therefore, This function can only use information from
one side of the diagonal and will be summing entries in the matrix horizontally
until the diagonal is hit and then vertically to the bottom of the matrix.

Let us take a look at an example to illustrate how it works. Take the
adjacency matrix for the complete graph with four nodes, as shown in Figure 3.1.
As the graphs we are looking at are undirected, if we look at the whole adjacency
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Figure 3.1: How the degrees of nodes are calculated. The lines illustrate what
entries are added together for each node in the calculation of the degree. In this
example, the addition will show that each node have a degree of three.

matrix, we can calculate each node’s degree by summing each row’s entries,
illustrated with lines in Figure 3.1a.

But, in order to save Z3 from a few variables, the program is instructed
to only look at the lower half. Therefore, the degree of the graph is rather
summed up horizontally until the diagonal and then vertically. This is shown
in Figure 3.1b.%

3.2.6 One Item to One Agent

When finding valid allocations, two things are important. First, a good should
not be allocated to multiple agents simultaneously. Second, all the items should
be allocated. The problem becomes trivial if all items do not have to be allo-
cated, as no one will envy anyone if no one gets anything.

With these things in mind, a rule that forces each item to be allocated to
one, and only one agent, has been created. The function is given an n x m
allocation matrix A as an argument, where n is the number of agents and m
is the number of items. For each column, it is required that only one of the
boolean variables can be set to True. This has been implemented with the
Pseudo-Boolean equality constraint that Z3 has: PbEq(). Mathematically, for
each item g in the allocation matrix, treating boolean variables as zeroes and
ones, we get

iAi,g =1 (3.2)
1=1

3.2.7 Ensure EF1

Ensuring EF1 is done by going through all pairs of agents and checking that
each agent thinks that the value of their own bundle is worth at least as much
as the other agent’s bundle after subtracting the value of the most valuable
item from the other agent’s bundle, as described in Definition 2.3. The helper
function described in Section 3.2.2 is used to calculate the most valuable item.

6In the illustrations, the upper right half of the matrix still has values. This is just for
illustration purposes, and the redundant values are not implemented in the Z3 program.
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3.2.8 Ensure Envy-Freeness Up to One Outer Good

To ensure envy-freeness up to one outer good (Definition 2.11), we need a way
to check whether an item is an outer good. This is done by first removing the
potential item from the bundle, and then sending the remaining bundle to the
helper function that checks if a bundle is connected, described in Section 3.2.4.
If the remaining bundle was connected, we know that we removed an outer
good. If the remaining bundle was not connected, it was not an outer good.

Now that we know how to check whether an item is an outer good, we can
find a formula that ensures that envy-freeness up to one outer good is fulfilled.
To do this, we loop through every pair of agents a; and a;, and for each pair
of agents, we make an OR-expression that we require to be True. This OR-
expression is OR-ing together one formula for each item gg. This formula checks
whether the bundle of the first agent, a;, is worth at least as much as the other
agent’s, a;’s, bundle (from the first agent’s perspective) when the value of gy, is
subtracted. However, the value of g; is only subtracted if g, is an outer item.
The final OR~expression is shown in Equation (3.3). If any of the formulas in
the OR-expression evaluates to True, there exists an outer good that can be
removed such that the first agent is not envious of the other, and the whole
OR-expression will evaluate to True.

\”} v;i(A;) > vi(A;) — I f(is-outer_item,v;(gx),0) (3.3)
k=1

3.2.9 Ensure EFX

The construction of the formula that ensures EFX is similar to the construction
of the formula that ensures “normal” EF1. The difference lies in what item is
hypothetically removed from a bundle. We loop through all pairs of agents, and
for each pair, we make sure that each agent thinks that the value of their own
bundle is worth at least as much as the other agent’s bundle after subtracting
the value of the least valuable item from the value of the other agent. The
helper function to find the least valuable item is described in Section 3.2.1.

3.2.10 Calculate Maximin Share

When calculating an MMS allocation, the goal is to give each agent a bundle of
value at least equal to that agent’s maximin share. This is the maximum value
that the agent can guarantee for themselves if they could partition the items in
any way possible but had to take the worst bundle.

Therefore, to be able to compute an MMS allocation, we need to calculate
each agent’s maximin share. That is what this helping function does.

This has been implemented by looking at each of the agents one by one.
When calculating the maximin share for an agent, a boolean matrix is made
to keep track of possible allocations that the agent we look at may choose to
maximize the value of the worst bundle. The allocation matrix is set to use the
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Figure 3.2: Matrix used to keep track of which of the m items are allocated to
which of the n agents.

earlier mentioned helper function that ensures that each item is allocated and
that an item is not given to more than one person as well as the helper function
that the solution adheres to the potential conflicts between the items. The
value of each bundle in the proposed partition is calculated with the valuation
function of the agent we are looking at. A Z3 variable is made for the maximin
share, and this variable is instructed to be less than or equal to the value of
each bundle.

Then, the optimization solver of Z3 is instructed to maximize the variable
holding the maximin share. When the optimization is complete, the value of
the maximin share is returned.

3.3 Programs for Finding Allocations

This section will describe how the programs are set up to find allocations for
the fairness measures EF1, EFX and MMS, both with and without conflict
constraints, as well as EF1 allocations with connectivity constraints.

Common for all the programs that implement this functionality is that they
receive the parameters n (the number of agents), m (the number of items), and
V, an n x m matrix with the values each agent assigns to each item. In the
cases of conflict and connectivity constraints, a graph is also provided as an
argument. The graph is made with the iGraph library for Python.

3.3.1 Find an EF1 Allocation

To find a valid EF1 allocation for a given problem instance, an n x m matrix
A is set up with Boolean Z3 variables, see Figure 3.2. The fact that the matrix
is filled with Z3 boolean variables means that Z3 can reason on its own about
what values should be True and what should be False in the matrix, and the
values are not known until the program has run.

To ensure that the assignments to the allocation matrix give a valid al-
location, we require that formulas from some of the earlier described helper
functions evaluate to True. The helper function described in Section 3.2.7 is
used to require that the final allocation must satisfy the requirements of an EF1
allocation, and the helper function described in Section 3.2.6 is used to require
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that each item is given to one, and only one, agent. These helper functions pose
restrictions on matrix A.

The function ends with a call to Z3, instructing it to find valid entries in A,
or come up with a proof of why it is impossible.

3.3.2 Find an EFX Allocation

The structure used for finding EFX allocations is very similar to the one used
for finding EF1 allocations, described above. The only difference is that instead
of posing restrictions on the allocation by using the helper function that ensures
an EF1 allocation, the helper function that ensures an EFX allocation is used.
This helper function is described in Section 3.2.9.

Other than requiring an EFX allocation, the use of an n x m allocation
matrix filled with boolean Z3 variables is the same as for EF1, and the use of
the helper function that requires that each item is given to exactly one agent,
is the same.

3.3.3 Find an MMS Allocation

The structure of the code that finds MMS allocations is somewhat different from
the code that finds EF1 and EFX allocations.

When finding MMS, an array with calculated MMS values for all the agents
is first filled by calling the helper function for calculating maximin shares for
each agent. The helper function is described in Section 3.2.10.

Then, the program is instructed to find an allocation that ensures that each
agent gets a bundle that they consider is worth at least their maximin share.
This allocation also has to adhere to the requirement that each item is given to
one, and only one, agent.

3.3.4 Conflicting Items: Find EF1, EFX and MMS
Allocations

These programs are written exactly like the programs where the unconstrained
allocations are found, except here there are posed extra restrictions on the pos-
sible allocations. These are posed by using the helper function for conflicting
items, described in Section 3.2.3. For the MMS allocations, these extra restric-
tions are posed both on the allocations when finding individual maximin shares
and when finding the final allocation.

3.3.5 Connectivity Constraints Items: Find an EF1
Allocation

As for conflict constraints, the setup for finding EF1 allocations under connec-
tivity constraints was similar to just finding normal EF1 allocations. The only
differences were that the helper function for ensuring envy-freeness up to one
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outer good was used instead of the helper function for normal EF1 and that the
helper function that ensures that each bundle is connected was used.

EF1 was the only fairness notion tested with connectivity constraints. This is
because the main goal of making a program to find connectivity constraints was
to see if it was possible to do so with Z3. In contrast to the case of conflict con-
straints, there do not seem to be any existing programs to compare the runtime
for finding allocations under connectivity constraints. It was, therefore, not as
interesting to test the constraint for more than one fairness measure. Moreover,
from the setup described for programs with conflict constraints, changing the
fairness measure when one has a formula that describes the constraint is rela-
tively straightforward. Consequently, the focus was on formulating connectivity
constraints, not testing connectivity constraints for multiple fairness notions.

3.4 Explore Problem Instances That Do Not Ad-
mit EF1 Allocations Under Conflict Con-
straints

This section will describe programs to explore conflict graphs without EF1 al-
locations. This is to help to give insight to the open problem of getting a more
detailed characterization with problem instances of conflicting items where EF1
does not exist, presented in [4].

3.4.1 Find Valuation Functions

The function that is going to calculate the valuation function where there exists
no EF1 allocation is given n (the number of agents), m (the number of items),
and G (the conflict graph), but naturally, no valuation functions. The valuation
functions are now represented by an n xm matrix filled with integer Z3 variables.
The program, therefore, has to find out more than in the previously described
functions when it only had to find a valid allocation (or report that no such
allocation existed).

Here, like earlier, we require that no agent can have the same item as any
other agent and that all items have to be allocated to someone. We require this
by using the helper function that ensures that each item is allocated to exactly
one agent, described in Section 3.2.6. Then, like for the programs where conflict
constraints were used, we require that no two items with a conflict between
them can be given to the same agent. This is done with the helper function for
conflicting items described in Section 3.2.3. Like earlier, the graph is made with
the iGraph Python package

Compared to the other programs, what is new is that instead of looking for
an allocation, we want to find a valuation function for an incomplete problem
instance, such that the final problem instance has no possible EF1 allocation.
We, therefore, end up with the following formula that we want Z3 to solve,
giving us V:
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VA((I(A) A C(A, G)) — ~EF1(A,V)), (3.4)

where A is a boolean allocation matrix, as shown in Figure 3.2, I(x) is the
predicate “each item in allocation x is given to one and only one agent”, C(x,y)
is the predicate “allocation x respects the conflicts in the conflict graph y”, and
EF1(x,z) is the predicate “the allocation z fulfilles the requirments for EF1
given valuation functions z”. In less formal terms, we ask Z3 to give us the
set of valuation functions V' such that when the requirements of allocating all
items correctly and respecting conflicts are fulfilled, there will be no possible
EF1 allocation.

The reason for using implication in Equation (3.4), and not just AND-ing
the three predicates, is that when all allocations are considered, there will be
some allocations where I(z) or C(x) evaluates to False. For example, when all
possible allocations are considered, there will be allocations where an agent will
get two items that are in conflict. Because this would mean that the formula
with the predicates is not true for all allocations, Z3 would say that the problem
we are trying to get it to solve is unsatisfiable. However, when using implication,
an expression always evaluates to True when the antecedent (the first part in
the implication) is False. That gives us the desired behaviour, as we want a
valuation function that makes sure that there is no possible EF1 allocation when
conflicts are respected and when each item are given to one and only one agent.

To test the program, examples derived from Hummel and Hetland’s article
[4] have been used to verify that it works as it should. The chosen examples
are based on the results about there always being a problem instance with no
EF1 allocation when the degree of the graph is greater or equal to the number
of items, see Proposition 2.7, and the result that when n > 4 there exists
a graph with n > A(G) such that the problem instance does not admit any
EF1 allocation, see Proposition 2.9, and where this graph can be the complete
bipartite graph K, _1 ,—1. Illustrations of the graphs used for testing is shown
in Figures 3.3a and 3.3b, respectivly.

3.4.2 Find Valuation Functions and Conflict Graph

In this case, we want to give the program a number of agents and a number
of items, and we want the program to figure out the rest of the problem in-
stances. That is, what graph and valuation functions are needed so that no
EF1 allocation exist.

Finding the valuation functions is done in the same way as in Section 3.4.1.
In addition, the program is set to look for a graph and the agents’ values for the
items, such that Equation (3.4) evaluates to True. As it would be hard for Z3
to create its own graphs with the Python iGraph library, the graphs will now
be represented by adjacency matrices filled with Boolean Z3 variables.

When setting up formulas for the conflicts based on the adjacency matrix, the
fact that conflict graphs are undirected was taken advantage of. In an undirected
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(a) When the number of agents is two, there exists a valuation function that makes it
impossible to find an EF1 allocation for three items with this conflict graph.

(b) For five agents, it has been shown that a valuation function can be found for the
items in this conflict graph such that the problem instance has no EF1 allocation.

Figure 3.3: Graphs used to test that the program is able to look for problem
instances with no EF1 allocation.

graph, the adjacency matrix will be symmetric. Therefore, the program only
has to calculate the values on one side of the diagonal.

In addition, the goal of making this program is to gain more knowledge of
when an EF1 allocation is guaranteed and not in the context of conflicting items.
Therefore, it would be preferable if the program avoided giving us answers we
already knew. Therefore, when the program is looking for a graph, the graph
will be restricted to have a maximum degree less than the number of agents.
This is done by using the helper function described in Section 3.2.5.

3.4.3 Find Valuation Functions, Conflict Graph and the
Number of Agents

When the program is able to find both the conflict graph and valuation function
of the problem instance, as described in Section 3.4.2, the user of the program
still has to provide the number of agents and the number of items. Thus, the
user will have to guess what ratio between the two numbers is likely to produce
an instance that does not admit any EF1 allocation. With the version of the
program described in this subsection, the user will no longer have to guess this
ratio; they will only have to give a guess on how many items should be checked.
The implementation of this version builds on the implementation of the
version where both the number of agents and the number of items had to be
provided. The biggest difference is that the number of agents is a Z3 integer
variable that Z3 has to find a value for, not an argument the user provides.
However, the fact that the number of agents n is a Z3 variable makes it hard
to make n X m matrices to fill with boolean Z3 variables. Matrices like this were
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used earlier for the allocation matrix A and the valuation matrix V. Space for
these matrices needs to be allocated at the start of the program, but because n
is a Z3 variable we do not know the value of n until the program has run.

Fortunately, the number of agents can be bounded by the number of items,
based on Proposition 2.8. The proposition tells us that when the number of
agents is equal to or greater than the cardinality of the largest component of
the conflict graph, all problem instances have EF1 allocations. Therefore, when
trying to look for problem instances that do not admit any EF1 allocations, we
only have to look for instances where the number of items is larger than the
number of agents, as the cardinality of the largest connected component cannot
be more than the number of nodes in the whole graph (which in our case is
the number of items.) If the number of agents was larger than the number of
items, we would be guaranteed that the cardinality of the largest component
was smaller than the number of agents, thus guaranteeing that all possible found
problem instances have EF1 allocations.

The problem of not knowing how many variables to create for the valuation
functions and the allocations can therefore be solved by using matrices of size
m X m instead of n X m and instructing the program that n < m.

However, several of the helper functions described earlier expect an n x m
matrix. We, therefore, have to modify the helper functions to handle a m x m
matrix. This is relevant for the helper functions for getting one item to one
and only one agent, respecting the conflicts of the conflict graph, and checking
whether the allocation is an EF1 allocation.

One Item to One Agent: Modification After the modification of the
helper function that ensures that each item is allocated to one and only one
agent, we still count the number of agents an item is allocated to, and we
require the sum to be zero. However, we now only consider an entry in the
m X m allocation matrix A to be valid if the agent it represents is one of the n
chosen agents. That is, for each column in the matrix, indicating where a good
g is allocated, we require

m

Z(z <nAA;g) =1 (3.5)

=1

One may wonder why the upper bound of the summation is not just kept to
be n, thus removing the need for the inequality in the formula. The reason is
that n is only a symbolic variable now, and its value can be anything within
our constraints. The implementation of the summation uses a for loop, and a
symbolic variable cannot give the number of loops.

Ensure That Conflicts are Respected: Modification For the conflicts,
the modification is simpler. Here, earlier, for all pairs of items g; and g that
were in conflict, all the agents would get the constraint that they could not get
both items. Instead of going through all agents now, however, we just pose this
constraint for all variables in the allocation matrix A, independent of knowing
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whether the agent we are posing the constraint for is a valid agent or not, as
these possible surplus constraints do not make the rest of the calculations wrong.
For all pairs of items, g; and g, that are connected in the conflict graph, we
require that

~

Il
—

~(Aig, A Aig,)- (3.6)

(2

Ensure EF1: Modification The modification to this helper function is also
simple. Here the If () function that Z3 provides is used to check if we are
looking at envy between to valid agents (their index is less than the symbolic
variable n). The If() function takes three arguments: an expression to be
evaluated, an expression that has to be True if the first expression evaluates to
True and a third expression that has to be True if the conditional expression
evaluates to False. If both are valid agents, we require that EF1 is fulfilled. If
they are not both valid agents, we just say that the expression should always
evaluate to T'rue.

3.5 Instances Under Conflict Constraints That
Do Not Admit EF1 Allocations When the
Conflict Graph’s Components Are Paths

As the open problem to be explored is “Is EF1 guaranteed when the conflict
graph’s components are paths?”, the program will be instructed to try and find
an example where the conflict graphs components are paths but where there
does not exist an EF1 allocation.

The ideal way to do this would be to make Z3 look at all possible problem
instances with a conflict graph having path components (and the number of
agents is more than two) to try to find an example where there is not an EF1
allocation. However, this is a challenging task. Therefore, this program will
search for counterexamples for a specific number of items. While being depen-
dent on a number of items is not ideal, it does still give some opportunity to
look for counterexamples. Furthermore, if no counterexamples are found for
some specific number of items, we know that EF1 is guaranteed in these cases.

To achieve this, we need a way to model the conflict graph and ensure its
components are paths. To encode this, we could instruct the program to use
adjacency matrices like earlier and pose restrictions on what kind of graphs it
was allowed to find in a way that guaranteed that it would only end up with
components that are paths. A naive way to do this would be to require that
each node had a degree of either zero, one or two, and that there are an even
number of vertices with degree one (terminal vertices). However, this would
allow cycles to appear, which is not desired. Now, there are ways to detect
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(a) Path graph for m items.
[ap ae - awm |-

(b) Row in allocation matriz A for agent b.

Figure 3.4: Illustration to show the similarities between a path and an array
or a Tow N a Mmatriz.

cycles in adjacency matrices, for example, with depth-first search. However,
implementing such an algorithm in Z3 would add unnecessary complexity.

Instead, we can encode the path restrictions directly into the allocation
matrix. To explain, let us first forget about how to encode a collection of paths
and look at how a single path can be encoded instead.

Recall how our allocation matrix looks in Figure 3.2.7 Each of the n rows
shows which of the m items that are allocated to each of the n agents. These
rows bear a striking similarity to paths, as we see in figure Figure 3.4. The path
restrictions are implemented by adding the constraint that an agent cannot
be given two items with consecutive indices in the row. Thus, for each row,
indicating what is allocated to an agent b, we pose the restriction

1
_‘(Ab,gi /\Ab,gi+1)o (37)
1

m

3

Now that we know how to encode one path, let us look at encoding multi-
ple paths of arbitrary length. In this case, we can imagine all the paths being
placed in a line, one after the other, as illustrated in Figure 3.5a. We can give
each component a name, and say that the restriction in Equation (3.7) only
counts if the two goods has the same component name. If two goods are next
to each other, but from different components, no restrictions are applied. As
we only pose restrictions for items next to each other, we only need two unique
names for the different components. We can therefore model this with Boolean
variables; see the numbers above each node in Figure 3.5a. We can add an extra
boolean array of length m, where each index in the array corresponds to the
item with that number, see Figure 3.5b. If two consecutive items are part of
the same graph component, they are given the same Boolean value; if they are
part of different components, they are given different values. Whether Equa-
tion (3.7) should be enforced for these consecutive items can then be checked
with the negation of XOR-ing the component names of the two items, as XOR
will evaluate to True when two variables are different and False when they are

"Here, the allocation matrix is an m X m matrix to ease the explanation. In the actual
implementation, it will be a m X m because the number of agents is unknown, as explained
earlier in Section 3.4.3
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(a) Graph whose components are paths.

[1 11000 1].

(b) Array encoding the components in a graph whose components are paths.

Figure 3.5: Illustration showing how we can encode disjoint paths.

equal. Thus the negation will evaluate to True if the items are form the same
component, and False if they are not/

However, while this should work, it may overengineer the problem for our
purpose. Remember that we want to determine whether EF1 is guaranteed
under conflict constraints when the conflict graph’s components are paths. A
single path of all the items gives a more restricted problem instance than dis-
joint paths. If we can prove that EF1 always is possible for conflict paths, we
will, therefore, automatically prove that EF1 is possible for conflict graphs that
consist of disjoint paths. Consequently, we only have to model paths when look-
ing for counterexamples and can use the setup described with Figure 3.4 and
Equation (3.7).

Other than posing this path restriction instead of letting the program finding
a graph on its own, the code for this problem is almost identical to the code for
when the program was looking for graphs, valuation functions, and the number
of agents. The only other difference is that the number of agents n is forced
to be more than two, as two is the maximum degree of the graph, and from
Proposition 2.7, we already know that problem instances that do not admit
EF'1 allocations can be constructed in this case.

3.6 Instances Under Conflict Constraints That
Do Not Admit EF1 Allocations When the

Valuation Functions Are Binary

To try to answer the question, “Is EF1 guaranteed when the values are binary
under conflict constraints?” a similar approach to when we were interested in
finding graphs that do not guarantee EF1 allocations was used. Here, we still
let the program look for a graph, valuation functions and the number of agents,
but we add the restriction that the values for the items must be binary.

Here, like for the open problem surrounding conflict paths, it would be best
to be able to formulate a formula that could incorporate all possible problem
instances, which Z3 could then use to find a counter-example or come up with
a proof of why EF1 is always guaranteed for problem instances with conflicting
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items and binary valuations when the number of agents is greater than two.
However, formulating a program for an unbounded number of items is challeng-
ing, so our program is instead concerned with finding results when the number
of items is below a specific limit.

3.7 Instances With No Constraints That Do Not
Admit EFX Allocations

The setup for looking for problem instances with no EFX allocations is similar
to the setup for the earlier presented programs that look for problem instances
with no EF1 allocations. The only differences are that we now require that no
allocation can fulfill the requirements for EFX, as explained in Section 3.2.9,
and that there is now no conflict graph that restricts the possible allocations.

26



Chapter 4

Experimental Setup

The performance and usefulness of the programs were evaluated by running
experiments that could simulate potential use cases. All experiments were run
on an Intel Core i7-8550U CPU @ 1.80GHz.

4.1 Runtimes for Finding Unconstrained Allo-
cations

To verify the programs’ correctness, problem instances where the possibility of
finding a valid allocation was known in advance were given to the program,
and the answers were compared to the expected results . While it was possible
to test both negative and positive results for the MMS program, there were
only positive results to test for EF1 and EFX allocations. This is because EF1
allocations are always possible in the unconstrained case, and because it is an
open question whether EFX allocations always exist, so there are no known
problem instances that do not have EFX allocations.

After the programs were tested on known instances, randomly generated
instances were used to gain information on the programs’ runtimes. The run-
times of the programs based on Z3 were compared to analogous MIPs from the
Allocations package, version 0.1.0, made by Hummel and Hetland, with Gurobi
v0.11.5 as the backend for solving the MIPs.! Both Z3 and Gurobi were given
a timeout of 5 minutes (300 seconds), and 100 randomly generated problem
instances were tested for each program.2 The MIP for finding MMS allocations
was specified only to ensure that each agent gets their maximin share, not to
maximize the value given to each agent as well.

1Source code for the Allocations package is available at
https://github.com/mlhetland/Allocations.jl

2The MMS allocations are found by first finding each agent’s maximin share with opti-
mization and then using these values to find an allocation where each agent gets a bundle
worth at least this value. The timeout of 5 minutes will be used when finding each of these
maximin shares and when finding the final allocation. The final runtime when finding MMS
allocations is therefore allowed to be a maximum of 5 - (n 4+ 1) minutes.

27


https://github.com/mlhetland/Allocations.jl

The running time was measured on instances where the number of agents
n was randomly picked between 2 and 10, and the number of items m was
randomly picked between 2 -n and 4 - n. The number of agents is based on the
maximum number of agents reported in the Spliddit app, and the number of
items is inspired by the average ratio for users of the same app, which is reported
to be m/n =~ 3 [5]. The values of each of the items are also based on how users
can value their items in the Spliddit app: For each agent, a valuation was created
by randomly distribution integer valuations such that the sum for each agent
is approximately 1000. This was implemented as described by Hummel and
Hetland: First, for each agent, each item was assigned a random real value, and
then the sum for each agent was scaled to 1000 [4].

4.2 Runtimes for Finding Allocations Subject to
Conflict Constraints

The program was confirmed to work as expected by seeing if the programs re-
turned an allocation when one was known to exist and returned that it was
impossible to find one when it was known that no such allocation exists, anal-
ogous to the program verification in the unconstrained case. However, in the
conflict-constrained case, in contrast to the unconstrained case, there are known
examples where allocations exist and where they do not exist for EF1 and EFX,
as well as MMS allocations. The programs’ correctness can therefore be tested
more thoroughly.

Almost the same setup as for the unconstrained case was used for the runtime
experiments for allocations under conflict constraints. The only difference was
the additional generation of conflict graphs. The Erdés—Rényi model was used
to generate conflict graphs, with the number of nodes equal to the number of
items and the probability randomly selected in the interval [0,1). Graphs with
A(G) > n were discarded, as an allocation may not be feasible in this case,
as well as graphs with no edges, as the problem then would be an ordinary
allocation problem with no constraints. For the programs with Z3, the graphs
were generated with the iGraph package. For the MIPs, which were written in
Julia, the graphs were generated with the Graphs package, version 1.7.4.

4.3 Runtimes for Finding Allocations Subject to
Connectivity Constraints

The correctness of the program for finding EF1 allocations subject to connec-
tivity constraints was tested by making it look for allocations where it should
and where it should not be possible to find them and see if the program behaved
as expected. To test that the program was able to find allocations when they
were proven to exist, problem instances with a path as the underlying graph
of length six were tested. This was tested for instances with two agents and
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instances with four agents. It has been proven that when items are arranged
on a path, connected EF1 allocations exist when there are two, three, or four
agents [25]. To test the opposite, a problem instance with three agents, where
the graph was a star with five nodes and all the items had the value one, was
tested. This problem instance has been shown not to admit an EF1 allocation
[23].

A setup very similar to the experiments for conflict constraints was used to
perform the runtime experiments for the program that finds EF1 allocations
subject to connectivity constraints. The number of agents and items and the
valuation functions were generated in the same way, and 100 problem instances
were tested. The graph was also based on the Erdés—Rényi model with the
same parameters as earlier. The only difference was that graphs with A(G) > n
were not discarded, as this discarding was based on results for connectivity
constraints, not conflict constraints.

Another difference is that the experiments for connectivity constraints were
not repeated for an analogous MIP, as there are no known MIPs to compare
to. To get insight into the performance, the runtimes were compared to the
runtimes of the programs that find allocations under conflict constraints and in
unconstrained cases instead.

4.4 Exploring How Programs Can Look for
Problem Instances With No EF1 Allocations
Under Conflict Constraints

Finding Valuation Functions To evaluate how the program for finding val-
uation functions such that no EF1 allocation exists performs, it was asked to
find such valuations for combinations of agents, items and conflict graphs where
it is known that EF1 is not guaranteed. The graphs used have maximum degrees
lower than the number of agents, and the cardinality of their largest connected
component is more than the number of agents. Graphs with these character-
istics have been chosen because it is in the interval C(G) < n < A(G) that a
complete characterization of graphs that do not guarantee EF1 allocations are
left to be found, so it is in this interval that the aid of the program is relevant.

The first type instances that the program was set to find valuations for were
instances with n agents, (n — 1) * 2 items, and the complete bipartite graph
K,,_1,n—1 as the conflict graph, see Figure 4.1a. Problem instances like this
have been shown not to guarantee EF1 allocations when n > 4 [4]. The proof
demonstrates this by having the items on one side of the graph have a value
of 2 and the items on the other side have a value of 3, for all agents. The
second type of instance has K3 ,,_1 as the conflict graph (Figure 4.1b), and thus
3+n—1=n+2items. Hummel proved that when K3, is the conflict graph,
and the three items on the one side of the graph are worth 2 for all agents, while
the items on the other side are worth 3 for all agents, an EF1 allocation does
not exist (H. Hummel, personal communication, April 25, 2023).
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The experiments were run with an increasing number of agents, n, and items
and graphs as specified above until the program could no longer produce a result
within a timeout of two hours.

Finding Valuation Functions And Conflict Graph The next program to
assess the performance of was the program for finding both valuation functions
and a graph, such that the final problem instance does not admit any EF1
allocation. The same concept as when looking for valuation functions was used:
Problem instances where it is known that no EF1 allocation exists were used as a
starting point, and then components from this problem instance were removed
in accordance with what components the program is able to look for. These
problem instances are based on the ones with the graph K3 ,_1, which was also
used when testing the program that only found valuation functions. Thus, the
program will be asked to find valuation functions and graphs for instances with
n agents and 3+ n — 1 = n + 2 items. With this ratio of agents to items, we
know that it should be possible for the program to find problem instances with
no EF1 allocations, and we do not risk giving the program an impossible task.

The program was run with an increasing number of agents, n, and thus also
an increasing number of items, until the program could no longer produce a
result within a timeout of two hours.

Finding Valuation Functions, Conflict Graph and the Number of
Agents This program only has to be supplied with a number of items. It
is, therefore, not necessary to base the inputs on the program on known prob-
lem instances that do not admit EF1 allocations. However, it was shown by
Hummel and Hetland that six is the smallest number of items for which an EF1
allocation does not exist. The program was, therefore, first given six as the
number of items, and then the program was run with an increasing number of
items until it could no longer produce a result within a time limit of two hours.

4.5 Search for Problem Instances That Do Not
Admit EF1 Allocations When the Conflict
Graph Is a Path with Non-negative, Addi-
tive Valuations

To explore the existence of EF1 when the conflict graph is a path, the program
for investigating this was set to look for non-EF1 instances with a path as the
conflict graph for m > 6 and with n < m.3> The program was asked to find
a problem instance with no EF1 allocation for an increasing number of items,

3Remember we already know that six is the smallest number of items a problem instance
can have to not admit an EF1 allocation when n > AG For cases where n > m, we know
that the cardinality of the largest connected component is less than or equal to the number
of agents. Therefore EF1 allocations will always exist in this case.
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starting with the number of items being 6. For each iteration, the program
was given a timeout of five hours. The program was stopped when it could not
produce a result for the specified number of items within the time limit.

4.6 Search For Problem Instances With Binary
Valuations and Arbitrary Conflict Graphs
That Do Not Admit EF1 Allocations

To explore the existence of EF1 under conflict constraints and binary valuations,
the program for investigating this was asked to look for problem instances with
no EF1 allocation for an increasing number of items. The first instance the
program was asked to look for had six items. The program was asked to look
for instances with an increasing number of items until it was not able to produce
a result within five hours.

4.7 Search For Unconstrained Problem Instances
That Do Not Admit EFX Allocations

When exploring the existence of EFX with the designated program, the strategy
was similar to when exploring the existence of EF1 in the aforementioned cases.
The program was asked to look for problem instances with no EFX allocation
for an increasing number of agents. However, for the EFX case, the smallest
number of items tested was five. This number is based on the fact that EFX
allocations are proven to always exist when the number of agents is three, but
it is unknown whether they exist when the number of agents is four or more.
Furthermore, we are only interested in exploring cases where the number of
agents is fewer than the number of items. In the case where there are the same
amount of agents and items or fewer items than agents, an EFX allocation is
trivial by allocating a maximum of one item to each agent. Therefore we are
interested in cases where the number of items is five or more, as this can possibly
answer the existence of EFX when the number of agents is four or more.

The program was run with an increasing number of items until the program
could not produce a result within a time limit of five hours.
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Chapter 5

Results

This chapter presents runtimes, valuation functions, graphs and other findings
from the experiments described in Chapter 4.

5.1 Programs for Finding Allocations

The programs for finding EF1, EFX, and MMS allocations (described in Sec-
tions 3.3.1 to 3.3.3) behaved as expected, finding allocations when it was known
that they should exist, on the problem instances used to verify correctness.

5.1.1 Comparing Runtimes For Finding Allocations: Z3
vs. Gurobi

The comparisons of the runtimes of the programs made with Z3 and the MIPs
using Gurobi for the unconstrained case (Figures 5.1 to 5.3) show that the MIPs
outperform the programs made with Z3.

The same contrast in performance between the program made with Z3 and
the MIPs using Gurobi can be observed when the allocations are subject to
conflict constraints: The MIP generally outperforms the programs made with
Z3 when finding EF1, EFX and MMS allocations (Figures 5.4 to 5.6). The only
exception we see is that the MIPs consistently seem to have one run that takes
significantly longer to compute than the others for the same amount of items
and agents. The slow run was always the first of the 100 iterations; however,
the plot does not include the iteration numbers.

5.1.2 Comparing Runtimes For Finding Allocations: Con-
nectivity Constraints, Conflict Constraints and Un-
constrained

When comparing the runtimes of the programs that find unconstrained EF1
allocations, EF1 allocations with conflict constraints and EF1 allocations with
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connectivity constraints, it is apparent that the program for finding allocations
with connectivity constraints is significantly slower than the two other programs
(Figure 5.7).

5.2 Searching for Problem Instances With No
EF1 Allocations Under Conflict Constraints:
Performance and Findings

73 was able to find valuation functions that do not admit EF1 allocations when
the number of agents, items and graph was given, when the number of agents
and items were given, as well as when only the number of items was given.

5.2.1 Finding Valuation Functions That Do Not Admit
EF1 Allocations

The search for valuation functions for the conflict graphs K3, 1 and K;,—1 5,1
show that when the number of items surpassed eight, the program was not able
to find desired valuations functions for either of the problem instances within
the time limit of two hours. When comparing runtimes for finding valuations for
the two types of problem instances, we see that when we look at two problem
instances with the same amount of items, it takes the longest to find valua-
tions functions for the problem instance with the most agents and vice versa
(Figure 5.8).

The values found by the program are not equal to the values used to prove
that the problem instance does not admit EF1 allocations, but we see that the
values for one side of the bipartite graph are consistently higher than the values
on the other side of the graph (Tables 5.1 and 5.2).} The program produces the
same valuations for K3 3 on different runs (Tables 5.1 and 5.2a).

5.2.2 Comparing Runtimes for Finding Parts of Problem
Instances

The comparison for finding different parts of a problem instance (N, M,V,G),
shows that the more parts that have to be found, the longer the runtime (Fig-
ure 5.9). Moreover, the comparison reveals that it takes significantly more time
to find problem instances when only the number of items m is given, compared
to when both n and m are given and when n, m and G are given. Within
the two-hour time limit, finding a problem instance with no EF1 allocation for
more than six items was not possible when only the number of items, m, was

n the proofs that demonstrate that each of the problem instances does not guarantee
EF1 allocations, each of the items on one side of the bipartite graphs have value a value of
2 and each of the items on the other side of the graph have a value of 3. These values were
used for all agents.
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Figure 5.1: Runtimes for Z3 and MIP for finding unconstrained EF1 alloca-
tions. The number of agents n is randomly picked between 2 and 10, and the
number of items is randomly picked from the interval [2 - n,4 - n]
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Figure 5.2: Runtime for finding EFX allocations. The number of agents n is
randomly picked between 2 and 10, and the number of items is randomly picked
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Table 5.1: Discovered values by the program for the conflict graph K3 ,—1 such
that the problem instance does not admit an EF1 allocation. The three leftmost
values correspond to the three nodes on one side of the bipartite graph, while the
rest correspond to values on the other side.

(a) Discovered values for conflict graph Ks 3 when there are 4 agents and 6 items.

Agent i | vi(g1) | vi(g2) | vi(g3) | vi(gs) | vi(gs) | vi(ge)
1 4 3 5 0 1 2
2 10 12 11 3 8 9
3 7 8 8 4 5 6
4 9 8 10 5 6 7

(b) Discovered values for conflict graph Ksa when there are 5 agents and 7 items.

Agent i | vi(g1) | vi(g2) | vi(gs) | vi(ga) | vi(gs) | vigs) | vi(gr)
1 2 3 1 6 4 5 7
2 1 2 3 7 7 8 6
3 1 2 3 5 7 6 7
4 5 6 7 9 10 8 10
) 6 6 5 7 9 8 10

(¢) Discovered values for conflict graph K35 when there are 6 agents and 8 items.

Agent i | vi(g1) | vi(g2) | vi(gs) | vi(ga) | vigs) | vi(gs) | vi(gr) | vi(gs)
1 6 6 6 8 10 11 7 9
2 4 ) 5 8 8 6 9 7
3 6 7 5 11 9 8 10 11
4 ) 6 7 10 8 10 10 9
5 7 6 8 10 11 12 9 12
6 2 1 1 4 6 7 ) 3
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Figure 5.9: Comparison of looking for different parts of problem instance in a
way such that EF1 allocations do not exist. In the plot “V” is used for “valuation
functions”, “G” is used for “conflict graph”, and “n” is used for “number of
agents”. The letters indicate what part of the problem instance the program is
looking for.

supplied. It was possible to find such problem instances for up to eight items
within the time limit for the two other versions of the program.

5.2.3 Graphs Discovered by Programs

The graphs that were produced when looking at different parts of the problem
instance all have a complete bipartite graph as a subgraph (Figure 5.10). When
the number of items was six, the same graph (K3 3) was found when specifying
both the number of agents and the number of items, as when specifying only
the number of items (Figures 5.10a and 5.10b).

5.3 Existence of Problem Instances With No EF1
Allocations Under Conflict Constraints When
the Conflict Graph’s Components are Paths

That the program strengthened the hypothesis of EF1 always existing on a path
by proving that EF1 allocations always exist on a path when the path has less
than eight nodes (Table 5.3).2 The time to calculate whether there exists an
EF1 allocation or not increases rapidly with the number of items.

21t is already known that EF1 allocations always exist when the number of items is less
than six
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(d) Graph found when specifying that there should be sixz agents and eight items.

Figure 5.10: Graphs with n > A(G) found by the programs within a time limit
of two hours.
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Table 5.2: Discovered values by the program for the conflict graph K, 1,1
such that the problem instance does not admit an EF1 allocation.
leftmost values correspond to nodes on one side of the bipartite graph, while the
rest correspond to values on the other side.

The m/2

(a) Discovered values for conflict graph Ks 3 when there are 4 agents and 6 items.

Agent i | vi(g1) | vi(g2) | vi(g3) | vi(ga) | vi(gs) | vi(ge)
1 4 3 5 0 1 2
2 10 12 11 3 8 9
3 7 8 8 4 5 6
4 9 8 10 5 6 7

(b) Discovered values for conflict graph K1 when there are 5 agents and 8 items.

Agent i | vi(g1) | vi(g2) | vi(gs) | vi(ga) | vi(gs) | vi(gs) | vi(g7) | vi(gs)
1 20 10 9 20 4 4 1 2
2 19 20 18 17 6 7 8 9
3 17 18 8 8 1 1 3 4
4 1 17 16 17 7 ) 6 8
S 11 10 9 11 4 1 2 4

Table 5.3: Runtime and result for trying to find problem instances that do not
admit EF1 allocations when the conflict graph is a path. When the result of
the program is that the formula is unsatisfiable, “False” is entered in the last

column. A timeout of five hours was used, and a

timed out.

wo»

Items | Runtime [s] | Non-EF1 instance possible
6 13.04 False
7 5015.64 False
8 - Unknown

46

indicate that the program



Table 5.4: Runtime and result for trying to find problem instances that do not
admit EF1 allocations when the values of the items are binary. When the result
of the program is that the formula is unsatisfiable, “False” is entered in the last
column. When the program has timed out, “Unknown” is entered in the last
column. A timeout of five hours was used, and a “-” indicate that the program

timed out.
Items | Runtime [s] | Non-EF1 instance possible
6 11.94 False
7 8385.28 False
8 - Unknown

Table 5.5: Runtime and result for trying to find problem instances that do
not admit EFX allocations when the number of agents is less than the number
of items. When the result of the program is that the formula is unsatisfiable,
“False” is entered in the last column. When the program has timed out, “Un-
known” is entered in the last column. A timeout of five hours was used, and a
“7 indicate that the program timed out.

Items | Runtime [s] | Non-EFX instance possible
5 1.25 False
6 4126.91 False
7 - Unknown

5.4 Existence of Problem Instances With No EF1
Allocations Under Conflict Constraints With
Any Conflict Graph When the Valuations
are Binary

The program was able to rule out that there exist problem instances with binary
valuations where the number of agents is higher than the maximum degree of
the graph that do not admit EF1 allocations when the valuations are binary
when the number of items is less than eight (Table 5.4).

5.5 Existence of Unconstrained Problem Instances
With No EFX Allocations

It was possible to rule out that there exist instances that do not admit EFX
allocations when there are six or less items and the number of agents is less
than the number of items (Table 5.5).
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Chapter 6

Discussion

6.1 Finding Allocations

The results of Section 5.1 show that it is possible to use Z3 to find allocations
of the fairness criteria EF1, EFX and MMS. However, the comparison with
equivalent MIPs indicates that Z3 should not be the preferred choice when
finding allocations in unconstrained cases and under conflict constraints. The
anomalous runtimes observed for the MIPs are probably due to compilation
done by Julia at startup.

Still, this does not prove that a program for fair allocation made with Z3
cannot have better performance than a MIP. Further optimisation of the pro-
grams may better exploit the power of Z3, possibly making it faster; there has
been an account of Z3 performing better on a problem instance than a MIP
with Gurobi, though in another context than fair allocation [8].

Out of all the randomly generated problem instances given to the Z3 program
that calculate EFX allocations and the equivalent MIP, none were reported to
not have EFX allocations within the time limit of five minutes. While this is far
from proof of the existence of EFX, it does strengthen the hypothesis of there
always being an EFX allocation.

Regarding constraints, the programs made for this thesis have shown that
it is possible to model the conflict and connectivity constraints when using Z3.
While there exist programs that model allocations under conflict constraints,
there are, to my knowledge, no existing programs written to calculate allocations
under connectivity constraints for any given graph. Others can hopefully find
it useful to see that this is possible with Z3.

When comparing the runtime for finding EF1 allocations subject to con-
nectivity constraints to runtimes for finding EF1 allocations that were uncon-
strained and under conflict constraints, it was apparent that connectivity con-
straints increased the runtime significantly. This may be because the transitive
closure is found multiple times, both when checking that each agent gets a con-
nected bundle and when checking that envy-freeness up to one outer good is
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fulfilled for each pair of agents. Finding the transitive closure is an extra com-
putation that is not necessary when finding allocations in unconstrained cases
and under conflict constraints.

The program for connectivity constraints was only tested by looking for EF'1
allocations. It would be interesting to see the program extended to have a more
experimental character, like the programs developed for this thesis that look
for graphs with no EF1 allocations under the conflicting items constraint. Such
a program, but under connectivity constraints, could help answer the question
of the existence of EF1 on a path under connectivity constraints. Bilo et al.
proved the existence of EF1 on a path for up to four agents, but the question
remains open for more agents.

6.2 Z3 as an Aid to Try to Solve Four Open
Problems

The open questions used as a backdrop for using Z3 as an aid were concerned
with the existence of allocations of certain fairness criteria under different con-
ditions. Modifying the allocation programs to look for parts of the problem
instance instead, such that no valid allocation exists, was possible.

6.2.1 Searching for Problem Instances Under Conflict Con-
straints That Do Not Admit EF1 Allocations

The findings indicate that the programs that look for problem instances that
do not admit EF1 allocations under conflict constraints may be useful when
attempting to find a full characterization of conflict graphs that guarantee EF1
allocations. When looking at the valuations proposed by the program, trends
in the values were possible to see. The program may therefore help point the
user toward valuation functions that seem promising for further investigation.
However, the run times in the experiments also show that this program is best
suited for small problem instances, thus limiting how much exploration the
program can be used for.

The advantage of specifying different amounts of the problem instance is
that the users do not initially need to have a clear idea of what they are looking
for. For example, they may only specify the number of items and see what the
program produces. After that, inspired by what the program found, they can
restrict the problem instances the program can find. They can, for example,
generate a specific graph with the iGraph package and see whether there are
problem instances with this conflict graph that has no EF1 allocation. If there
are, they can use the generated instances as inspiration when looking for more
general descriptions of such problem instances. This way, the user can work with
the program, and one idea can lead to a problem instance that leads to another
or refined idea. Additionally, the restrictions posed on the problem instance
when exploring do not necessarily have to be limited to the number of agents
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or the whole conflict graph. While not tested for this thesis, the possibility of
posing restrictions on the graph that are vaguer than the whole graph, seems
promising. An example could be that the graph has to be bipartite, as this can
be specified by forcing the adjacency matrix to have smaller zero matrices with
dimensions equal to the number of nodes in each set.

It was not attempted to specify the number of items combined with the
conflict graph and let the program look for the number of agents. It was not
prioritised because the goal was not to let the user specify every possible com-
bination of knowns and unknowns but rather explore what seems to be possible
and what seems challenging to implement. However, as it was possible to create
a program that could look for the number of agents, the valuation functions
and the graph, it should be possible to create a program that looks only for the
number of agents and the valuation functions.

However, creating a program that is only given the number of agents and
has to look for the valuation functions, conflict graph, and the number of items
seems more challenging. It seems more challenging because we no longer have
a result in the field of fair allocation that can restrict the number of variables.
When looking for the number of agents in the context of finding a problem
instance with no EF1 allocation, we know that we can limit the number of
agents by the number of items, as an EF1 allocation will always exist when
there are more agents than items.

This is not to say that it is impossible to create a program that can find a
problem instance that does not admit any EF1 allocation under conflict con-
straints, given only the number of agents. While it may be possible, it may
require a different and less straightforward approach than what the programs in
this thesis used. Z3 does offer ways to formulate formulas less tied to a specific,
bounded number of variables, for example, with uninterpreted functions.

6.2.2 Looking For Counterexamples Of EF1 Being Guar-
anteed When the Conflict Graph is a Path

It was possible to construct a program to get insight into the existence of EF1
when the conflict graph is a path. However, here, like in the programs mentioned
above, the users of the program were restricted to looking for instances where the
number of items was manually chosen. Despite this restriction, it was possible
to answer the question partly. The program could rule out the non-existence of
EF1 allocations when the conflict graph’s components are paths in cases where
the number of items is less than eight and the number of agents is greater than
the maximum degree of the graph.

An improvement of the program would be if it could prove the existence of
(or find a counterexample of ) EF1 allocations subject to conflicting constraints
on a path of any size. While this program generalisation proved difficult when
the conflict graph could be any graph, the task may be more achievable when
we only look at paths. Z3 does support regular expressions, and the restric-
tions used for ensuring that the conflicts on paths are respected can be written
as a regular expression. The regular expression “\"17(01]0)*\"$ accepts the
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strings with the same pattern as what we require each row in the allocation
matrix to have. That is, no consecutive items can be marked as True (or 1), as
that would indicate that the agent gets two items that are in conflict. This reg-
ular expression, combined with other necessary, such as restrictions that would
ensure that no agents are allocated the same item, could be explored to get a
more complete result on the existence of EF1 allocations on a path.

6.2.3 Looking For Counterexamples Of EF1 Being Guar-
anteed Under Conflict Constraints When the Valu-
ations are Binary

When looking at the existence of EF1 under binary valuations and conflict
constraints, the results were similar to those when looking at items on a path.
Given that the program is correctly written and that Z3 gives correct results,
it was shown that EF1 is guaranteed when the values for the items are binary,
the number of items is larger than the maximum degree of the graph and the
number of items is less than or equal to seven .

The result generalises, in part, the same result generalised when looking at
conflict graphs that were paths: EF1 allocations always exist when the conflict
graph consists of disjoint paths, the valuations are binary, and there are more
than two agents. However, the generalisation is now in another direction, where
we allow more graph classes but keep the requirement that the valuations are
binary.

This result has been generalised in this direction before. It has already been
shown by Biswas et al. that the existence is guaranteed when the conflict graph
is an interval graph, which is more general than disjoint-path graphs. However,
while the result found by the program with Z3 is restricted in the number of
items, the result is valid for all types of graphs.

6.2.4 Looking For Counterexamples Of EFX Being Guar-
anteed With Unrestricted Additive Valuations

The program could report that EFX allocations were always possible for problem
instances with six or fewer items.

Here, like with the programs for the other open questions, it would be
favourable not to be restricted by the number of items. In the literature, it
is currently unknown whether EFX allocations exist when the number of agents
is four or more. Therefore, even changing the program in a way where one still
restricted the number of agents, but not the number of items, could significantly
contribute to the field of fair allocation.

To study the question of the existence of EFX for only four agents, one could
make a more restricted version of the program used where one specifies both
the number of agents and the number of items and see how high the number of
items can increase before the runtime exceeds a chosen timeout. Testing this
approach was not prioritised in this thesis, as the main focus was to explore
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how Z3 could be used in the context of fair allocation, not to find a solution to
the existence of EFX. With the program made to explore the existence of EFX,
it has been shown that Z3 can be used to examine the existence of EFX for a
bounded number of items. Whether it is possible for an unbounded number of
items remains an open question.

6.2.5 General Thoughts on Using Z3 to Prove Something

The programs with the SMT-solver Z3 could partly answer open questions using
Z3 by bounding the number of items for which the results were valid. How many
items the results were valid for was limited by how much time was spent running
the programs: when the size of the problem instances tested increases, so does
the time to run the program. More time dedicated to running the programs
and more powerful computers can presumably expand the domain for which the
results are valid.

When writing programs that use Z3 to prove something, the soundness of the
proofs relies on the belief that the program that uses Z3 does not have bugs and
that Z3 produces correct results. While a good test suit can minimise the chance
of the program having bugs, these tests can be hard to write for cases where
one is interested in the existence of allocations of specific fairness measures. For
example, as it is unknown whether problem instances with no EFX allocation
exist, there are no available problem instances to test to verify that the program
can discover such instances. However, to ensure that Z3 produces correct results,
the proof can be reconstructed and verified in the interactive theorem prover
Isabelle/HOL. While not done for this master thesis, Brandl et al. wverified
their result this way when using SMT-solving to prove the incompatibility of
efficiency and strategyproofness in the context of computational social choice
[13].

6.3 Using Z3 for Fair Allocation in General

While it was possible to create programs that can aid the exploration or solving
of all the problems investigated, this does not necessarily mean that all problems
in fair allocation are suitable to explore with Z3 or SMT-solving. We may
have been lucky with the choice of problems. Fairness combined with economic
efficiency is one such problem that has yet to be investigated with Z3; using
valuations that are more general than additive valuations is another.

6.4 Program is Slow for Medium-Size Inputs

We see from the results presented earlier in this chapter, especially when trying
to prove the existence of EF1 on conflict paths and when valuations are binary,
that the runtime of the program increased significantly when the problem in-
stances increased. More specifically, we see that when the problem instances
have more than seven items, significantly larger amounts of time have to be
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invested in finding a result. The case was similar when exploring the existence
of EFX allocations when there were more than six items. As the programs are
not suitable for finding answers for problem instances of any size, it would be
nice to find results for instances that have a size that can be expected in typical
practical situations. The data from the Spliddit app can give us insight into
what may be expected in such a practical situation. To cover a good portion of
the Spliddit cases, a result for instances of 30 items would be adequate. This
estimate comes from the article The Unreasonable Fairness of Maximum Nash
Welfare [5], where they reported that the largest instance on the Spliddit app
was with 10 players and the average ratio between items and agents is approx-
imately 3. To gain insight into paths of "normal” Spliddit length, would mean
cases with up to 30 items (10 players times 3). Given the runtimes reported,
this seems unrealistic to achieve with the programs described in this thesis.
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Chapter 7

Conclusions

This thesis has examined and explored how the SMT-solver Z3 can be used
in the context of fair allocation and how suited Z3 is for this. The following
conclusions are based on the results from the experiments and the experience
gathered from the work:

e 73, and probably other SMT solvers, seems suitable to use in the context of
fair allocation. The expressiveness of SMT makes it possible to formulate
a range of problems related to fair allocation.

e It is possible to use Z3 to find allocations with the fairness criteria EF1,
EFX and MMS in the unconstrained case, under conflict constraints and
under connectivity constraints. However, in the unconstrained case and
under conflict constraints, when comparing the runtimes of the programs
based on Z3 to the runtimes of existing programs based on mixed integer
programming with the Gurobi solver, the programs based on Z3 performed
significantly poorer. Therefore, Z3 will not be recommended to find allo-
cations in cases where an equivalent program can be written using mixed
integer programming.

e It was observed that integrating conflict constraints in an allocation-
finding program does not notably increase the runtime. However, adding
connectivity constraints made the program significantly slower.

e 73 can be a helpful tool to explore ideas and discover patterns in the con-
text of the existence of EF1 allocations under conflict constraints. How-
ever, the runtimes of programs exploring the existence seem to increase
exponentially with the problem size. Therefore, such programs seem best
suited for exploring ideas concerning small problem instances.

e 73 can be used to prove the existence of different allocations when the
number of items is limited. Moreover, Z3 can be useful for finding coun-
terexamples if one is able to provide an estimate of how many items are
used in the counterexample. However, Z3 is best suited for problems with
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a bounded number of variables and can be hard to use to prove results for
arbitrary-sized problem instances.

e For additive valuations, where the values are integer, Z3 was able to es-
tablish that

— EF1 allocations always exist under the conflicting items constraint
when the conflict graph’s components are paths, and the number of
items is less than or equal to seven.

— EF1 allocations always exist under the conflicting items constraint
when the valuations are binary and the number of items is less than
or equal to seven.

— EFX allocations always exist when the number of items is six or less.

It remains to verify the soundness of these results with another tool than
Z3.

7.1 Future work

This thesis is a preliminary exploration of what potential Z3 and other SMT-
solvers has in the field of fair allocation, and more is left to be explored. The
focus of the project has been on the fairness criteria EF1, EFX and MMS in
conjunction with connectivity and conflict constraints when the agents have ad-
ditive valuations. Future work could look into the usability of Z3 with other
constraints, like cardinality and matroid constraints, and less restrictive valua-
tion functions, for example, monotonic valuations. Looking at chores or mixed
resources instead of only positively valued goods could also be a subject of
interest.

Moreover, connectivity constraints could be explored further with a program
similar to the program made to explore conflict graphs. A program for exploring
graphs in the context of connectivity could be a valuable tool when exploring the
open question of characterizing the class of graphs that guarantee EF1 when
there are more than three or more agents [25]. It would also be valuable to
construct a mixed integer program for finding allocations under connectivity
constraints to see if Z3 is also outperformed in this case.

While it proved difficult to model fair allocation problems with an unbounded
number of variables, it is not proof that this is impossible. Looking into how
this could be formulated opens the possibility for Z3 to be more powerful in
the context of fair allocation. If it is possible to formulate such a program, less
restricted answers could be given to the open problems studied in this thesis.

One of the open problems studied was the existence of EF1 when the items
have conflicts that form a path. However, the results found were only valid
for a limited number of items. As mentioned in Section 6.2.2, the restrictions
posed on the allocations for each agent to ensure that they respect the conflict
path can be written as a regular expression. However, the regular expression is
valid for an arbitrarily long string and, thus, valid for an arbitrary number of
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items. It would be interesting to see if one could circumvent the need to limit
the number of items by using regular expressions, which Z3 supports.

Finally, it has only been explored how to formulate problems related to fair
allocation in Z3; the soundness of the results produced by Z3 has not been

verified. This verification could be carried out by reconstructing the proofs
given by Z3 in Isabelle/HOL.
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