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ABSTRACT
The performance of neural networks differ when the only difference
is the seed initializing the pseudo-random number generator that
generates random numbers for their training. In this paper we are
concerned with how random initialization affect the conclusions
that we draw from experiments with neural networks. We run a
high number of repeated experiments using state of the art models
for time-series prediction and image classification to investigate this
statistical phenomenon. Our investigations show that erroneous
conclusions can easily be drawn from such experiments. Based on
these observations we propose several measures that will improve
the robustness and trustworthiness of conclusions inferred from
model comparison studies with small absolute effect sizes.
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1 INTRODUCTION
Conclusions drawn from empirical studies in artificial intelligence
can be affected by many different factors, see [13] for an overview.
Empirical studies involving deep neural networks are especially
exposed to factors related to randomness. Algorithmic factors are
model design choices that introduce stochasticity by design while
implementation factors are introduced by the software used to im-
plement an algorithm and the hardware that the experiments run
on [33, 46]. Different laboratories typically use different hardware
and software stacks, which means that the implementation factors
are varied in inter-laboratory studies where independent research
re-execute code from the experiments originally conducted by some-
one else.

Scientific knowledge is gained through repeated observations
or repeated experiments. Repetition is required to avoid drawing
conclusions based on spurious results, as results of empirical stud-
ies vary for many different reasons. In many domains, the condi-
tions of a study changes every time one repeats an experiment no
matter how careful the procedures are carried out. Hence, proper
methodology in domains seeking to obtain an accurate and precise
estimation of a variable of interest does not consider conclusions
from empirical studies to be robust unless variation is accounted
for. For example, analytical chemistry distinguishes between inter-
and intra-laboratory variation [29] while medicine discriminate
between inter- and intra-observer variation [15]. Studies must ac-
count for variation not only between laboratories and observers
but also within a laboratory and for the same observer in order for
the conclusions drawn from these studies to be considered robust.

One source of variation in neural networks is the initialization of
the weights controlling the signal strength between neurons before
learning starts [11]. All other things equal, the errors on hold-out
data will vary for neural networks trained from random initializa-
tions of their weights, see Figure 1. The cause of this difference in
performance is stochastic gradient descent or one of its variants
that is used to train the neural networks [4]. The loss functions
that are optimized are typically non-convex over the networks’
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Figure 1: The performance of the two models N-BEAT (blue)
and DeepAR (green) on the data-set exchange_rate measured
using MAPE (𝑥-axis). The merits of a model depends on the
random initialization seed, and each blue (green) curve is a
kernel density estimate for MAPE using N-BEAT (DeepAR)
based on 5 random seeds; a total of 1000 curves are shown
per model. Green lines are plotted on the reverse 𝑦-axis to
improve visibility. The two red curves give KDEs based on 100
random seeds. The actual MAPE values for these 100 seeds
for both models are given as semi-transparent circles for
reference. Notice that the variability between the different
KDE plots within one model (different curves of same color)
is comparably larger than the variability between the models
(the two red curves). This indicates that if one wants to draw
conclusions regarding which model is better on this dataset,
the variability due to random initializations will heavily
influence the results, and the validity of the analysis may be
jeopardized if care is not taken. Further details about this
experiment are given in Section 3 and we discuss our findings
in Section 4.

weights, and they are complex with multiple saddle points and (lo-
cal) minima. Therefore, stochastic gradient descent may converge
at different stationary points depending on the hyperparameters of
the optimization function used and the exact initialization of the
weights. Other sources of variation relying on the seed used to ini-
tialize the pseudo-random number generator are the initialization
of the hyperparameter optimization algorithm, stochastic layers
in the neural network, such as Dropout, data shuffling and batch
ordering of data [13].

Random initialization has been exploited by, for example, Wen-
zel et al. [45] to increase the robustness and allow for uncertainty
quantification in deep ensembles [25]. It has also been exploited in
pruning, which is a technique for removing unnecessary weights
from neural networks to identify subnetworks that reach test ac-
curacy comparable to the original network in a similar number of
iterations when trained in isolation [10].

Lately, however, several empirical studies on neural networks
have shown how methodological weaknesses can lead to false con-
clusions being drawn because of variation not being properly ac-
counted for. Reimers and Gurevych [38] analyzed LSTM-networks

for sequence tagging and showed that initialization seeds could
result in statistically significant differences (𝑝 < 10−4) in state-
of-the-art-systems. Melis et al. [27] investigated the evaluation of
neural language models and found that standard LSTM models out-
perform more recent models under the same conditions when they
control for hyperparameters and unlimited computing resources.
Further investigations show that results vary significantly when
they control for non-deterministic ordering of floating-point oper-
ations in linear algebra routines, different initialization seeds and
the validation and tests being finite samples of an infinite popula-
tion. Similarly, Lucic et al. [26] found that none of the algorithms
proposed to improve the original generative adversarial network
performed better when tested under the same conditions, taking
hyper-parameter search and network initialization into account.

Henderson et al. [18] investigated challenges related to repro-
ducing results in deep reinforcement learning. Both random ini-
tialization of the deep neural networks and randomness in the
environment affected the results. Bouthillier et al. [6] showed that
the variation in performance caused by the initialization of deep
neural networks for image classification could lead to false con-
clusions unless properly controlled for in the experimental design.
Zhuang et al. [46] analyzed both algoritmic and implementation fac-
tors and found that model performance on certain parts of the data
distribution is far more sensitive to the introduction of randomness
than the top-line metrics such as top-1 accuracy. They also found
that the cost of ensuring determinism varies dramatically between
neural network architectures and hardware types with overhead
up to 741%. Bouthillier et al. [5] modelled the whole benchmarking
process for neural networks and found noticeable variance in per-
formance caused by data sampling, parameter initialization, and
hyperparameter design. Gundersen et al. [14] found that execut-
ing the exact same experiment while varying the implementation
factors could lead to the wrong conclusions at the 95% confidence
level when classifying handwritten letters from the MNIST dataset
using a simple convolutional neural network.

Hence, artificial intelligence, at the very least deep learning,
does not go clear of the so-called reproducibility crisis [2, 12, 21]
reported in other sciences such as psychology [28, 30] and medicine
[36]. Given the prevalence of deep learning [3], this is a severe
issue for research in artificial intelligence that is recognized by the
community [12, 16, 35].

In this paper, we investigate how initializing pseudo-random
number generators with different seeds affect the conclusions that
can be drawn. We conduct experiments where we vary the initial-
ization seed before conducting experiments on different state-of-
the-art deep neural networks, and we make several observations.
Based on these observations, we suggest remedies to reduce the
chance of drawing erroneous conclusions from empirical studies
involving deep neural networks.

2 ADVERSARIAL MODEL COMPARISON
As prior work, we investigate model comparison; it is a common
methodology in research on artificial intelligence and used in most
scientific articles on deep learning. In model comparison studies,
the relative performance of different models (i.e. network architec-
tures, such as DeepAR or DenseNet) are compared when executed
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5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

ResNet 23.1 10.5 8.0 6.4 5.3 4.6 4.0 3.5 3.0 2.6 2.3 2.0 1.7 1.4 1.2 0.9 0.7 0.5 0.2

MobileNet 13.4 11.3 8.8 6.6 5.3 4.5 3.9 3.4 2.9 2.6 2.2 2.0 1.7 1.4 1.2 0.9 0.7 0.5 0.2

DenseNet 46.4 38.3 16.1 12.8 4.5 3.1 2.5 2.1 1.9 1.7 1.5 1.4 1.3 1.2 1.0 0.9 0.6 0.4 0.2
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Figure 2: The standardized effect size (Cohen’s d) tells how
many standard deviations lie between the two means for the
best performing seed replicates, T𝑛 , and the worst perform-
ing seed replicates, W𝑛 , for the image classification task.
Note the log scale.

on the same tasks under the same conditions. When their absolute
effect size measured using a performance metric is large, distin-
guishing between these models is not a problem. However, when
the performance relies on non-determinism and the absolute effect
size is small (models have similar performance), deciding which
model performs better requires care.

As randomness is such an important tool when training neu-
ral networks, controlling for the variation it introduces becomes
important to understand the results of experiments. When draw-
ing a random value, a pseudorandom number generator (PRNG)
is invoked. The numbers provided by the PRNG are not actually
random. If a specific initialization seed is set, the PRNG will draw
the same sequence of numbers every time, but if an initialization
seed is not set, a default seed, such as current time, will be used and
seemingly random numbers will be provided by the PRNG. Given
the sensitivity of neural networks to randomness, keeping track
of which initialization seeds are used in testing becomes impor-
tant. Deciding to use stochasticity when training neural networks
is a design choice, and therefore an algorithmic factor, while the
selection of which exact seed to use is an implementation factor
[13, 33, 46].

Prior work shows that a single initialization seed is not enough to
draw robust conclusions and indicates that more seeds are needed.
Pham et al. [33] suggests that the testing can stop when the proba-
bility of a model being better than another one is higher than 75%,
meaning that one can end up with not true findings in 25% of tests.
What would it take to give more confident and concrete advice? We
seek to answer the following research question: Given that two
deep learning models being compared have the same performance,
how many different initialization seeds must be tested to decide that
we cannot distinguish between their performances?

We formulate the research question in an adversarial manner.
Let us consider a situation where we want to compare two models,
A and B, that objectively have the same performance, but where an

adversarial agent promotes model A when comparing it to model
B. Whether the adversarial agent is Mother Nature that has setup
such a situation by chance or it is designed by an actor with bad
intentions is not relevant. The reason for formulating the problem
in an adversarial manner is to facilitate an analysis of how we can
increase the probability of reaching a true conclusion about the
performance of deep neural networks in worst case scenarios.

Initialization seed 𝑠 is an element of a set of initialization seeds
S, that is 𝑠 ∈ S. All other things being equal, the performance, 𝑝 ,
of a model,𝑚, that is trained and tested on data, 𝑑 , is a function of
the initialization seed, 𝑠 , that has been used to initialize the model:
𝑝 = 𝑓 (𝑚,𝑑, 𝑠) for some deterministic, yet unknown, function 𝑓 .
Note that the dataset 𝑑 is divided into training, validation and test
sets, so that 𝑝 is achieved on a hold-out set and not trained and
tested on the same data. Given a set of initialization seeds S that
have been used to initialize a model𝑚 that is subsequently trained
and tested on dataset 𝑑 , we achieve a set P of performances, that is
P = {𝑓 (𝑚,𝑑, 𝑠)}𝑠∈S . According to the terminology of Bouthillier
et al. [6] and Vaux et al. [43], a model𝑚 that is initialized using
intialization seed 𝑠 and trained and tested on a dataset 𝑑 is a seed
replicate while a model𝑚 initialized using the set of intialization
seeds S and trained and tested on a dataset 𝑑 is a dataset replicate.

For each dataset replicate, the seed replicates can be sorted on
performance. The subset of 𝑛 top performing seed replicates for
model𝑚 is T𝑛

𝑚 , while the subset of 𝑛 worst performing seed repli-
cates isW𝑛

𝑚 . Now, the bad actor who wants to promote model 𝐴
by comparing it against the baseline model 𝐵 could compare T𝑛

𝐴
against W𝑛

𝐵
. Reimers and Gurevych [38] found that for some mod-

els𝐴 and 𝐵, the performance in a sequence tagging task would differ
significantly at confidence level 𝛼 = 10−3 when comparing T 1

𝐴
with

W1
𝐵
, that is, when comparing the best seed replicate against the

worst seed replicate. In this way, the model that the bad actor wants
to promote can be shown to perform better than the baseline model
at a high confidence level. Given the high confidence level, the
conclusion, although false, would appear to be strongly supported.
It is important to note that they calculated the confidence level
based on the model performance on each test sample in the test
dataset. They did not, however, calculate the confidence level based
on the variation in performance on the whole testset caused by
varying the initialization seeds. The difference is important as it
explains why performance has to be measured on more than one
initialization seed. The question is how many initialization seeds
are required to get a good representation of the actual performance.

3 EXPERIMENTS
As our objective is to analyze the variation of results given different
initialization seeds, we train and test deep neural network models
using 100 different seeds, S = {0, 1, . . . , 99}. Hyper-parameters and
the training setups are identical for each seed replicate. All models
are trained using the same software stack on the same hardware.
Hence, the only variation that is introduced is the initialization
seeds that are used to initialize the PRNGs. We conduct experi-
ments for two different tasks: times-series forecasting and image
classification. The code needed to reproduce our results is available
in a public repository.1

1https://github.com/TronderEnergi/deepts
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5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95

ResNet 1.20 1.05 0.94 0.85 0.77 0.70 0.64 0.58 0.53 0.48 0.43 0.39 0.34 0.30 0.26 0.21 0.17 0.12 0.06

MobileNet 1.66 1.50 1.35 1.21 1.09 1.00 0.90 0.82 0.75 0.68 0.61 0.55 0.49 0.43 0.36 0.30 0.24 0.17 0.09

DenseNet 2.42 2.28 2.15 2.04 1.77 1.54 1.35 1.20 1.08 0.97 0.88 0.80 0.73 0.66 0.59 0.51 0.38 0.25 0.13
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Figure 3: The absolute effect size is the magnitude of the dif-
ference between two groups. Here the two means are for the
best performing seed replicates, T𝑛 , and the worst perform-
ing seed replicates,W𝑛 , for the image classification task.

3.1 Time-series Forecasting
We benchmark five deep learning time-series forecasting models on
four datasets. The forecasting models are DeepAR [40], DeepFactor
[44], DeepState [37], N-BEATS [31] and LSTM [19]. The first four
models are implemented in the popular GluonTS2 library [1], but
as GluonTS did not provide a default implementation of a plain
LSTM, we implemented one on top of it. As our goal was to in-
vestigate how the random seeds used for initialization affects the
performance, and not necessarily to reproduce state of the art per-
formance of the models, we did not spend computational resources
on hyper-parameter search. Instead we relied on the default hyper-
parameters defined by GluonTS whenever possible. All training
was done using GPUs except for DeepState, which we were unable
to run on our GPU setup. As a consequence, the computational
burden of DeepState was decreased by the following changes to the
hyperparameters: the length of the conditioning range was set to
the prediction length and the cardinality of the model was set equal
to the number of unique sequences in the data-set. The supporting
material details the hyperparameters of each model.

The four datasets we examine are electricity [9], exchange_rate
[24], traffic_nips, [8] and solar_nips3, see the supporting material
for a more detailed description of the datasets. MAPE (defined for
a forecasting-period of 𝑇 as 1

𝑇

∑𝑇
𝑡=1 |

𝑦𝑡−�̂�𝑡
𝑦𝑡

|, where 𝑦𝑡 is the actual
value and 𝑦𝑡 is the predicted value at time 𝑡 ) was calculated for
all test data. MAPE was chosen as it is normalized and allows for
comparison between different datasets.

3.2 Image Classification
We benchmark three deep learning image classification models
on one dataset. The image classification models we used were
DenseNet [20], ResNet [17] and MobileNet [41], and the dataset
was CIFAR10 [23]. We used the hyperparameters reported in the

2We used GLuonTS 0.5.0 for the experiments.
3https://www.nrel.gov/grid/solar-power-data.html

Figure 4: A statistical test comparing whether T𝑛 andW𝑛 are
from the same distribution results in statistical significance
for all models and all datasets even with 𝑛 as large as 𝑛 ∼ 80.
The reported 𝑝 values are from a one-sided two-sample t-test.

original papers for DenseNet and ResNet to ensure that we get mod-
els with good performance given limited computation resources.
The hyperparameters for MobileNet were found experimentally
and chosen so that the model size was similar to the other two.
Each seed replicate was trained for 300 epochs and evaluated using
standard accuracy.

4 RESULTS AND DISCUSSION
Average performance: Table 1 and Table 2 show the average
MAPE for the time-series forecasting task and the accuracy for the
image classification task, respectively. Asmentioned above, our goal
is not to achieve state of the art performance for all the models, but
to have a broad spectrum of results to analyze the effect of network
initialization. As can be seen from Table 1, the performance on the
time-series forecasting task vary quite a lot with some of the results
such as electricity and traffic being reasonable given that we use a
different performance metric and longer forecasting horizons than
what is reported in the literature [32]. The results of DenseNet are
comparable (slightly better) than those reported by Huang et al.
[20].

Effect size: Figure 2 shows the standardized effect size4 for the
best performing seed replicates, T𝑛 , with the worst performing
seed replicates, W𝑛 , for the image classification task. Note that
we compare T𝑛 and W𝑛 , both containing seed replicates from the
same model. The accuracy estimated from T𝑛 is optimistic, while
the seed replicates W𝑛 are pessimistic. Cohen’s criteria for large,
medium and small effect sizes are 0.8 or greater, 0.5 and 0.2. When
both groups contain less than 80% of the seed replicas, the effect
size is considered large, meaning that the performance difference
between the models represented by T andW is large. The absolute

4Cohen’s 𝑑 or standardized effect size tells how many standard deviations lie between
two means, expressed as 𝑑 =

𝑥1−𝑥2
𝜏

, where the 𝑥 𝑗 are the means and 𝜏 is the pooled
standard deviation.
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Figure 5: Best vs worst: Trying to prove that LSTMs perform better than DeepAR (left) or vice versa (right). For both experiments
the 𝑛 best seed replicates were from the preferred model were compared to the 𝑛 worst for the baseline. 𝑝-values for the
one-sided t-test are reported. By carefully selecting S we can conclude that LSTMs are better than DeepAR for all datasets
(𝑝 ≤ 10−3), and also that DeepAR is better than LSTM for all datasets except solar. 𝑝-values smaller than 10−10 are set to 10−10 to
make the figures clearer.

electricity exchange_rate traffic_nips solar_nips
LSTM 0.118 ± 0.011 0.030 ± 0.012 0.152 ± 0.008 0.386 ± 0.016
N-BEATS 0.129 ± 0.004 0.020 ± 0.005 0.248 ± 0.012 0.439 ± 0.003
DeepAR 0.102 ± 0.005 0.019 ± 0.014 0.156 ± 0.011 1.112 ± 0.084
DeepFactor 6.215 ± 1.290 10.06 ± 0.191 2.933 ± 0.582 3.589 ± 1.345
DeepState 0.621 ± 0.217 0.013 ± 0.001 1.023 ± 0.310 1.912 ± 0.627

Table 1: Average MAPE score ± one standard deviation for 100 seed replicates for 100 epochs (lowest error in bold).

Figure 6: An adversarial agent trying to prove that DeepAR performs better than LSTM using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: The adversarial can still succeed by cherry-picking the
seeds where the differences between the models are the largest. The 𝑥-axis gives the size of S, while the 𝑦-axis shows whether a
dataset can be extracted to make sure that it will show that the preferred model is indeed better. The results for electricity are
hidden below those from exchange. Results obtained using a t-test. Middle: Instead of opportunistically selecting S, the set of
seeds is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set
S was used for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection
is given on the 𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the middle panel, but now using a
Brunner-Munzel test.

effect size is the magnitude of the difference between two groups.
Figure 3 shows the absolute effect size for the three image classifi-
cation algorithms. The absolute effect size between T 5

𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡
and

W5
𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡

is 2.42% and it is considered extremely large by the
standardized effect size. Additionally, the 99.9 confidence intervals

do not overlap for any of the groups with less than 80 seed replicas,
see Figure 10 in Appendix B. In an adversarial model comparison
study where two groups of seed replicas with very good or bad
seeds are compared – whether it is by chance or by bad actor de-
sign – the study can therefore conclude with high confidence that

41



ACM REP ’23, June 27–29, 2023, Santa Cruz, CA, USA Gundersen et al.

Figure 7: KDE plots: Comparison of KDE based on 5, 10, 15, 20 and 25 seeds sampled from a population of 100 seeds, together
with all 100 seeds for MAPE of DeepAR on Electricity (left) and accuracy of Densnet on CIFAR 10 (right).

CIFAR10
DenseNet 0.931 ± 0.008
ResNet 0.879 ± 0.003
MobileNet 0.851 ± 0.004

Table 2: Image classification accuracy ± one standard devi-
ation for 100 seed replicates for 300 epochs of three DNNs
with comparable number of hyperparameters.

the performance of T 5
𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡

is better than the performance of
W5

𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡
.

We can also see that the degree of variation does not depend
on the performance of the model. DenseNet has by far the best
performance, refer to Table 2, but it also varies the most. MobileNet
has the worst average performance, but the absolute effect size
varies more than for ResNet. The results for the time-series models
are similar and can be found in the supplementary materials.

Selecting random seeds freely: Figure 4 shows the effect of
the "best vs. worst" on the time-series forecasting task. See Figure 9
in the appendix for the same scenario on the image classification
task. We compare the best 𝑛 seed replicates with the worst 𝑛 seed
replicates out of 100; all from the same dataset using the samemodel.
The 𝑥-axis gives 𝑛, the 𝑦-axis gives the 𝑝-value of the hypothesis
test 𝐻0: The two sequences have the same mean vs. 𝐻1: They do not.
We used a two-sided t-test, and the dashed line gives the line for
𝛼 = 10−3. As can be seen, even with more than 𝑛 = 80 of the 100
seeds represented in each group, the test will with high significance
say the means are different. This establishes that seed variation
is important, and that one by cherry-picking seeds can get very
significant results of effects that are not really there. Hence, the
search space is so difficult in all these runs that initialization will
have a significant effect on performance.

Figure 5 shows the effect of the "Best vs. worst" setup when
comparing the two models LSTM and DeepAR on the same dataset:
We compare the best 𝑛 examples out of 100 seed replicates from

LSTM to the worst 𝑛 seed replicates of DeepAR (left) or vice versa
(right). The 𝑥-axis gives 𝑛, the number of seed selected in S, 𝑦-axis
gives the 𝑝-value of the hypothesis test 𝐻0: The two sequences have
the same mean vs. 𝐻1: The LSTM is better (left) / DeepAR is better
(right). In this scenario, the adversarial agent seeks to prove that
one model is better than the other, and use a one-sided t-test to
validate the difference. The line indicates 𝛼 = 10−3. The results are
as expected from Table 1: DeepAR is clearly better than LSTMs on
electricity and exchange_rate, yet the adversarial will be able to
conclude otherwise in some instances (for carefully selected S of
specific values of 𝑛). The difference between the two is smaller for
traffic, yet with LSTMs appearing slightly better. LSTMs are clearly
better than DeepAR on solar, and the adversarial agent is unable to
provide results showing otherwise.
Observation 1: Selecting random seeds freely when comparing
models can lead to untrustworthy results.
Models compared using same set of seeds: From the results

above it seems clear that one should not be allowed to cherry-pick
the seeds separately for each model. A slightly more restricted
approach is to say there should be the same set of seeds S used
for both models that are to be compared. The left part of Figure 6
shows the results when we initially have a pool of 100 seeds out of
which we have selected a subset of size 𝑛, and let this subset play
the role of S. As long as no constraints are put on S, meaning that
as long as the same set of seeds is used for both models we are free
to choose exactly what seeds to include, an adversarial agent can
then of course optimize which seeds to use. This is done simply by
choosing those seeds where the two models’ performances differ
the most in the preferred direction. In Figure 6 (left) the aim is to
show (using a one-sided t-test, rejection-level 𝛼 = 10−3) that the
mean performance of DeepAR is better than that of LSTM. The
𝑥-axis gives the size of S, the 𝑦-axis show if the test is significant
(𝑦 = 1) or not (𝑦 = 0). As can be seen, the adversarial agent can
easily promote DeepAR for the datasets exchange and electricity
(the latter curve hidden below the former), and also for some 𝑛
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devise a test to indicate that DeepAR is indeed the better also on
traffic.
Observation 2: Enforcing the same set of seeds to be used for
all models when comparing them is not enough to ensure a fair
comparison.
Using a predefined set of seeds: Finally, one way to constrain

the adversarial agent further is to not only force both models to be
evaluated using the same set of seeds, but also to define what that
set of seeds should be used, e.g., {0, 1, . . . , 𝑛−1}. This is investigated
in the middle panel of Figure 6. Here we choose a random seed set
of size 𝑛 (𝑛 given on the 𝑥-axis) and report on the𝑦-axis the fraction
of experiments out of 10.000 repetitions where DeepAR is found to
be better than LSTM (again using a one-sided t-test with 𝛼 = 10−3).
This approach prevents the adversarial from promoting DeepAR as
better on exchange. We can also see that we for instance choose
𝑛 = 20, the probability that a fixed S will reveal that DeepAR is
better on electricity is very close to 1.0 and about 0.4 for exchange.
Results comparing other models are given in the appendix.
Observation 3: Prescribing exactly which initialization seeds to
use when comparing models will increase the difficulty and cost for
an adversarial agent to influence the results.
Using the t-test: The analysis so far has been based on t-tests,

meaning that we had to (implicitly) assume that each data sample is
from a Gaussian distribution. However, this assumption is not met
in our data. (Qualitative evidence for this claim based on KDE plots
can be found in the appendix, see Figure 11-12). We examine this
further in the right panel of Figure 6. The setup is identical to the
middle panel of the same figure, but we have now exchanged the
t-test for a Brunner-Munzel test [7]. The test strength, i.e., the ability
to expose two models as providing different results when they in
fact are, is particularly eye-catching: notice how the strength is
improved by changing to a non-parametric test for both electricity
and exchange-rate.
Observation 4: A non-parametric test like the Brunner-Munzel
test should be used when comparing models, because the often-
considered t-test is vulnerable to outliers.
Number of seeds to use: In order to identify the number of

seeds that must be tested to decide that we cannot distinguish
between two models, we sample 𝑛 seed replicates from the dataset
replicates and test whether they come from distributions with the
same mean using the Brunner-Munzel test. See Figure 8 for details.
The figure shows that the fraction of rejection crosses the dashed
line (𝛼 = 0.001) for all time-series forecasting models when 𝑛 = 25,
and thus indicates the number of seeds that must be tested for the
test to be trusted. Figure 13, found in the appendix, shows that
𝑛 = 10 for 𝛼 = 0.05. The results from the image classification
task supports this finding. These can be seen in Figure 14, also in
the appendix. Qualitative support for this finding can be found in
Figure 7. The figure shows kernel density estimation (KDE) plots
over the performance when varying the number of seed replicates.
The KDE plots were selected subjectively to show the diversity of
the results. Both five and ten seeds can be very misleading while 25
gives a better approximation of the actual distribution. We mean
that the additional plots provided in the appendix, Figures 11 and
12, clearly show how superior to KDE plots are to illustrate the

Figure 8: We repeatedly sample two independent sets of seed
candidates of the same size learned from using the same
model on the same dataset, then test if the two samples come
from distributions with the same mean using a two-sided
Brunner-Munzel test. The 𝑥-axis gives the number of seed
candidates in each sample, the 𝑦-axis the fraction (out of
10.000 repetitions), where the two sets were found to be sig-
nificantly different (𝛼 = 10−3); note the log-scale. The dashed
line at 𝑝 = 𝛼 = 10−3 indicates the rejection level, and thus the
fraction of rejections we theoretically expect.

variation in performance caused initialization seeds when compared
to tables with confidence interval and error bars in bar charts.
Observation 5: Even when using a predefined set of seeds and a
non-parametric hypothesis test like Brunner-Munzel (𝛼 = 10−3),
more than 𝑛 = 25 seeds are needed for the test to reliably conclude
that two indistinguishable models are indeed performing on an
equal footing.

5 CONCLUSIONS AND RECOMMENDATIONS
Our experiments support the claims made in prior works that one
must be careful when drawing conclusions based on model com-
parison experiments in deep learning.

As pointed out by Ioannidis [22], the smaller the effect sizes are,
the less likely the research findings are to be correct. This holds
true for model comparison studies as well. Our study shows that
conclusions can easily be forced by a bad actor when the difference
in performances are small. We show that the gap between the best
and worst performing seed replicates can be more than 2% even
for well-performing models and for five seed replicates. This tells
us that we should not fully trust results when the effect sizes are
small – unless variation caused by random initialization is given
proper treatment.

Furthermore, our results clearly indicate that initialization seeds
should not be selected freely in model comparison studies. This is
also in line with the observations by Ioannidis [22], who states that
the greater the flexibility in design and analytical modes (i.e. hyper-
parameter settings) are, the less likely are the research findings to
be true. We found that it is not enough just to restrict the models to
be compared using the same set of seeds; the set of seeds should be
pre-defined. This increases the effort required to force false results.
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Finally, we showed how reporting sensitivity to variation could
be improved by visualizing the variation in performance using KDE
plots. We find that such plots provide more information of how
sensitive a result is to variation. Both compared to only reporting
variation by mean performance and variance numerically, which
is most commonly the case for model comparison studies, but also
when error bars are used, as suggested by Pineau [34].

Based on our observations, the following should be done to reach
robust and trustworthy conclusions for model comparison studies
involving neural networks and randomness:

(1) use a predefined set of seeds {0, 1, . . . 𝑛 − 1},
(2) test with a non-parametric hypothesis test like the Brunner-

Munzel,
(3) use KDE plots to visualize the variation in performance

caused by initialization seeds,
(4) evaluate more than 𝑛 = 25 seeds for confirmation studies

(testing with 𝛼 = 10−3) when effect sizes are small (less than
2.5%).

Item number 4 above is the answer to our research question.
However, following these recommendations will not solve all prob-
lems. For example, fixing the set of seeds will potentially bias the
models in random ways, as the performance of a seed replicate is
a function of the optimization algorithm, dataset, and model [10].
Also, there is a trade-off between computational resources and the
reliability of results, as mentioned by Melis et al. [27]. To reduce
the computational demand, using 𝑛 = 10 and testing at 𝛼 = .05
will reduce the probability of false findings compared to using even
smaller values of 𝑛, albeit reduce the strength of the claims when
they cannot be made more robust. However, for many deep learning
studies, it is practically impossible for most labs to run even 𝑛 = 10
experiments only to increase reliability of the findings. Thus, we
avoid making hard recommendations for the number of random
seeds that should be used for studies. It is still important to properly
understand how sensitive the performance of neural networks is
to random initialization. Typically, in order for papers proposing
new deep learning algorithms to be accepted at top AI conferences,
clear wins when compared to state-of-the-art baselines are required
[42]. As our investigation shows, statistically significant "wins" do
not necessarily lead to true conclusions. Hence, we should avoid
requiring clear wins for a paper to be publishable. New ideas should
be accepted based on other properties as well, such as efficiency,
explainability, robustness, reliability and so on. Also when clear
wins are declared, whether randomness could affect the results
should be discussed.

One could argue that focusing only on initialization seeds is a
limitation of this work. The sources of variation are many, and
their impact on performance is significant. It is no use in removing
just one of them [46] and adding more sources of variation to an
imperfect estimator approaches the ideal estimator faster and better
[5]. However, we argue that a proper understanding of initialization
seeds has clear advantages over the other implementation factors.
This is because experiments in most academic settings are mostly
conducted in the same laboratory using the same software stack and
hardware platform and using one implementation of all baselines.
Controlling for all implementation factors requires a huge effort,

so it is practically impossible for most research groups. Evaluat-
ing intialization seeds requires less effort while providing insights
into the sensitivity of the algorithms to variation. Hence, it is a
reasonable proxy, at least for exploratory studies, which entails
most empirical studies of deep learning. Confirmatory studies re-
quire more care, but fewer such studies will be conducted precisely
because of the computational costs.
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A APPENDIX A: EXPERIMENT SETUP
This section contains more details on models and datasets used in
the forecasting and image classification tasks.

A.1 Forecasting models
The models were trained for 100 epochs on a GPU (except for
DeepState which we had to train on the CPU).

DeepAR [40] is a probabilistic model utilizing a single autore-
gressive LSTM for all timeseries in a data-set. The output of the
LSTM is fed through two different dense layers, outputting the
mean and variance of a Gaussian distribution. When producing
predictions, the history of the timeseries is fed into the model, a
sample is then drawn from the produced distribution and then fed
back into the model to produce the next prediction. DeepAR in
GluonTS uses a student-T distribution instead of a Gaussian.

DeepFactor [44] consists of a deep global model and a local
model. The global model encodes timeseries into𝐾deepfactor global
factors using an LSTM, that are then combined through a linear
combination to produce the "fixed effect" of the model. The local
model provides the "random effect" to the model and can be any
classical probabilistic method for timeseries forecasting. The fixed
and random effects are then combined, through a freely defined
function, to parameterize the sampling distribution. In GluonTS this
model is implemented with one global LSTM producing the mean
of the distribution, while one local LSTM producing the variance.
These two LSTM models have different architectures and receive
different inputs. This is similar to the DF-RNN proposed in the
paper.

DeepState [37] is a probabilistic model using an LSTM to pro-
duce time-varying parameters of a state-space model. More specifi-
cally, the LSTM receives the covariates of the timeseries as input
and produces the state space parameters. Predictions are produced
by using the posterior of the latent state, together with the transi-
tion equation and observation model of the state-space model. New
parameters for the state-space model is computed by continuing to
unroll the LSTM, which can then be used to sample a prediction
for the next time step.

N-BEATS [31] is a pure deep learning model for time series fore-
casting producing point forecasts. The model consists of a number
of stacks, and the final forecast of the model is produced by taking
the sum of each stack forecast. Each stack is made up of several
blocks which has two outputs: "back-cast" (the estimate of the input
to the block) and "forecast". In each stack, the back-cast of block
𝑁 will be subtracted from the input to block 𝑁 + 1. This allows
subsequent blocks to focus on the part of the signal that has not
been learned by the previous blocks. The forecasts from a single
stack is the sum of the stack’s internal blocks. we used a single
module of NBEAT and not the ensemble. The reason is that the
ensemble implementation crashed.

LSTM [19] is a recurrent architecture. The LSTM has encoder-
decoder architecture with 2 layers, 40 nodes and we set the dropout
to 0.1. The input features are the same as the DeepAR model.

A.2 Image classification models
In order to select image classification models, we chose models
with close to state-of-the-art performance along with having a

small number of learnable parameters, so that we are able to train
100 seed replicates for 300 epochs.

ResNet [17] makes use of residual learning framework which
allows to train considerably deeper networks. Authors show that
this approach is also easier to optimize since it alleviates vanish-
ing gradients. For our experiments, we used the hyperparameters
mentioned in the paper for the variation ResNet110. This model
has 1.7M learnable parameters

DenseNet [20] pushes the idea of short connections further and
connects each layer to every other proceeding layer. Due to the
dense connection, DenseNet requires less computation and fewer
parameters to achieve high accuracy. We used the same hyperpa-
rameters as mentioned in the original paper and chose the model
with growth rate of 12 and depth of 40 which has approximately 1
million learnable parameters.

MobileNetV2 [41] is a mobile architecture which is based on
inverted residual structure and made use of lightweight depthwise
convolutions in the intermediate expansion layers and removed
non-linearities in the narrow layers. Due to small network size and
low complexity cost, this network is suitable for mobile devices. We
use an architecture similar to what is implemented in Tensorflow
library which has 2.2M parameters.

A.3 Forecasting Data
For Electricity and Exchange Rate, we use the same pre-processing
as in [24] while PEMS-SF Data Set and Solar Power were pre-
processed as in [39]. These datasets corresponds to the electricity,
exchange rate, traffic_nips and solar_nips data-sets provided as part
of GluonTS.

Electricity [9] is the electricity consumption of 370 measuring
points, sampled every 15 minutes.

Exchange Rate [24] is the daily exchange rate between USD
and eight different currencies including Australia, British, Canada,
Switzerland, China, Japan, New Zealand and Singapore from 1990
to 2016.

PEMS-SF [8] is the hourly occupancy rate, measured as a number
between 0 and 1, of 963 car lanes in San Francisco bay area freeways.
The measurements cover the period from Jan. 1st 2008 to Mar. 30th
2009 and are sampled every 10 minutes.

Solar Power5 captues the solar power production of 137 plants
in Alabama in 2016, sampled every 10 minutes and provided by the
National Renewable Energy Laboratory.

A.4 Image Classification Data
CIFAR10 [23] is an image classification dataset with 10 classes and
6000 colored images per class. It has 50000 training and 10000 test
images. This dataset is labeled subset of the 80 million tiny images.
In our experiments, no data augmentation were done as we wanted
to reduce the sources of variation.

A.5 Experiment Setup: Time-series Forecasting
Hardware

GPU: NVIDIA Tesla K80
CPU: Intel(R) Xeon(R) CPU E5-2690 v3 @ 2.60GHz
Cores: 6

5From: https://www.nrel.gov/grid/solar-power-data.html.
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RAM: 65 GiB
Software

OS: Ubuntu 18.04.4 LTS
Python: 3.7.7
Python packages:

• GluonTS 0.5.0
• Keras-Preprocessing 1.1.2
• matplotlib 3.2.2
• mxnet-cu101 1.6.0
• numpy 1.18.5
• pandas 1.0.5
• scipy 1.4.1
• tensorflow 2.3.0

A.6 Experiment Setup: Image Classification
Hardware

GPU: NVIDIA Tesla V100-PCIE-32GB
CPU: Intel(R) Xeon(R) Gold 6240 CPU @ 2.60GHz
Cores: 8
RAM: 65 GiB

Software
OS: Ubuntu 18.04.5 LTS
Docker Image: ray-ml:1.3.0-gpu
Additional Python packages:

• tensorflow-datasets 4.4.0

A.7 Experiment Setup: Hyperparameters

DeepAR
Number of layers: 2
Number of cells: 40
Dropout: 0.1
Number of parallel sample: 100
Output distribution: StudentT

DeepState
Number of layers: 2
Number of cells: 40
Dropout: 0.1
Number of parallel sample: 100
Number of periods to train: 4

DeepFactor
Number of factors: 10
Number of layer global: 1
Number of layer local: 1
Number of hidden global: 50
Number of hidden local: 5
Number of parallel sample: 100
Embedding dimension: 10
Output distribution: StudentT

N-BEATS
Number of stacks: 30
Expansion coefficient lengths: 32
Stack type: Generic
Sharing weights between stacks: False
Number of block layers: 4
Number of blocks: 1
Width: 512

LSTM
Number of layers: 2
Number of cells: 40
Dropout: 0.1

DenseNet
Depth: 40
Number of dense blocks: 3
Growth rate: 12
Number of filters: 16
Weight decay: 1E-4
Dropout: 0.2
Batch size: 64
Learning rate:

• Epochs 0 to 150: 0.1
• Epochs 150 to 225: 0.01
• Epochs 225 to 300: 0.001

ResNet
Version: ResNet110
Dropout: 0
L2 regularization: 1E-6
Batch size: 128
Learning rate:

• Iterations 0 to 400: 0.01
• Iterations 400 to 32000: 0.1
• Iterations 32000 to 48000: 0.01
• From iterations 48000: 0.001

MobileNetV2
Alpha: 1
Depth multiplier: 1
Batch size: 128
Dropout: 0.25
Number of bottlenecks: 7
Momentum: 0.9
Learning rate:

• Epochs 0 to 5: 2E-2
• Epochs 5 to 50: 1E-2
• Epochs 50 to 100: 8E-3
• Epochs 100 to 150: 4E-3
• Epochs 150 to 200: 2E-3
• Epochs 200 to 300: 1E-3
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B APPENDIX B: ADDITIONAL RESULTS

Figure 9: A statistical test comparing whether 𝐵𝑛 and𝑊 𝑛 are from the same distribution results in statistical significance for all
models and all datasets even with 𝑛 as large as 𝑛 ∼ 80. The reported 𝑝 values are from a one-sided two-sample t-test.
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Figure 10: The gap between the confidence intervals (99.9% level) of 𝐵𝑛 and𝑊𝑛 for all time-series forecasting models. This
figure shows the gap, 𝐺𝑛 , between the 99.9% confidence intervals (CI) of the true accuracy estimated from the best performing
seed replicates, 𝐵𝑛 , when compared to the worst performing seed replicates,𝑊 𝑛 , for the image classification task. Note that we
compare 𝐵𝑛 and𝑊 𝑛 who are seed replicates of the same model. In this way we compare models that we know have the same
performance (as they are the same model).
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Figure 11: KDE plot of the MAPE scores for all 100 seed replicates shown for all five models and all four datasets.

Figure 12: KDE plot of the accuracy of DenseNet, MobileNet and ResNet on image classification task on CIFAR10.
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Figure 13: Time-series forecasting: We repeatedly sample two independent sets of seed candidates of the same size learned from
using the same model on the same dataset, then test if the two samples come from distributions with the same mean using a
two-sided Brunner-Munzel test. The 𝑥-axis gives the number of seed candidates in each sample, the 𝑦-axis the fraction (out of
10.000 repetitions), where the two sets were found to be significantly different. The dashed line indicates the rejection level, and
thus the fraction of rejections we theoretically expect. Left: Rejection level 𝑝 = 𝛼 = 0.05. Right: Rejection level 𝑝 = 𝛼 = 10−3.
Note the log-scale.

Figure 14: Image classification: We repeatedly sample two independent sets of seed candidates of the same size learned from
using the same model on the same dataset, then test if the two samples come from distributions with the same mean using a
two-sided Brunner-Munzel test. The 𝑥-axis gives the number of seed candidates in each sample, the 𝑦-axis the fraction (out of
10.000 repetitions), where the two sets were found to be significantly different. The dashed line indicates the rejection level, and
thus the fraction of rejections we theoretically expect. Left: Rejection level 𝑝 = 𝛼 = 0.05. Right: Rejection level 𝑝 = 𝛼 = 10−3.
Note the log-scale.
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Figure 15: An adversarial trying to prove that DeepAR performs better than DeepFactor using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 16: An adversarial trying to prove that DeepAR performs better than DeepState using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 17: An adversarial trying to prove that DeepAR performs better than N-BEATS using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 18: An adversarial trying to prove that DeepFactor performs better than DeepAR using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 19: An adversarial trying to prove that DeepFactor performs better than DeepState using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 20: An adversarial trying to prove that DeepFactor performs better than LSTM using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 21: An adversarial trying to prove that DeepFactor performs better than N-BEATS using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 22: An adversarial trying to prove that DeepState performs better than DeepAR using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 23: An adversarial trying to prove that DeepState performs better than DeepFactor using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 24: An adversarial trying to prove that DeepState performs better than LSTM using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 25: An adversarial trying to prove that DeepState performs better than N-BEATS using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 26: An adversarial trying to prove that LSTM performs better than DeepAR using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 27: An adversarial trying to prove that LSTM performs better than DeepFactor using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 28: An adversarial trying to prove that LSTM performs better than DeepState using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 29: An adversarial trying to prove that LSTM performs better than N-BEATS using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 30: An adversarial trying to prove that N-BEATS performs better than DeepAR using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 31: An adversarial trying to prove that N-BEATS performs better than DeepFactor using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.

Figure 32: An adversarial trying to prove that N-BEATS performs better than DeepState using a one-sided test (𝛼 = 10−3). The
same seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds
is a sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used
for both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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Figure 33: An adversarial trying to prove that N-BEATS performs better than LSTM using a one-sided test (𝛼 = 10−3). The same
seeds are used for both the preferred model and the baseline. Left: Instead of opportunistically selecting S, the set of seeds is a
sample of size 𝑛 sampled without replacement from the possible seeds {0, . . . , 99}, and ensuring that the same set S was used for
both models. The sampling of S was repeated 10.000 times, and the fraction of samples that lead to rejection is given on the
𝑦-axis. Results obtained using a t-test. Right: Exactly the same setup as in the left panel, but now using a Brunner-Munzel test.
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