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Abstract

Data transfer and memory usage can have a significant impact on power consumption in com-

puting systems. Inefficient data transfer mechanisms or excessive data transfer operations can

result in higher power consumption. Data transfer and memory are also interconnected, with

efficient data transfer often relying on sufficient memory to temporarily store data during trans-

fer. Optimizing both data transfer and memory performance is essential for maximizing the

overall performance and usability of a computer system. Direct Memory Access(DMA) con-

trollers play a crucial role in chip performance. The DMA controller is used to transfer the data

blocks between memory locations and external devices without interrupting the execution flow

of the CPU. DMA is used to increase the overall system performance by reducing the load on the

CPU. The DMA controller performs bus transactions with low power consumption compared to

bus transactions performed by the microcontroller.

This thesis presents power optimization techniques for DMA controllers and information re-

garding the power consumption and energy consumption of DMA controllers with different

buffer widths. The simulation waveforms for the DMA controller with different buffer widths

are provided. The existing DMA controller is modified to incorporate the identified power opti-

mization techniques. The power consumption and energy consumption values for the existing

and modified DMA controllers are measured. The power consumption of a DMA controller in-

creases when the buffer width increases due to the amount of data transferred in each cycle. The

power consumption values table is presented with power consumption values of high and low

activities at different time intervals. Compared to the existing DMA controller, results show a

reduction of energy consumption by 37% and 60% for 16-bit and 32-bit DMA controllers. When

the buffer width of a DMA controller is doubled the energy consumption reduces due to less

number of bus transfers for data transmission.
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Chapter 1

Introduction

1.1 Motivation

The growth of digital electronics and integrated circuits has led to the development of smarter,

more complex, and power-efficient devices [1]. One of the crucial parameters in hardware de-

velopment is reducing power consumption. Reducing power consumption has advantages in

terms of improving the time to charge the battery, which is especially important for the Internet

of Things (IoT), where battery life is critical[3].

Initially, DMA controllers were used to transferring data between memory and peripherals, and

it was observed that DMA presents potential benefits in power consumption in low-energy Blue-

tooth devices. The inclusion of a Direct Memory Access (DMA) controller in IoT devices has

brought about substantial benefits, including enhanced power usage, performance, and CPU

bandwidth [4]. By enabling more efficient data transfer between devices, DMA reduces the

CPU’s workload, allowing it to concentrate on other tasks. As a result, data processing is faster

and more effective, and energy consumption is reduced, which is crucial for IoT devices pow-

ered by batteries. All in all, the integration of DMA in IoT devices has enhanced their function-

ality and increased their energy efficiency.

DMA requires less power to transmit data compared to the microcontroller because it reduces

the CPU workload, and enables faster data transfer. Low energy consumption in Bluetooth Low

Energy (BLE) applications is an essential requirement for applications that use a significant

number of BLE devices, such as smart home sensor systems [5]. The analysis of power ben-

efits from using DMA shows that it can significantly improve power efficiency and extend the

battery life of devices while improving their performance.

1
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1.2 Objectives, limitations, and research methodologies

In this thesis, the focus will be on power optimization techniques for the existing DMA Con-

troller. Power optimization in DMA controllers can provide significant benefits in terms of over-

all system performance. The optimizations for the DMA controller can be performed in memory

architecture, bus architecture, and software, based on end-user requirements. This thesis will

investigate the power consumption values of an existing DMA controller, as well as the power

consumption values of an optimized DMA controller.

The objectives of this thesis are:

• To understand and measure power consumption values for the existing DMA Controller.

• To investigate how can the existing DMA be optimized for power consumption.

• To adopt the best power optimization technique for the existing DMA controller from the

identified optimization techniques in the specialization project.

• To analyze and implement the optimization technique identified in the existing DMA con-

troller.

• To measure power consumption values for the optimized DMA Controller.

This work will explore power estimations in Spyglass, which is an early analysis design tool. The

aim is to provide a comparison table for the power consumption values with respect to the ex-

isting DMA controller, as well as the optimized DMA controller. The simulations are performed

using Questa sim.

The research methodology of this thesis is:

• To investigate Nordic DMA based on the results from the specialization project, and per-

form experiments on the existing DMA controller.

• To perform optimizations based on the results from the specialization project.

• To perform power estimation at various design phases, such as Register Transfer Level(RTL),

and estimate power consumption after Netlist Simulation. Power estimation at the RTL

level provides good design tradeoffs in the initial design phase. The power optimizations

in this thesis are performed at the RTL level.

• The analysis of power consumption results is performed to check if the existing DMA con-

troller has the lowest power consumption values possible, or if the optimized DMA con-

troller can provide a significant benefit in terms of power consumption and energy con-

sumption compared to the existing DMA controller.
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The identified power optimization techniques for the DMA Controller are based on application

requirements, which is a limitation when choosing the optimization technique for the existing

DMA controller in low-energy Bluetooth devices.

This thesis specifically focuses on Nordic DMA. The focus of optimization techniques is limited

to the techniques identified in the specialization project. Another limitation is that the simula-

tion is carried out at a high level. This thesis report provides information regarding identified

power optimization techniques, as well as the analysis behind the implemented optimization

technique.

1.3 Main contributions

The main contributions of this thesis are:

• Analysis of the identified modification techniques from the specialization project is per-

formed to choose the best modification technique for the existing DMA controller.

• The power consumption values of the existing DMA controller are measured, with differ-

ent scenarios.

• The identified modification technique is implemented in the existing DMA controller. The

power consumption values of the optimized DMA controller are measured.

• The power consumption values are measured at different simulation phases by defining

activity files for both the existing and optimized DMA controllers.

• Analysis of the power estimation values is performed for both the existing and optimized

DMA controllers.

• The energy consumption values for existing and optimized DMA controllers are mea-

sured.

• A comparison table of power consumption values is provided for different scenarios at

different time intervals.

• The results show a reduction of energy consumption by 37% and 60% for 16-bit and 32-bit

DMA controllers compared to the existing DMA controller
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1.4 Report structure

The rest of the report is structured as follows:

Chapter 2 - Theory

This chapter presents relevant background theory on DMA Controller as well as RTL power es-

timation..

Chapter 3 - Previous work and tools

This chapter contains information regarding previous work and the tools used for simulation

and estimating the power.

Chapter 4 - Methodology

This chapter describes the existing methods and applied modifications.

Chapter 5 - Results and Discussions

This chapter provides the obtained results and a discussion of the results.

Chapter 6 - Conclusion and Future work

This chapter summarizes the results of the project and describes the future work that can be

performed.
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Abbreviations

DMAC - Direct Memory Access Controller

IoT - Internet of Things

CPU - Central Processing Unit

PAR - Peripheral Access Register

PPI - Programmable Peripheral Interconnect

SVI - System Verilog Interface

DCP - DMA Channel Peripheral

PCGC - Power & Clock Gating Control

AMBA - Advanced Micro-controller Bus Architecture

SoC - System on Chip

RTL - Register-Transfer Level

FSDB - Fast Signal Data Base

VCD - Value Changed Dump

SAIF - Switching Activity Interchange Format

SDC - Synopsys Design Constraint

UPF - Unified Power Format

M2P - Memory to Peripheral

RFFs - Retention Flip-flops

GUI - Graphical User Interface



Chapter 2

Theory

This chapter explores the required theory regarding the DMA controller and power estimations.

2.1 Direct memory access controller

A DMA controller is a hardware device that allows data to be transferred between devices in a

computer system without involving the CPU (Central Processing Unit)[1]. In large computing

systems, the DMA controller is responsible for managing data transfers between devices such

as the hard disk drive, network interface card, or graphics card and the computer’s memory,

without the intervention of the CPU. When devices need to transfer or receive data from or to

memory, the device sends a DMA Request signal to access the DMA Controller[1]. After receiving

the DMA Ack signal from the DMA controller, devices transfer or receive the data from or to

memory. This is the basic working principle of a DMA Controller, as shown in Figure 2.1.

In the present world, we can experience more advanced and complex DMA controllers based

on the type of application. The DMA controller is introduced in System on Chip(SoC) for trans-

ferring data between memory and input/output peripherals without disturbing the execution

flow of the central processing unit[6]. Data transfer in the DMA controller can be performed

from memory to memory, memory to peripheral, peripheral to memory, and peripheral to pe-

ripheral. The introduction of the DMA Controller in SoC achieved significant benefits in terms

of high-speed data transfer and the volume of data[7].

A typical example of the operation of a DMA Controller during Data transfer is as follows: the

DMA controller sends the Bus Request signal to the CPU, and then the CPU completes the op-

eration it is performing and sends the Bus Grant signal to the DMA Controller [1]. The DMA

controller then takes over the system buses and performs the data transfer operation. When the

data transfer operation is completed, the DMA Controller Interrupts the signal to the CPU, no-

6
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Figure 2.1: The Architecture of DMA Controller in Embedded Application (adopted from [1])

tifying it that the data transfer operation is completed, and then the CPU takes over the system

bus. This is one way of doing data transfer operations with the DMA controller.

The architecture of the DMA Controller varies based on the application requirements. The DMA

Controller for Embedded Applications often operates on the Advanced Microcontroller Bus Ar-

chitecture specifications(AMBA). An AMBA-based DMA controller has significant benefits in

terms of high speed and transferring a high volume of data[1]. There is a significant improve-

ment in the performance of the DMA controller when it works with the bus architecture. Apart

from the various buses for DMA operation, Advanced Microcontroller Bus Architecture (AMBA)

is a specific bus architecture for embedded products in SoC. AMBA is used for connecting var-

ious functional blocks in SoC and also provides support to various controllers, processors, and

peripherals [8]. Two buses are defined with AMBA specifications: Advanced High-Performance

Bus (AHB) and Advanced Peripheral Bus (APB). AMBA is widely used in Application-Specific

Integrated Circuits (ASIC) and SoC-based portable devices [8].

The DMA controller can be decentralized, which is the DMA controller is not located on a cen-

tralized bus or system but instead is distributed across the peripherals[9]. The decentralized

DMA controller reduces network congestion by allowing data to be transferred directly between

the peripheral and the bus without passing through a centralized system. Decentralized DMA

can reduce the need for data to be processed by the CPU, which reduces power consumption.

More details of decentralized DMA controller are presented in Chapter 3.4.
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The DMA controller can be centralized, meaning a single DMA controller manages data trans-

fers between multiple devices and the system memory. Systems that require memory access

from multiple devices, like multi-channel audio and video systems, frequently use centralized

DMA[10]. The DMA controller in this architecture arbitrates the memory access requests com-

ing from various devices and schedules the data transfers to make sure data transfers are exe-

cuted efficiently. The benefit of centralized DMA is that it provides a single point of control for

data transfers, which is useful to simplify the overall system design and reduce the conflicts as-

sociated with managing multiple DMA channels. Centralized DMA can improve the efficiency

of data transfers by reducing the use of system resources and minimizing conflicts between dif-

ferent devices.

2.2 Power Consumption

The power consumption in digital circuits can be categorized into static power and dynamic

power. Static power is also known as leakage power, and dynamic power can also be called

switching power. The low-power design aims to reduce overall dynamic and static power con-

sumption in digital circuits[11]. Low-power designs are used to reduce the power of individual

components as much as possible to minimize overall power consumption. The power dissipa-

tion in any digital complementary metal oxide semiconductor (CMOS) is shown in Eq (2.1)

P_av g = P_st ati c +P_d ynami c (2.1)

where P_avg = Average Power Dissipation, P_static = Static Power Dissipation, and P_dynamic =

Dynamic Power Dissipation

2.2.1 Static Power

Static power is defined as power dissipated by the logic gates even when they are in idle state[11].

It is typically caused by the flow of current through a circuit or device when it is in a non-

operational state. Static power consumption can be a significant factor in a device’s overall

power consumption, particularly in devices designed to operate in low-power modes for ex-

tended periods. Minimizing static power consumption is important in the design of many elec-

tronic devices, particularly those intended for battery-powered or portable applications. From a

design perspective, static power is nothing but a leakage power dissipated by the logic gates[12].

Static power can also refer to the power dissipated within a circuit due to its internal resistances

and leakage currents, even when the circuit is not actively switching. It includes the power con-

sumed by static logic elements, such as latches and flip-flops, and the leakage current through
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transistors that are supposed to be turned off. Several techniques can be used to reduce static

power consumption in electronic devices, such as using low-leakage transistors, optimizing cir-

cuit layout and design, and implementing power gating or power shutdown features to turn off

unused circuitry when it is unneeded[12].

2.2.2 Dynamic Power

Dynamic power refers to the amount of power used by a circuit as a result of the charging and

discharging of capacitances when digital signals transition between high and low states[10]. It

is also known as switching power or transient power. The amount of dynamic power consumed

is influenced by several factors, including the supply voltage, clock frequency, activity factor

(which is the proportion of gates that switch within a given period), and the capacitance of the

load. Dynamic power is a combination of both switching power and internal power[11]. The

equation for dynamic power is shown in Eq (2.2)

P_d ynami c = 1/2∗C _load ∗ v2 ∗ f _clock ∗acti vi t y f actor (2.2)

where:

• P_dynamic is dynamic power consumption,

• C_load is the total capacitance of the circuit,

• v is the supply voltage,

• f_clock is the clock frequency, and

• activity factor is the charging of capacitors from 0 to 1.

The above equation shows that the dynamic power consumption is proportional to the capac-

itance being switched, the square of the supply voltage, and the clock frequency. Increasing

the clock frequency, the number of gates, or the voltage will increase the dynamic power con-

sumption. Dynamic power consumption is a crucial factor in the overall power consumption of

a device or system, specifically in high-performance computing systems. Clock gating, power

gating, and voltage scaling techniques can be used to reduce dynamic power consumption and

improve the energy efficiency of digital circuits[13].

2.3 Energy Consumption

The energy consumption of a circuit is directly related to its power consumption, which is the

rate at which the circuit uses energy. Lowering power consumption through techniques such as
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low-power design can therefore help to reduce energy consumption, which can have important

implications for energy efficiency and sustainability in areas such as electronics, computing,

and telecommunications. Reduction frequency does not alone reduce energy consumption,

since the execution time will be longer, but combined with a possible reduction in voltage the

energy consumption can be reduced. The equation for energy consumption is shown in Eq (2.3)

Ener g yconsumpti on = Power ∗T i me (2.3)

where Power is the rate at which energy is consumed (measured in watts) and Time is the dura-

tion for which the power is consumed (measured in seconds).

The difference between power and energy is very important in battery-operated devices[14] be-

cause their performance is directly impacted by the power and energy consumption of the cir-

cuits. To extend the battery life of battery-operated devices, reducing energy consumption is

crucial. This can be accomplished by optimizing the circuit and component design to reduce

power consumption[15]. On the other hand, energy consumption is the total amount of energy

used by a device during a certain time period or to perform a certain task. To get the maximum

battery runtime, energy efficiency is crucial. This can be accomplished by designing the circuits

to operate at the lowest voltage levels possible and selecting components that are optimized for

low energy consumption.

2.4 Power and clock gating control

Power gating and clock gating are well-known techniques in digital circuits in order to reduce

dynamic and leakage power.

2.4.1 Clock Gating

Clock gating is used to reduce dynamic power dissipation by temporarily turning off the clock

when there isn’t any valid data to be computed, transmitted, or stored. In digital circuits clocking

system is responsible for significant chip power by including switching activities of flip flops,

latches as well as clock distribution networks[2]. The clock gating can be implemented at the

gate level and RTL level. At the gate level, clock gating involves inserting additional logic gates in

the clock path to control the clock signal. At the RTL level, clock gating is typically implemented

using a conditional assignment statement in the Verilog or VHDL code[16]. Implementation of

clock gating at a gate level is more challenging compared to implementing it at the RTL level.

The clock gating at the gate level involves modifying the gate level netlist and the design is repre-
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Figure 2.2: Module Level Clock Gating Block Diagram [2]

sented as a network of logic gates and flip-flops, making it more complex to identify and isolate

clock signals. Clock gating at the RTL level can be easier as it involves adding or modifying RTL

code, which is a higher-level abstraction of the design.

The clock gating technique can be implemented in different ways, for example, module level

clock gating, enhanced clock gating, multi-stage clock gating, and hierarchical clock gating. The

block diagram for module-level clock gating is shown in Figure 2.2. The module-level clock

gating is carried out by gating the clock with synchronous control signals[2].

Modern design tools are supporting automatic clock gating, the clock gating can be adopted

without modifying the function of the logic[14]. In [17] a chip design is implemented with and

without clock gating and the power consumption values are measured. The results showed

an area reduction of 20% and power reduction of 34% with clock gating implementation[17].

The area reduction is possible due to the insertion of single clock gating in place of multiple

multiplexers[14].

2.4.2 Power Gating

The power gating technique has a significant role in order to reduce leakage power in the chip

during a particular mode of operation by turning off power in the nonoperational power domain[18].

Power gating can also be implemented using the stacking transistors approach. Power gating is

useful to maintain functionality while providing the opportunity to save as much power as pos-

sible by turning off as many domains as possible as often as possible. It is also possible to drive

a power gating circuit with the output signal from the clock gating circuit[18]
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The power gating can be implemented by turning off power for part of the design, turning off

power in parts of a design can reduce power consumption and increase the overall energy ef-

ficiency of a system. when the part of the design is powered down, flip-flops in that part will

lose their state. This can result in unpredictable behavior when power is turned on in that part,

which can cause errors. To avoid this risk, flip-flops with retention can be used to save their

state during a power down[19]. These retention flip-flops (RFFs) can hold their state even when

power is turned off. Typical RFFs have an additional power supply pin to operate in retention

when the main power is turned off[20]. When power is turned on to the design, the RFFs can

quickly return to their previous state without requiring a complete reset of the system[21]. Power

gating is often used in combination with clock gating to further reduce power consumption in

digital circuits. By selectively gating the clock and power to specific circuit blocks, power gating,

and clock gating can work together to optimize power consumption in a circuit.

2.4.3 Power consumption in memories and buses

In digital circuits, power consumption in registers, buses, and memories must be taken into

account because these parts can use a lot of power in a system[22]. Memory types, such as

Static Random Access Memories (SRAM) and Dynamic Random Access Memories (DRAM), can

consume a significant amount of power when they are accessed. This is due to the fact that

energy is needed to charge or discharge memory cells. The address and data buses also consume

power because the data being transferred requires energy to drive the bus. Registers, such as

flip-flops and latches, consume power when they are being clocked because the clock signal

needs to charge and discharge the internal capacitance of the register, which requires energy.

Minimizing power consumption in memory, buses, and registers is critical for improving the

power efficiency of digital circuits.



Chapter 3

Previous work and tools

This chapter presents results from the literature study carried out during the specialization

project[23]. This Chapter also presents the tools used for simulation, and power measurement,

and gives information regarding existing DMA controller.

3.1 TFE4580 - Specialization Project

A specialization project has previously been carried out to perform a Literature review to find

Power optimization techniques relevant for DMA Controller[23]. In the literature review, a total

of four papers were selected for the depth review based on the level of implementation details,

architecture, and interesting results in terms of power and energy consumption. An analysis was

performed to answer questions regarding memory architecture, bus architecture, and software

implementation. Selected identified modification techniques in the specialization have been

implemented as part of the current work described in this master thesis. The power consump-

tion values can be measured between an existing Nordic DMA controller used by the company

Nordic Semiconductor, see Section 3.4, and the modified DMA controller. A comparison table

was prepared in the specialization project by addressing the identified modification techniques.

The information provided in the comparison table refers to the following papers: [24],[8],[4]

and[25]. The comparison table is shown in Table 3.1

13
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The review performed in the specialization project showed that the introduction of a DMA con-

troller resulted in significant benefits in various applications. The usage of CPU-driven meth-

ods in sensor node control resulted in significant power consumption [26]. The introduction

of a DMA controller in the sensor resulted in 37% less power consumption compared to the

CPU-driven method [27]. The method is carried out by adjusting the CPU to sleep while the

DMA controller is executing, which provides significant results in terms of power consumption.

The adoption of DMA controllers in Multiprocessor Systems on Chip presented significant ben-

efits in terms of power and area. In a multiprocessor SoC, the processors communicate with

each other and with peripherals via a shared memory, and the DMA controller is responsible for

managing data transfers between the memory and the peripherals[10]. A well-designed DMA

controller can significantly improve the overall system performance by offloading data transfer

tasks from the processors, which allows them to focus on computation and reduces the time re-

quired to complete data transfer operations. This can result in faster system response times and

improved throughput. The presented results show that the adopted DMA controller achieved

22% to 23% power and 19% to 20% area benefits [25]. The benefit is achieved by reducing the

width of the source address generator and destination address generator

One of the possible modifications identified for the DMA controller from the literature review

is based on the memory architecture of the system [24]. The technique is implemented by in-

troducing the cache functionality in the DMA controller for on-chip local memories. The pre-

sented technique resulted in significant benefits in terms of speed of execution and reduced

energy consumption. The proposed architecture required external hardware to add cache func-

tionality, which affects the area. The proposed technique is implemented only in single-core

processors. This modification will be implemented in the existing DMA controller by modifying

the buffer size.

The second optimization technique identified in the literature review is based on the bus archi-

tecture of the system[6]. The proposed technique is based on the AMBA specifications and the

proposed DMA controller works as a bridge between AHB and APB busses, which allows them

to work concurrently. This technique uses a buffer mechanism for different speeds of peripher-

als, and it is implemented for one master and multiple slaves. A multiplexer is used to ensure

that only one slave is accessing the data bus at a time, and a decoder is used for the selection

of the slave to perform the transfer operation[6]. The presented technique is used to transfer

a large volume of data with low time characteristics. The presented technique is only tested in

one master and multiple slave method.
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3.2 Questa sim

Questa sim software developed by Mentor graphics supports many hardware description lan-

guages such as Verilog, system Verilog, VHDL, and system C. Questa sim is used to simulate RTL

designs and netlists, execution of test benches, and supports design verification[28].

3.3 Estimating power in Spyglass

The Spyglass tool is introduced for early design analysis with in-depth analysis at the RTL design

phase. RTL power estimation is faster and does not demand a netlist, but decreases the accu-

racy of the estimations[29]. Spyglass supports various power exploration techniques like clock

gating, micro-architectural modifications, and memory access optimizations[30]. The overview

of power estimation in spyglass is shown in Figure 3.1

Figure 3.1: Power Estimation flow in Spyglass

The design files are RTL code that describes the design. The tool analyzes the RTL code and

translates it to the gate level for power analysis[31]. The power model is used to estimate leakage

and internal power dissipated by each type of cell and this is provided by the power models in

lib files. For the switching activity, several file formats are available, FSDB(Fast Signal Database),

VCD(Value Changed Dump), and SAIF(Switching Activity Interchange Format). The switching

activity of a design indicates how often different nets change the signal value, this information

is used to measure the dynamic power consumption of the circuit.

The SAIF file logs the average activity of each signal in a simulation, the FSDB file is an event-

based format and the VCD file is similar to FSDB, which logs each toggle in every signal.

The activity files are dumped from the RTL simulation in Questasim. Based on the RTL code and

given scenario FSDB dumper outputs the activity file from the RTL code. The SDC(Synopsys
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Figure 3.2: Block diagram for multiple instances of EasyDMA in Peripheral

Design Constraint) sets the parameters that affect the power. The UPF(Unified Power Format)

file describes the power intent in the design. The file format consists of syntax for describing

power supplies, power switches, level shifters, and power states.

3.4 Existing DMA controller

EasyDMA is used in Nordic Semiconductor, which is a user-friendly direct memory access mod-

ule implemented in peripherals to get direct access to Data RAM[32]. The EasyDMA is the

AHB master and it is connected to the AHB multi-layer interconnect for direct access to Data

RAM.EasyDMA can only access the RAM. The peripheral can use multiple EasyDMA instances,

for instance, to provide a dedicated channel for reading data from RAM into the peripheral at

the same time as a second channel for writing data to the RAM from the Peripheral. The block

diagram for multiple EasyDMA instances in the peripheral is shown in Figure 3.2

In Nordic Semiconductor DCP(DMA channel peripheral)is used, which is a direct memory ac-

cess channel for peripherals that uses DMA towards memory. DCP communicates with the pe-

ripheral on the DMA bus and memory on an AHB bus. DCP channel peripheral contains mul-

tiple sub-modules assigned to perform various tasks like data transfer between peripheral and

memory. Several signals are defined to indicate the beginning of data transfer and end of data

transfer as well as to set up the buffering and, address and data on the bus. The data can be

transferred from the memory to the peripheral and peripheral to memory. The existing DMA

supports PCGC(Power and Clock Gating Control). The functional block diagram of the DMA
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Figure 3.3: Functional Block Diagram Of DCP

channel peripheral is shown in Figure 3.3. The block diagram for integration of peripheral and

memory through the DMA channel which is indicating input and output signals from the DMA

channel is shown in Figure 3.4. The task start, task enable, and transfer direction signals are

input signals, and eventDmaend and eventReady signals are output signals for DCP. The DCP

communicates with the memory through the memory bus arbiter.

The DCP will be powered on before any data can be transmitted. If the memory is the source

then the initial bytes will be prefetched as soon as the DMA started. Then the DMA channel

waits for the peripheral, while DMA waiting for the peripheral prefetching can be stalled. As

soon as the peripheral is ready, the transfer starts and there are stalls between DMA and mem-

ory and DMA and peripheral depending on the speed. The DMA transfer ends with an active end

signal from the peripheral and the DMA can also be interrupted directly by the CPU through a

task trigger. The data is transferred byte by byte due to the size of the DMA bus. The EasyDMA

is implemented in several peripherals to get direct access to the RAM without the involvement

of the CPU and to make data transfer as efficient as possible. The arbitration technique can be

used when multiple Easy DMA’s are present[33]. One way of arbitration is for the DMA controller
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Figure 3.4: Integration of peripheral and memory through DMA channel

with the highest priority level to be given access to the memory first in the fixed priority arbi-

tration method, which assigns a fixed priority level to each DMA controller. If there are several

controllers with the same priority level, they could be arbitrated based on a set of rules.

The EasyDMA can also be implemented in Radio. The combination of Easy DMA with auto-

mated packet assembler, packet disassembler, automated Cyclic Redundancy Checker(CRC)

generator, and CRC checker[34] makes it simple to configure and use the RADIO. The Radio

block diagram is shown in Figure 3.5. The Radio uses Easy DMA for reading data packets from

and writing to memory. Where IFS(Interframe Spacing Control unit) is used to simplify the ad-

dress while listing and interframe spacing respectively in low energy and similar applications.

The Radio contains Received Signal Strength Indicator(RSSI) and a bit counter. A bit counter

usually generates an event, when a predefined number of bits is sent or received by radio.
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Chapter 4

Analysis and Implementation

This chapter gives an overview of modification techniques, power measurement details, and

implementation of modification techniques.

4.1 Analysis of possible modifications

Three modification techniques were identified from the literature review for the specialization

project[23]. The modification techniques will now be analyzed to find the best modification

technique for the existing DMA controller described in Section 3.4. Three modification tech-

niques were determined based on memory architecture, bus architecture, and software. As a

result of the analysis, one technique is considered for implementation in the existing DMA con-

troller. Among three modification techniques, one technique is implemented in the existing

DMA controller. The details about identified modification techniques and applied modification

techniques are explained below.

One modification is the DMA controller functioning as a bridge between AHB and APB buses[6],

allowing both buses to work in parallel. This modification technique is implemented for one

master and multiple slaves setup. The existing DMA controller does not have multiple slaves

accessing the data bus. In the existing DMA controller, the peripherals have individual DMA,

which can access memory through AHB multi-layer. In the existing DMA controller, DmaChan-

nelPeripheralCore handles all the logistics between a peripheral on the DMA bus and memory

on the AHB bus. The existing DMA controller does not need to work as a bridge between AHB

and APB buses. Instead, the existing DMA controller has a core module to handle DMA and AHB

buses.

Another modification technique is to modify the algorithm design to optimize power at a sys-

tem level[25]. The proposed DMA had a source address generator, which is used to generate the

21
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address of a source port, and it also had a destination address generator to generate the address

for the destination port. The width of an input signal of the source address generator and desti-

nation address generator was reduced to 2 bits instead of 4 bits by changing the way of coding. It

is said that the reduction in the width of a signal resulted in both power and area reduction[25].

In the existing DMA controller, a default width of the signals is defined, hence it is not possible

to apply this modification technique.

The existing DMA core module has an internal FIFO(First in First out) for the alignment of data.

The FIFO contains a buffer, which is connected to the AHB bus or DMA bus depending on the

direction of data transfer. A counter is used to keep track of the number of bytes in FIFO. Another

modification technique, which is chosen to implement in existing DMA controllers, is to modify

this memory architecture. The existing DMA controller and this modification technique have

similar features. The modification technique is adopted because of the similar architecture and

functionality. The experiments are carried out at different widths of a buffer in the existing DMA

controller. This technique is proposed to introduce cache functionality to increase the speed

of execution and reduce energy consumption[24]. The proposed optimization technique used

excess hardware to implement cache functionality. The DMA carries out data transfer in dif-

ferent phases for improved buffer management. This technique is only suitable for single-core

processors, and evaluating parallel execution is out of reach. This technique is modified to be

more appropriate for the existing DMA controller.

The existing DMA controller buffer transfers 8 bits at a time, where the width of the data bus is

32 bits. The modification technique applied is to increase the width of the buffer to 16 and 32

bits at a time and measure the power consumption values for three cases. The analysis of power

consumption values is performed to define the effect of buffer width on power consumption.

Another modification technique that is considered for implementation in the existing DMA con-

troller is to increase the depth of FIFO to perform burst transfer of data instead of transferring

one byte at a time. During a burst transfer, a large amount of data is transferred in a short pe-

riod, which results in faster data transfer speeds. Burst data transfer in a DMA controller can

also reduce power consumption. This is because burst transfer allows for the transfer of a large

amount of data in a shorter amount of time, which reduces the time that the DMA controller

needs to be active, resulting in reduced power consumption. The current buffer in the existing

Dma controller can only transfer one byte at a time and optimization is to increase the buffer

size, so that it can transfer multiple bytes at a time instead of one byte at a time. The burst data

transfer in DMA can also reduce the number of clock signals needed to transfer data because,

in burst data transfer, multiple bytes of data are transferred once instead of transferring byte by

byte.
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4.2 Power Measurements for Existing DMA Controller

Spyglass is used to measure power consumption values and the Questa sim is used to run sim-

ulations. The power consumption values are measured for the entire simulation as well as dif-

ferent scenarios. Two scenarios are defined using FSDB dumper, which is high activity and low

activity. The high activity and low activity timings are defined from the simulation waveform.

The high activity file indicates the time required to transfer 256 bytes and the low activity file

indicates the idle time between the data transfer. The power consumption values are measured

for high activity and low activity with different buffer sizes. The Questa sim waveform generator

is used in this thesis and the waveform is used to measure the time between signals. An example

of a Questa sim-generated simulation waveform which shows both high activity and low activ-

ity when transferring 8 bits at a time is shown in Figure4.4. The existing DMA is configured to

transfer 8 bits of data at a time and the power consumption values are measured for the exist-

ing DMA controller. An example of a Questa sim-generated simulation waveform in Questa sim

when transferring 8 bits at a time is shown in Figure 4.3.

The simulation waveform indicating the transfer of 256 bytes when transferring 8 bits at a time

is shown in Figure 4.1. Once taskStart is active, DCP starts prefetching from the start address

in memory. Prefetching continues until the internal buffer cannot accept the next incoming

transaction and must transfer data to the peripheral. The dmaReqP is a DMA request signal

from the peripheral and for M2P transfer dmaReqP is set to high. An ahbHtrans signal indicates

an AHB transfer type to memory. when ahbHtrans is 00, which indicates it is in idle transfer,

and when ahbHtrans is 01, which indicates it’s in data transfer type. The ahbHaddr is the AHB

address to memory and the Data is DMA data to peripheral. The eventDMAend is high after

data transfer which indicates the DMA end condition has been reached. DMAweP is DMA write

enable to peripheral and ahbHRdata is AHB read data from memory. From simulation waveform

Figure 4.1 it is observed that 32 bus transfers are needed to transfer data when the buffer width is

8. The simulation waveform which indicates high and low activity is shown in Figure 4.2. From

the simulation waveform, it can be observed that when transferring 8 bits at a time high activity

duration is more compared to transferring 16 and 32 bits at a time. The duration of high and low

activities changes when transferring 16 and 32 bits.

A spyglass setup is performed for the existing DMA controller to measure power consumption

values. To set up the spyglass appropriately for the design following steps are performed.

• Required files are modified according to the design

• A sanity check is performed on spyglass and the outcome is analyzed using the tool’s

GUI(Graphical User Interface)
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Figure 4.1: Simulation waveform when buffer width is 8

Figure 4.2: simulation waveform for high activity and low activity when buffer width is 8

Figure 4.3: Questa sim full Simulation waveform when buffer width is 8
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Figure 4.4: Questa sim simulation waveform for High Activity and Low Activity when buffer
width is 8

• The above steps are repeated until all errors and warnings are fixed

• The FSDB file, which contains activity data of a simulation is generated

• Activity check is performed on scenarios, it will verify all signals and reports clock fre-

quency

• Finally, power estimation is performed on scenarios and power consumption values can

be seen in GUI

The power estimation results for the existing DMA controller are reported in Chapter 5. The

power estimation values of high activity and low activity at different time intervals for the exist-

ing DMA controller are also reported in the same chapter.

4.3 Power optimizations

The modification chosen to implement in the existing DMA controller is to increase buffer width,

which is to be able to transfer 16 and 32 bits at a time. The buffer width is changed by making

some modifications to the code provided by Nordic Semiconductor which is shown in Figure

4.5. After the modifications, the DMA was been able to transfer 16 and 32 bits of data at a time.

Another modification is turning off the clock during low activity between data transfers.
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Figure 4.5: Measurement of power consumption using FSDB
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4.3.1 Optimization of Buffer width

The width of DMA data is increased to 16 bits at a time and 32 bits at a time, and the buffer size

is increased to 16 and 32, respectively. When the buffer size is 8, it takes 32 bus transfers which

is a long data transfer. When the buffer width is 16, it reduces the number of bus transfers to

16, which is a short data transfer. When the buffer width is 32, it reduces the number of bus

transfers to 8 and data transfer is faster.

The power consumption values are measured at different widths of a buffer. The simulation

waveform when transferring 16 bits at a time is shown in Figure 4.7, from the simulation wave-

form it is observed that the number of bus transfers is reduced to half compared to transferring

8 bits at a time. The simulation waveform when transferring 32 bits at a time is shown in Figure

4.9. It is observed from the simulation waveform that the number of bus transfers is reduced

to half compared to transferring 16 bits at a time and bus transfers are reduced two times com-

pared to transferring at a time. It is also noted that when buffer width increases simulation time

also increases. The simulation waveform for high activity and low activity when transferring 16

bits at a time and buffer width is 16 is shown in Figure 4.8. The definition of high activity and

low activity files in testbench is shown in Figure 4.6 The simulation waveform for high activity

and low activity when transferring 32 bits at a time and buffer width is 32 is shown in Figure

4.10. From the simulation waveform, it is observed that the duration of high activity is reduced

to 16 bits and 32 bits compared to transferring 8 bits at a time and the duration of low activity

increases to 16 bits and 32 bits compared to transferring 8 bits at a time.

Figure 4.6: Definition of high activity and low activity
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Figure 4.7: Simulation waveform when buffer width is 16

Figure 4.8: Simulation waveform for high activity and low activity when buffer width is 16

Figure 4.9: Simulation waveform when buffer width is 32
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Figure 4.10: Simulation waveform for high activity and low activity when buffer width is 32

4.3.2 Optimization of Clock gating

The optimization in clock gating is considered for implementation in the existing DMA con-

troller to turn off the clock during low activity to reduce power consumption. In general, when

the DMA controller is not actively transferring data, it may still be consuming power to maintain

its state and to keep the clock signal running. Clock gating can be implemented in the existing

DMA controller by turning off the clock signal to the DMA controller after a data transfer is com-

plete, and turning it back on again when a new data transfer is ready to be initiated. The mod-

ification technique which is experimented with is to turn off the clock during low activity. The

clock gating experiments are performed in the DMA controller, but they were not completed

due to bugs in the tools and there wasn’t enough time to fix the bugs. The duration of the clock

gating period between data transfers can vary depending on the number of bits transferring at

a time and buffer width. Longer clock gating periods can save more power but may result in

longer latency when initiating new data transfers.
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Results and Discussions

The power consumption values for full simulation, high activity, and low activity were mea-

sured for the existing DMA controller. The power consumption values are measured using a test

bench, which is provided by Nordic Semiconductor.

5.0.1 Power consumption for existing DMA

The measured power consumption values for the existing DMA controller are shown in Table

5.1. The high-activity and low-activity files are defined for the existing DMA controller and the

timing intervals for both activities are measured from the simulation waveform. From the ta-

ble, it is observed that power consumption is more high activity when transferring 8 bits at a

time. During the data transfer in high activity DMA controller continuously fetches data from

the source and writes it to the destination. In low activity, the power consumption is reported

because the clock is running and some signal transitions are going on.

5.0.2 Power consumption for 16-bit DMA

The measured power consumption values for 16 bit DMA controller are shown in Table 5.2. For

the 16-bit DMA controller, the power consumption values are more than doubled compared to

the existing DMA controller. The power consumption is increased due to an increase in data

Scenarios Transfer direction Power consumption
Full simulation M2P 37.38nW
High activity M2P 32.12nW
Low activity M2P 1.12nW

Table 5.1: Power consumption values for existing DMA controller

30
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Scenarios Transfer direction Power consumption
Full simulation M2P 120.5nW
High activity M2P 107.4nW
Low activity M2P 1.2nW

Table 5.2: Power consumption values for 16-bit DMA

Scenarios Transfer direction Power consumption
Full simulation M2P 209.06nW
High activity M2P 167.1nW
Low activity M2P 1.62nW

Table 5.3: Power consumption values for 32-bit DMA

lines and additional hardware components to increase the buffer width to 16. The duration of

high activity and low activity are measured from the simulation waveform.

5.0.3 Power consumption for 32-bit DMA

The measured power consumption values for 32 bit DMA controller are shown in Table 5.3. The

power consumption values are increased for the 32-bit DMA controller compared to the 16-bit

and existing DMA controllers. The low activity time duration increases for 32 bit DMA controller.

5.0.4 Discussion of overall results

The power consumption values for the DMA controller with high activity and low activity de-

fined at different time intervals are shown in Table 5.4. Different time intervals of high activity

and low activity are defined from the simulation waveform. The high activity power consump-

tion values are the same for different time intervals regardless of time intervals because high

activity time duration is defined during data transfer. In the high activity, the time duration is

less for 16-bit and 32-bit and the current consumption is more for data transfer. Whereas the

low activity power consumption values are changing at different time intervals, which is due to

the measurement of time intervals for low activity at different points in a simulation and leakage

current in low activity. In one case the time interval for low activity is defined before the initial

data transfer started, where the power consumption values are different compared to the time

interval between data transfers. In another case, the time interval for low activity is defined at

the very end of the simulation, which is the idle state after the final data transfer. In another case

of low activity, the time interval is defined between data transfers. Due to the simulation point

where time intervals are measured for low activity power consumption values are different in

different time intervals. The area of the DMA controller is increasing when the buffer width is

16 bits and 32 bits because the DMA controller has other components in addition to the buffer.
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Table 5.4: Power consumption values for optimized DMA controller



CHAPTER 5. RESULTS AND DISCUSSIONS 33

Table 5.5: Energy consumption values for DMA controller

The energy consumption values for existing DMA, 16-bit DMA, and 32-bit DMA controllers are

presented in Table 5.5. In 16-bit and 32-bit DMA the bus is wider the energy consumption is

less compared to existing DMA. The high-activity and low-activity energy consumption values

are different because of the time interval in which the values are calculated. In 32-bit DMA the

memory is occupied less compared to 16-bit and existing DMA controllers. When DMA is 8 bits

32 bus transfers are required to transfer 256 bytes of data, hence energy required for transferring

256 bytes of data is energy consumption values multiplied by 32. When DMA is 16 bits and 32

bits the energy required to transfer 256 bytes is multiplied by 16 and 8 respectively. The results

for energy consumption for the full simulation, high activity, and low activity for 8 and 32 bits

are shown in Figure 5.1. The full simulation time period for existing DMA, 16-bit DMA, and

32-bit DMA controllers is the same. The energy consumption values for high activity and low

activity are calculated for one high-activity period defined from the simulation waveform. The

time period at which energy values are calculated for low activity is the time period before the

initial data transfer started.

The clock gating experiments are performed which is to turn off the clock between data transfers

but the experimental values are not provided due to challenges with the simulations and tools.

Assuming that the power consumption values are less for clock gating compared to running

with the clock. For the existing DMA controller, the idle period between data transfers is less. In

16-bit and 32-bit DMA controllers the idle period between data transfers is more compared to

existing DMA controller. For example, the current consumption is 100uA when all components

are active. In the current consumption of 100uA, the data generation part which is to generate

one bit at a time causes 40% of current consumption and the DMA channel causes 60% of cur-
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Figure 5.1: Energy consumption values for 8-bit, 16-bit, and 32-bit DMA controllers

rent consumption. If the clock is not stopped the current consumption is 60% all the time from

the DMA channel. With the clock gating for the existing DMA, 16-bit DMA, and 32-bit DMA

controllers it is possible to stop the clock 50% of the time, 75% of the time, and even more time

respectively.
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Conclusion and Future work

Direct Memory Access controllers play a crucial role in chip performance. The DMA controller is

used to transfer the data blocks between memory locations and external devices without inter-

erupting the execution flow of the CPU. The introduction of the DMA controller in chips also

presented significant benefits in terms of power consumption. This thesis started by analyzing

the optimization techniques from the specialization project to identify the applicable modifica-

tion technique for the existing DMA controller, i.e., the Nordic DMA controller. The modifica-

tion technique selected for implementation is to increase the buffer width and data bus width

in the Nordic DMA controller. The simulation waveforms for existing(8-bit), 16-bit, and 32-bit

DMA controllers for different buffer widths are provided are included. Two activity files are de-

veloped to calculate the power consumption at different time intervals and the time intervals

are defined from simulation waveforms. The power consumption values at different time inter-

vals are calculated for existing 8-bit DMA controller, 16-bit, and 32-bit DMA controllers. Power

consumption results for different DMA controllers are generated. A comparison of power con-

sumption for existing 8-bit DMA, 16-bit, and 32-bit DMA controllers for full simulation, high

activity, and low activity scenarios has been performed. Further, energy consumption values

are calculated for different DMA controllers for these above-mentioned scenarios. The energy

consumption was reduced by 37% and 60% for 16-bit and 32-bit DMA controllers respectively

compared to 8-bit DMA controller. The energy consumption was reduced for both the full sim-

ulation and high activity scenarios whereas the energy consumption was slightly increased dur-

ing low activity due to the defined low activity time when the buffer width was changed from

8-bit to 16-bit and 32-bit. Overall energy consumption of 16-bit and 32-bit DMA controllers was

reduced compared to 8-bit DMA controller.

35
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For future work, the clock-gating technique can be implemented to reduce the power consump-

tion for the DMA controller. The implementation of clock gating can be carried out in a DMA

controller with different buffer widths. Another future improvement can be Burst data transfer,

instead of sending one byte at a time multiple bytes of data can be transferred in one clock cy-

cle, which can provide interesting results in the power consumption of a DMA controller. The

changes in the FIFO depth experiment can also be performed in the future.
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