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Neural networks have gained popularity due to their ability to provide accurate solutions in various
applications. Generally, the problems in which they are effective can be phrased as approximation
tasks in high-dimensional spaces. This success is often based on experimental evidence, and
more theoretical insight is needed. Recently, many authors have considered the design of deep
learning architectures that satisfy certain mathematical properties such as stability, symplecticity,
volume preservation, or constraints on the Lipschitz constant, [17, 14, 9, 30, 8, 10, 32, 15, 34, 36].
The networks presented in these articles are often quite specific since they have been derived ad
hoc, typically ensuring only one particular property and without following a more general procedure.

There are multiple situations where one could be interested in networks with some prescribed
structure. Referring to F : X → Y as the function approximated by the network, we report here
three cases:

1. when F has some known property that is important for the application of interest,
2. when the geometry of X and Y prescribes a particular structure for F ,
3. when we can approximate F sufficiently accurately with functions in G, a family of func-

tions with a property that makes them well suited to design the network layers.

This manuscript describes a general and systematic way to impose desired mathematical structures
on neural networks. We remark that the interest in preserving the specific structure of a function
can be found in the field of geometric numerical integration, [13, 18, 24, 16]. For this reason,
the approach we introduce is based on defining the network layers as a (structure-preserving)
discretisation of the solutions of a specific differential equation. To illustrate the methodology, we
present the derivation of three structured neural networks. Each of them represents one of the three
situations reported above.

There have been multiple attempts to formulate unifying principles for designing neural net-
works. We mention in particular the continuous-in-time interpretation of residual neural networks
(see, e.g., [35, 22, 5, 29, 2]) on which our work builds upon. Residual neural networks (ResNets)
are compositions of parametric maps that are either linear or of the form

Rni ∋ x 7→ fθi(x) = x+ hΛ(θi, x) ∈ Rni+1 . (1)

A typical expression for Λ is Λ(θi, x) = Σ(Aix+bi) with Σ(z) = [σ(z1), ..., σ(zn)] and σ : R → R.
The continuous-in-time interpretation of ResNets arises noticing that if ni = ni+1, fθi coincides
with one h−step of the explicit Euler method applied to ẋ(t) = Λ(θ(t), x(t)). In this work, we
consider time-switching systems of the form

ẋ(t) = Λ(θ(t), x(t)) = fs(t)(x(t)), s : [0, T ] → {1, ..., N}, fi ∈ F , (2)

with s being piecewise constant (see, e.g., [28, 19]), and F a family of parametric vector fields. More
concretely, we consider vector fields with weight functions that are piecewise constant in time. We
introduce time-switching dynamical systems in more detail in Appendix A.
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This interpretation of ResNets gives the foundation of the approach we present. Indeed, we propose
to modify two steps in the continuous-in-time interpretation of ResNets. We focus on properties of
functions preserved under composition, such as being 1−Lipschitz or volume-preserving. Let us
call P the property of interest. Then our strategy to define a neural network satisfying P consists in

1. finding a family F of parametric vector fields having flow maps that satisfy P ,
2. replacing the explicit Euler method in (1) with suitable numerical methods that reproduce

P also at the discrete level.

Figure 1: ResNet with two dynamical blocks and three linear layers. L1,L2,L3 are linear maps.

As with classical ResNets, we also introduce linear layers in the network, see Figure 1. For this
reason, we introduce the name “dynamical blocks” to refer only to the groups of layers obtained
from an ODE. We remark that one can still get networks with the desired structure by constraining
the linear layers to preserve the desired property P .

The key reason that motivates our approach is that it is often easier to impose a property on
a vector field than on its flow map. The additional advantage of this strategy is that the research
areas of dynamical systems and numerical analysis are well developed. One can thus exploit
this knowledge to design neural networks that reproduce the desired structure. Moreover, this
approach enables us to derive new structured networks systematically and collocate other existing
architectures into a more general setting, making their analysis easier (see [7]).

1 Volume-preserving neural networks

We start with the first case of interest. We focus, in particular, on volume-preserving functions.
For this reason, we do not allow for dimensionality changes throughout the network. In this case,
defining the approximating network based on switching systems and splitting methods can be a
flexible strategy. Consider the switching system defined by ż(t) = fs(t)(z(t)) ∈ Rn where for
every value s(t) = i, the vector field fi has a specific partitioning that makes it divergence-free. For
example, if we have n = 2m,

fs(t)(z) =

[
us(t)(z[m :])
vs(t)(z[: m])

]
, ui, vj : Rm → Rm

satisfies such a condition, and its flow map will be volume-preserving. We can numerically integrate
such a vector field while preserving this property. Indeed, we can compose the exact flow maps of
the two volume-preserving vector fields

f1
s(t)(z) =

[
us(t)(z[m :])

0

]
, f2

s(t)(z) =

[
0

vs(t)(z[: m])

]
, fs(t) = f1

s(t) + f2
s(t),

i.e. we can apply a splitting method to approximate the solutions (see [24]). This approach gives
architectures that are close to the ones of RevNets (see, e.g., [10]). A particular class of these blocks
can be obtained with second-order ODEs as ẍ(t) = fs(t)(x(t)) and, in particular, with second-order
conservative ODEs like ẍ(t) = ∇Vs(t)(x(t)). The vector fields we reported in this section are quite
general in order to illustrate the freedom one has in the design of the networks. However, we propose
a specific choice of vector field in Appendix B for a better understanding.

2 Mass-preserving neural networks

Some function approximation problems deal with data having a particular structure. As an
example, we now focus on problems where the target function F : Rn → Rm is known to satisfy
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Tnx :=
∑n

i=1 xi = TmF (x) :=
∑m

i=1 F (x)i. We refer to functions of this type as mass preserving
functions (see [3]). The neural network approximating F should also be mass preserving to generate
interpretable outputs.

We interpret the network layers as discrete flow maps of specific vector fields. A vector field
X ∈ X(Rn) whose flow map preserves the sum of the components of the state vector is one
having a linear first integral g(x) = 1Tx =

∑n
i=1 xi, 1 = [1, ..., 1]T ∈ Rn. Any vector field X

having g as a conserved quantity can be written in the form X(x) = S(x)1 for a skew-symmetric
matrix-valued function S : Rn → Rn×n (see [25]). Thus, we can model the network as a suitable
time discretisation of an ODE of the form

ẏ(t) = (Â(y)− Â(y)T )1, Â : Rn → Rn×n. (3)

The matrix function Â is upper triangular, and to model it we reshape it into the parametric vector-
function A(x) = WTΣ(V x+ v) ∈ Rn(n−1)/2. Furthermore, as presented in [12, Chapter 4], every
Runge–Kutta method preserves linear first integrals. Thus, one can model mass preserving neural
networks by composing layers of the following types:

1. Lifting layers: L : Rk → Rk+s, L(x1, ..., xk) = (x1, ..., xk, 0, ..., 0),

2. Projection layers: P : Rk+s → Rk, P (x1, ..., xk, xk+1, ..., xk+s) = (x1 + o, ..., xk + o)
with o =

∑s
i=1 xk+i/s,

3. Dynamical blocks: one-step explicit Euler discretisations of (3).

A more explicit presentation of these dynamical blocks can be found in Appendix B. To test the
neural network architecture, we approximate the flow map of the ODE

ẏ =

 0 −y3y
2
1 y2y3

y3y
2
1 0 − sin y1

−y2y3 sin y1 0

1 = X(y). (4)

We approximate the time−∆t flow map of such a system, with ∆t = 1/40. The network is
trained in a recurrent manner (see, e.g., [8, 6]). As training data we use tuples of the form
{(xi = y0i , y

1
i , ..., y

M
i )}i=1,...,N , where yj+1

i = Ψ∆t(yji ) is an accurate approximation of the exact
time-∆t flow of X . Figure 2 compares the results obtained with an accurate approximation of the
true solution of (4) to those coming from the mass-preserving neural network.

Figure 2: One test trajectory up to time T = 0.5. We report the sum of the components, which is also
preserved by the network. The components of the vector (y1, y2, y3) are the network predictions.

3 Lipschitz constrained neural networks

We now focus on the problem of classifying points of a set X ⊂ Rn into its C classes. This problem
consists hence in approximating the function ℓ : X → {1, ..., C} that assigns all the points of X to
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their correct classes. Neural networks can provide accurate solutions to this problem, but they can
be very sensitive to suitable input perturbations called adversarial attacks (see [31, 23, 4, 11]). In
[33], the authors characterise this sensitivity problem mathematically. Calling N the approximating
network and MN (x) = N (x)T eℓ(x) − maxj ̸=ℓ(x) N (x)T ej its margin at x ∈ X , they show that
N classifies as x the points in Bε(x) = {y ∈ Rn : ∥y − x∥2 < ε} if MN (x) ≥

√
2εLip(N )3.

Motivated by this result, we present a strategy to constrain the Lipschitz constant of ResNets to the
value of 1. To show the flexibility of the proposed framework and obtain expressive networks, we
impose such property without relying only on 1−Lipschitz layers, differently from [5, 36, 26].

Consider the two families of vector fields

Fc = {−ATΣ(Ax+ b) ∈ Rn : ATA = In}, σ(s) = max{x, x/2}, and
F = {X ∈ X(Rn) : Lip(X) ≤ 1}.

Here we denote with In ∈ Rn×n the identity matrix. We remark that −ATΣ(Ax + b) =
−∇xV (x,A, b) for V (x,A, b) = 1TΓ(Ax + b) that is strongly-convex in the x variable. Here we
denote with 1 = [1, ..., 1] ∈ Rn, and Γ(z) = [γ(z1), ..., γ(zn)] with γ′ = σ. The strong-convexity
of V is fundamental in our derivation.

With suitable step restrictions, the composition of the Euler steps Ψh1
1 (x) = x − h1A

TΣ(Ax + b)

and Ψh2
2 (x) = x + h2X(x), X ∈ F , can be made 1-Lipschitz. Indeed, by direct computation, we

get

Lip(Ψh1
1 ◦Ψh2

2 ) ≤ Lip(Ψh1
1 ) · Lip(Ψh2

2 ) ≤
√

1− h1 + h2
1(1 + h2). (5)

Thus, the composition Ψh2
2 ◦ Ψh1

1 is 1−Lipschitz if the step sizes are properly chosen. The
derivation of (5) is presented in detail in Appendix C. Repeating a similar reasoning for
Ψ

h2/2
2 ◦ Ψ

h1/2
1 ◦ Ψ

h2/2
2 ◦ Ψ

h1/2
1 , one can obtain weaker restrictions on the step sizes. This is the

solution we adopt for the following experiment.

We now apply this reasoning to design a neural network with increased robustness to L2-
PGD adversarial attacks on the CIFAR-10 dataset. Instead of considering the generic F , we
work with the subfamily Fe = {Σ(Bx + c) : B ∈ Rn×n, ∥B∥2 ≤ 1, c ∈ Rn}. The step
sizes are constrained to satisfy the 1−Lipschitz constraint derived above. Weight orthogonality
comes from the regularisers proposed in [34]. The L2-PGD adversarial attacks are generated with
Foolbox [27]. We compare the results with a baseline ResNet characterised by updates of the form
x 7→ x + BΣ(Ax + b), and hence having approximately double the number of weights. Table
1 highlights that for Lipschitz constrained ResNets, the accuracy obtained for highly perturbed
images is considerably better than the one with the baseline ResNet. The lower accuracy for clean
images is due to the constraints we impose on the network and the reduced number of weights,
making it harder to train. On the other hand, other alternation strategies and constraining techniques
might lead to better results on this side.

Type ε = 0.0 ε = 0.06 ε = 0.14 ε = 0.3 ε = 0.5 ε = 1.0

Lipschitz, Margin = 0.07 0.808 0.790 0.775 0.739 0.678 0.516
Lipschitz, Margin = 0.15 0.796 0.782 0.761 0.718 0.657 0.505
Baseline, Margin = 0.07 0.896 0.870 0.816 0.670 0.461 0.114
Baseline, Margin = 0.15 0.903 0.856 0.790 0.642 0.424 0.073

Table 1: We denote with ε the magnitude of the adversarial perturbations. With ‘Lipschitz’ we refer
to Lipschitz constrained networks. All the networks have been trained with hinge loss function [1]
for different margin values.

3Here we denote with ∥ · ∥2 the Euclidean norm of Rn, with ei = [0, ..., 0, 1, 0, ..., 0] ∈ Rn the i − th
canonical basis vector and Lip(N ) is the Lipschitz constant of N .
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4 Conclusion

In this work, we have introduced a framework to combine the design of ODE models with the choice
of proper numerical methods to obtain neural networks with prescribed properties. We illustrate the
procedure deriving three families of structured networks. Some numerical experiments also support
their practicality.
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A Time-switching systems

In this appendix, we briefly introduce the notion of time-switching systems that has an essential
structural role in the framework we present. A switching system is a dynamical system that belongs
to the class of hybrid systems, i.e. systems having both a discrete-time behaviour and a continuous
one. There is a broad literature about them, see e.g. [19],[21], but not all the theory is necessary
for our discussion. More precisely, we work with time-switching systems. Their dynamics can be
characterised by ODEs of the form

ż(t) = fs(t)(z(t)) ∈ Rn,

where s : R+ → {1, ..., N} is a piecewise constant time-switching signal. This means that for each
value s(t̄) the dynamics is ruled by the vector field fi ∈ X(Rn), where i = s(t̄). This switching
signal defines how the dynamics switches from one vector field to another. Usually, the vector
fields among which the switching occurs have similar expressions, which is also the case of how we
employ them to define neural networks. In the language typical to geometric control theory ([37]),
these systems are called affine control systems, and they are expressed as

ż(t) =

N∑
i=1

χi(t)fi(z(t)),

with

χi(t) :=

{
1, s(t) = i,

0, s(t) ̸= i.

When we consider the dynamics in the time interval [0, T ], supposing that the time instants at which
s(t) has a discontinuity are t1 < t2 < ... < tM−1, we denote with ΦT (x) = Φ∆tM

fM
◦ ... ◦ Φ∆t1

f1
(x)

the final position of the point x. Here, with Φ∆ti
fi

(x) we denote the ∆ti-solution of the Cauchy
problem {

ż(t) = fi(z(t)),

z(0) = x0.
(6)

Standard existence and uniqueness results of solutions to ODEs are based on the continuity in time
and Lipschitz regularity in the spatial variable. However, continuity in time is a requirement that
becomes too restrictive in the setting of switching systems. Thus, we need to allow for less regular
solutions to extend existence and uniqueness results to these problems as reported in theorem A.1

Theorem A.1 (Carathéodory existence and uniqueness [20]). Consider the non-autonomous ODE{
ẏ(t) = f(t, y(t)),

y(t0) = t0,

and let t ∈ I ⊂ [t0,+∞). Assume f satisfies

• f(t, y) is Lipschitz-continuous in y for all fixed t ∈ I ,

• f(t, y) is piecewise-continuous in time.

Then, the ODE is satisfied almost everywhere by one and only one function t 7→ y(t), which is
absolutely continuous.

In other terms, if the regularity assumptions on f hold, there is only one solution to the integral
equation

y(t) = y0 +

∫ t

t0

f(s, y(s))ds,

which is differentiable almost everywhere.

The time-switching systems we consider, as a consequence, admit a unique solution if the
ODE in (6) has a unique solution for any subsystem fi. This is not a problem in the setting we
consider, since we define neural networks starting from Lipschitz-continuous vector fields.
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B Some explicit constructions of dynamical blocks

The three examples presented in the manuscript rely on constructing dynamical blocks that satisfy
some desired properties. The presentation is meant to be quite general, without specifying precisely
the expressions of the dynamical blocks one could use. To increase the understanding of the strategy,
we illustrate briefly three explicitly written dynamical blocks, one for each of the examples.

B.1 Volume-preserving dynamical blocks

We now specialise the reasoning of section 1. We propose a particular choice of partitioned vector
field as a fundamental element of these dynamical blocks. Consider y = [x, v] ∈ R2m, then we can
define the two vector fields

f1
θ1(y) =

[
Σ(Av + a)

0

]
, f2

θ2(z) =

[
0

Σ(Bx+ b)

]
,

with θ1 = (A, a) and θ2 = (B, b). These two vector fields are divergence-free; hence, their flow
maps are volume-preserving. We can therefore build volume-preserving dynamical blocks compos-
ing flow maps of the form

Ψh
θ1(x, v) = [x+ hΣ(Av + a), v],

Ψh
θ2(x

′, v′) = [x′, v′ + hΣ(Bx′ + b)].

This corresponds to alternating explicit-Euler steps of the vector fields f1
θ1

and f2
θ2

. Indeed, these
steps coincide with the exact flow maps of the two vector fields and are hence volume-preserving.
More explicitly, the volume-preserving dynamical blocks can be built by composing maps of the
form

y =

[
x
v

]
7→ T(θ1,θ2)(y) = ynew =

[
xnew
vnew

]
=

[
x+ hΣ(Av + a)

v + hΣ(Bxnew + b)

]
.

We remark that along the network, the weights θ1 and θ2 can be changed to improve the network
expressivity.

B.2 Mass-preserving dynamical blocks

In section 2, we have already presented how we model the skew-symmetric matrix-valued functions
defining the dynamics. For clarity, we repeat it here and show explicitly how the mass-preserving
dynamical blocks can be defined. We recall that a differential equation ẏ(t) = f(y(t)) on Rn is said
to have a first integral g : Rn → R if ∇g(y) · f(y) ≡ 0. Thus mass-preserving ODEs admit the
linear first integral g(y) = 1T y if and only if they can be rewritten as

ẏ(t) = (Â(y)− Â(y)T )1

with Â : Rn → Rn×n that is an upper triangular matrix. To model Â, we flatten it into a vector
A(y) ∈ Rn(n−1)/2 and we choose to model A with a feedforward neural network as

Aθ(y) = WTΣ(V y + v)

for some weights θ = (W,V, v). To highlight the dependency on these parameters, we add a θ to
the notation also in Âθ. To obtain the mass-preserving dynamical blocks, it only remains to find a
numerical method that preserves the linear first integral g also at a discrete level. All Runge–Kutta
methods do that, and we can prove it for explicit-Euler in a single line. Indeed, if for a vector field
f ∈ X(Rn) we have 0 = bT f(y) with b ∈ Rn, then g(y) = bT y is a first integral of f and doing
one Euler step for f we get

g(yn+1) = bT yn+1 = bT (yn + hf(yn)) = bT yn + hbT f(yn) = bT yn = g(yn).

Therefore, we see that g is conserved by the explicit Euler method. We conclude that a way to define
mass-preserving dynamical blocks is by composing maps of the form

y 7→ ynew = Tθ(y) = y + h(Âθ(y)− Âθ(y)
T )1,

where θ is possibly changed along the network.
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B.3 1-Lipschitz dynamical blocks

We have already reported a specific choice for the layers in 1-Lipschitz networks in section 3. We
hence just briefly summarise the reasoning here. Let us first introduce the vector fields that we work
with

f c
θ1(y) = −ATΣ(Ay + a), fe

θ2(y) = Σ(By + b), θ1 = (A, a), θ2 = (B, b).

We also constrain the weights as ATA = I and ∥B∥2 ≤ 1. The strategy we implement and propose
in order to construct 1-Lipschitz dynamical blocks, is to compose explicit-Euler steps defined as

Ψh1

θ1
(y) = y − h1A

TΣ(AT y + a)

Ψh2

θ2
(y) = y +Σ(By + b).

Hence the Lipschitz dynamical blocks can be obtained composing maps of the form

T(θ1,θ2) = Ψh1

θ1
◦Ψh2

θ2

where we can also change the weights θ1 and θ2 along the layers. However, to have T(θ1,θ2) that
is 1−Lipschitz, we need to impose the step-size restriction reported in equation (5), and derived in
more detail in Appendix C. This restriction can be imposed in various ways. For example, in case of
trainable time-steps one can project the time steps after every optimisation step. It is also an option
to fix them so that they satisfy the constraint.

C Detailed derivation of Lipschitz bounds

In this appendix, we present a more detailed derivation of the bound on the Lipschitz constant of
a dynamical block reported in equation (5). This estimate aims to ensure that the composition of
possibly expansive flow maps and contractive ones gives a 1-Lipschitz map. The two flow maps we
consider are

Ψh1
1 (x) = x− h1A

TΣ(Ax+ b), σ(x) = max{x, x/2}, ATA = I,

Ψh2
2 (y) = y + h2X(y), Lip(X) ≤ 1.

We first evaluate the bounds on the individual Lipschitz constants. We start with Ψh1
1 , introducing

the notation
δ(A, b, x, y) = ATΣ(Ay + b)−ATΣ(Ax+ b)

to get

∥Ψh1
1 (y)−Ψh1

1 (x)∥2 = ⟨y − x− h1δ(A, b, x, y), y − x− h1δ(A, b, x, y)⟩
= ∥y − x∥2 − 2h1⟨y − x, δ(A, b, x, y)⟩+ h2

1∥δ(A, b, x, y)∥2

Analysing the single terms, we notice that

−h1⟨y − x, δ(A, b, x, y)⟩ = −h1⟨y − x,ATΣ(Ay + b)−ATΣ(Ax+ b)⟩

≤ −h1
λmin(A

TA)

2
∥y − x∥2

by the strong convexity of σ. Here we denote the smallest eigenvalue of B with λmin(B). Then it is
also true that

h2
1∥δ(A, b, x, y)∥2 = h2

1∥ATΣ(Ay + b)−ATΣ(Ax+ b)∥ ≤ h2
1∥A∥2∥y − x∥2 ≤ h2

1∥y − x∥2.

This derivation leads to the final estimate

∥Ψh1
1 (y)−Ψh1

1 (x)∥2 ≤ (1− h1λmin(A
TA) + h2

1)∥y − x∥2 = (1− h1 + h2
1)∥y − x∥2

if we suppose ATA = I . On the other hand, for the discrete flow map Ψh2
2 , we have

∥Ψh2
2 (y)−Ψh2

2 (x)∥ = ∥y + h2X(y)− x− h2X(x)∥ ≤ (1 + h2 Lip(X))∥y − x∥
≤ (1 + h2)∥y − x∥.

9



This allows us to conclude what we reported in equation (5), i.e. that

Lip(Ψh1
1 ◦Ψh2

2 ) ≤ Lip(Ψh1
1 ) · Lip(Ψh2

2 ) ≤
√
1− h1 + h2

1 · (1 + h2).

Thus, if

(h1, h2) ∈ R = {(h1, h2) ∈ [0, 1]2 : (1 + h2)
√

1− h1 + h2
1 ≤ 1}, (7)

the composition of the two functions is 1−Lipschitz. Furthermore, if a dynamical block is made by
the alternation of k pairs of flow maps with the same structure as Ψh1

1 and Ψh2
2 , the condition in (7)

on each pair is sufficient to get a 1−Lipschitz dynamical block.

We remark that such reasoning can be extended without major changes to other choices of
vector fields, other alternation strategies and other numerical methods.
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