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Abstract

Document forgeries that involve modification of the materials used, such as

ink and paper, provide evidence of any malpractices being performed. Forensic

specialists use different techniques to identify and classify these samples; how-

ever, the most preferred method is to use nondestructive techniques to avoid

any potential damage to the original specimen under investigation. Hyper-

spectral imaging has already been explored in several application domains and

used as a powerful method in forensic investigations to extract information

about the materials under examination. To precisely classify the material infor-

mation and utilize the hyperspectral imaging technique's potential, we probed

the potential of some hybrid spectral similarity measures to classify different

commonly used paper samples. A comparison of these methods is quantita-

tively presented in this article.
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1 | INTRODUCTION

Forgeries in the form of document fraud or counterfeiting are widely used malpractice with different objectives. In
many cases, evidence from document forgeries is directly connected to the paper and ink used. Forensic experts apply
various methods to analyze the paper and ink samples used in the document to investigate and trace these samples to
verify their originality. Chemical analysis,1,2 and other destructive3 techniques, that may destroy the original specimen
also require more processing time and are also limited by the region of the document it can analyze. Ultraviolet
(UV) and near-infrared (NIR) imaging,4 as well as visual inspection, are also used very commonly in this domain. Spec-
tral information from the document under investigation can provide valuable information about the paper and the ink
used in the document. Motivated by these facts, hyperspectral imaging (HSI), which integrates spectral and spatial
information, recently became one of the most potent tools in forensic investigations.

HSI combines spectroscopy, and imaging and this technique provide spectral information across the whole spatial
area of the object under investigation. HSI has been used widely in different sectors like remote sensing,5 cultural
heritage,6 medical imaging,7 food,8 and forensics9 for different purposes such as documentation, classification, material
identification, and visualization. Hundreds of narrowband images recorded in the visible and near-infrared (VNIR)
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region of the electromagnetic spectrum open up the possibility to accurately classify the material's constituents under
inspection. Once the HSI data are acquired from the questioned document, various pre-processing steps are followed
before classification. Existing spectral classification algorithms10 are designed based on the distinction power of the
spectral signature of materials. Generally, the accuracy of these classification algorithms determines the applicability of
the HSI technique.

This study probes spectral similarity measures (SSM), supervised pattern recognition approaches that efficiently uti-
lize spectral signatures' information to classify materials. Also, the spectral matching measures are highly effective in clas-
sifying target materials as they can mitigate illumination effects, such as gain and offset errors.11 Here, the classification
accuracy primarily relies upon the spectral similarity measure and the properties of the specific spectrally defined tar-
gets.12 Technically the spectral similarity measure compares the degree of similarity between two spectra, that is, between
an unknown image pixel spectrum and a reference spectrum, where the comparison is made using the similarity as a cri-
terion.13 The reference spectra can be collected from laboratory or field spectra or extracted directly from the image data
as a single-pixel spectrum or averages of spectra from a region of interest.14,15 Normally, information extraction from
images is achieved by applying the individual SSM like city block distance (CBD),16 euclidean distance (EUD),17 spectral
angle mapper (SAM),14 spectral correlation angle (SCA),18 spectral information divergence (SID),19 jeffries–matusita dis-
tance (JMD),20 and chi-square distance (CHI).21,22 In this work, instead of modifying existing algorithms, hybrid SSM are
explored to understand and evaluate their classification accuracy. Many studies have been conducted to evaluate the indi-
vidual SSM and the necessity of hybrid ones; they revealed the limitations of the individual spectral matching methods
and recommended developing hybrid measures that can overcome the limitations by integrating the benefits of individ-
ual measures.19,20,23–25 However, very little study has been done on the use of hybrid SSM for forensic investigations; this
paper aims to investigate the performances of these measures on the forensic paper data classification using a dataset of
40 paper samples. The hybrid SSM are chosen based on spectral discriminatory measures, namely, relative spectral dis-
criminatory probability (RSDPB),23 relative spectral discriminatory power (RSDPW),23 and relative spectral discrimina-
tory entropy (RSDE).23,26,27 The chosen hybrid spectral similarity measures are SID-SAM,28 SID-SCA,23 SID-CBD,25 SID-
EUD,25 CHI-SAM,25 CHI-SCM, JMD-CHI,25 and SID-CHI.29 The outcomes of the classifications are summarized using
the confusion matrices and evaluated for overall accuracy (OA),30–35 kappa bK� �

, 36 Z-score of kappa (Z bK� �
),37 95% con-

fidence interval of kappa (CI(bK)),38 coefficient of determination (R 2), mean absolute error (MAE), and root mean
squared error (RMSE). The results revealed the multiclass classification capability of hybrid SSM where the SID-SCA
performed well on hyperspectral image data (VNIR) of paper samples compared with other SSM.

The remaining portion of this paper is organized into three parts; Section 2 will explain the sample preparation and
acquisition of HSI data. The SSM are discussed in Section 3. The findings will be addressed in the following part along
with the discussions, and the final section describes the conclusion and potential future works.

2 | MATERIALS AND HSI ACQUISITION

2.1 | Samples and hyperspectral image acquisition

The samples used in this study were already presented in our previous work,39 which contains 40 commonly used paper
types collected and arranged as a checkerboard pattern (10 rows � 4 columns). Each sample has a square shape with
4 cm long sides, as shown in Figure 1. Hyperspectral image acquisition of the paper samples was conducted using the
hyperspectral push-broom camera HySpex VNIR-1800 (Developed by Norsk Elektro Optikk AS, Norway). The sensitiv-
ity of this camera is from 400 to 1000 nm with a spectral sampling of 3.18 nm and a spatial resolution of 1800 pixels
across the field of view. The acquisition configuration is the same as in the previous work,39 where the chart containing
different paper samples is placed perpendicular to the camera on a moving translator stage. Two halogen light sources
were used to illuminate the samples with an imaging geometry of 45�:0� with respect to the camera. The camera correc-
tions, such as dark current subtraction, sensor corrections, and radiometric calibration, were carried out by HySpex
RAD, a preprocessing software provided by the camera manufacture. As a reference object, a contrast multi-step refer-
ence target with known reflectance values was used. In order to recover the reflectance of the paper samples, the
known reflectance values of this reference target are used. The output HSI data cube has a resolution of
1800 � 7500 � 186 (width � length � bands) pixels and a dynamic range of 16-bit unsigned integers. During the nor-
malization process, the radiance data obtained from the camera were converted to normalized reflectance (floating
point, 32 bit) values between 0 and 100% using the equations below.
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Li x,y,λð Þ¼Lr x,y,λð Þ
R x,y,λð Þ , ð1Þ

R x,y,λð Þ¼Lr x,y,λð Þ
Li x,y,λð Þ : ð2Þ

The reflectance of the wavelength λ at position x, y is indicated as R(x, y, λ), while the incident and reflected lights
for the wavelength λ at x, y are denoted as Li(x, y, λ) and Lr(x, y, λ), respectively. Using the known reflectance of the ref-
erence target and reflected light intensities (radiance) obtained from the HSI camera, Equation 1 will be utilized to esti-
mate incident light across the field of view. Since the HSI camera is a line scanner, we can use Equation 2 to calculate
the reflectance of the entire HSI image using the incident light calculated.40

3 | METHODOLOGY

SSM uses a reference vector for each class to classify the whole HSI data. The reference spectra are collected from the
data set as a mean spectrum for each paper type (Figure 1: Paper1 to Paper40, starting from the top left corner), generat-
ing 40 spectral classes from the whole paper data. Here, it is calculated from the HSI data by averaging the 25 spectra
from each paper type. The target or test spectra from 40 paper samples are compared with these reference spectra using
hybrid SSM to determine their classification capability. The test spectra are generated by randomly selecting approxi-
mately 100 pixels from each sample paper, and the results are evaluated based on the confusion matrices. This paper
compares eight hybrid SSM to identify the best hybrid measure for the forensic paper classification. The hybrid SSM
used here are SID-SAM, SID-SCA, SID-CBD, SID-EUD, CHI-SAM, CHI-SCM, JMD-CHI, and SID-CHI.

3.1 | Individual/original spectral similarity measures

In statistics, similarity measure quantifies the similarity between two data vectors, whereas SSM calculates similarity or
dissimilarity between two spectral signatures for imaging spectroscopy. Mainly, it integrates shape (direction of pixel
vector) and amplitude (magnitude of pixel vector) features of the spectral signature. If a spectrum is modeled as a vec-
tor, it is necessary to consider both the magnitude and the direction.41,42 The parameter direction relates to the shape
details of each diagnostic feature present in the spectrum. The magnitude expresses the reflectance of the pixel in the
spectral dimension. The classifiers SAM, SCA, SID, and JMD are based on shape features.23,43 The EUD, CBD, and CHI
are distance-based methods based on amplitude features.44 As per the parameters considered for matching, the methods
can also be classified as deterministic (EUD, CBD, SAM, CHI, and SCA) and stochastic (SID and JMD). Deterministic
algorithms depend on the geometrical and physical aspects of the unknown and reference spectra, whereas stochastic
algorithms rely on the distributions of the spectral reflectance of target pixels.45,46

3.1.1 | Pixel notations on hyperspectral images

For each HSI data of the paper samples acquired at a particular wavelength λi, the pixel vector is represented as r¼
r1,r2,r3,……rNð Þ where each component ri represents a pixel in band image Bi and N is the size of the image
(width�height). The corresponding spectral signature of r is defined as s¼ s1,s2,s3,……sLð Þ where si represents the
spectral signature of ri in the form of either radiance or reflectance values, and L is the total number of bands.19,28

3.1.2 | Spectral angle mapper

The SAM is a widely used spectral similarity measure in hyperspectral remote sensing. SAM utilizes the direction of
pixel vector, that is, the shape of the spectral signature and treating them as vectors in a spectral space.14 It calculates
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spectral similarity by measuring the angle between the spectral signatures si and sj corresponding to the pixels ri and rj,
respectively. The SAM between two spectral signatures si and sj is defined as47

SAM si,sj
� �¼ arccos si:sj= sik k sj

�� ��� �¼ arccos

PL
l¼1

silsjl

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiPL
l¼1

sil2

s ffiffiffiffiffiffiffiffiffiffiffiffiPL
l¼1

sjl2

s
0BBBB@

1CCCCA: ð3Þ

This technique is relatively insensitive to unknown and variable illumination, leading to incorrectly matching a
poorly illuminated target pixel.

FIGURE 1 Paper checker layout and corresponding paper details39
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3.1.3 | Spectral correlation mapper

Spectral correlation mapper (SCM) algorithm computes the matching between the spectral vectors based on the param-
eter “correlation,” where the data are normalized and centered on the mean of the two spectra.18,27,48 Correlation mea-
sures the strengths of association between two spectra to capture the spectral shape by following the entire length of
the spectrum vector.42 SCM is derived from Pearsonian correlation coefficient that normalizes and centers the coeffi-
cient measure on the average of the target and reference spectra.

The SCM for the two spectral signatures si = (si1, …, sil)T and sj = (sj1, …, sjl)T is shown as

SCM si,sj
� �¼ PL

l¼1 sil� silð Þ sjl� sjl
� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPL

l¼1 sil� silð Þ2PL
l¼1 sjl� sjl

� �2q : ð4Þ

For comparison, the coefficient is converted into an angle with the following equation 5.49

3.1.4 | The spectral correlation angle

SCA si,sj
� �¼ arccos

SCM si,sj
� �þ1

2

� �
: ð5Þ

The SCA eliminates the negative correlation and maintains the SAM characteristics of minimizing the shading
effect.

3.1.5 | Spectral information divergence

The SID is a measure derived from the spectral information measure (SIM)19,28 that models the spectral band-to-band
variability as a result of uncertainty caused by randomness. The SID utilizes the divergence theory and calculates the
probabilistic behaviors between spectral signatures.26 The SID calculates the probabilistic vectors p¼ plf gLl¼1 ¼
p1,p2,p3,……,pL
� �T

and q¼ qf gLl¼1 ¼ q1,q2,q3,……,qL
� �T

for the spectral signatures of two-pixel vectors, si and sj
19,43

where pk ¼ sikPL

l¼1
sil
and qk ¼ sjkPL

l¼1
sjl
.50

SID between two pixels ri and rj is expressed as follows:

SID rI ,rj
� �¼D rikrj

� �þD rj
��ri� �

, ð6Þ

where the relative entropy of rj with respect to ri is

D rikrj
� �¼XL

l¼1
pl log pl=ql

� �
, ð7Þ

and the relative entropy of ri with respect to rj is,

D rj
��ri� �¼XL

l¼1
ql log ql=pl

� �
: ð8Þ

pl and ql are the probability vectors of si and sj, respectively, for the lth band.

DEEPTHI ET AL. 5 of 13
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3.1.6 | Jeffries–Matusita distance

JMD50 computes the separability of the target and reference spectral vectors by allowing band-wise spectral informa-
tion. The probability density of the unknown target and reference spectral vectors, ri and rj for bands is computed
as20,51,52

JMD ri,rj
� �¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXL

l¼1

ffiffiffi
p

p
l�

ffiffiffi
q

p
l


 �r
2, ð9Þ

where pl and ql are the probability vectors of si and sj, respectively, for the lth band.

3.1.7 | Euclidean distance

EUD measures the ordinary distance between two materials where a smaller EUD value means greater similarity. EUD
is sensitive to outliers and offset and gain errors.43 It computes the distance between two spectra si and sj in the n-
dimensional spectral feature space, is defined as

EUD si,sj
� �¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXL

l¼1
sil� sij
� �2r

: ð10Þ

3.1.8 | City block distance

The CBD, alias Manhattan distance, represents the sum of the absolute differences between two-pixel vectors ri and rj
or spectral signatures si and sj,

53,54 and it is defined as below equation:

CBD si,sj
� �¼XL

l¼1

sil� sjl
�� ��: ð11Þ

3.1.9 | Chi-square distance

CHI is an important measure in image analysis applications21; it is a nonparametric classification technique that allows
data classification and analysis with no preassumed distribution. It is a nonlinear metric derived from Pearson's chi-
squared test statistic,22 and it creates a predictive model that minimizes the misclassifications.32 The CHI21 between
two spectral signatures si ¼ si1,si2,……,silð Þ and sj ¼ sj1,sj2……,sjl

� �
is defined as55

CHI si,sj
� �¼ 1

2

XL
l¼1

sil� sjl
� �2
silþ sjl
� � : ð12Þ

3.2 | Conceptualizing hybrid spectral similarity measures

As the hybrid SSM are produced by fusing the spectral capabilities of two or more matching algorithms, they are
expected to overcome the limitations in the accuracy of the individual algorithms.28,56 They are produced by orthogo-
nally projecting the spectral capabilities of individual measures based on the tangent function. Thus, the combination
of stochastic and deterministic techniques could make an optimal hybrid that increases distinguishability by enhancing

6 of 13 DEEPTHI ET AL.
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the similarity or dissimilarity between spectrums. The following hybrid SSM are used in this work: CHI-SAM, CHI-
SCM, JMD-CHI, SID-CBD, SID-CHI, SID-EUD, SID-SAM, and SID-SCA and they can be defined as below equations.

CHISAMtan si, sj
� �¼CHI si, sj

� �
tan SAM si,sj

� �� �� �
: ð13Þ

In Equation 13, CHI and SAM can be substituted with other similarity measures to achieve the other hybrid SSM.

3.3 | Accuracy assessment

In order to estimate the percentage of correctly classified pixels, a post-classification accuracy assessment is carried out.
The confusion matrix is produced to assess the accuracy of all the hybrid SSM where the overall accuracy (OA), kappabK� �

, Z-score of kappa (Z bK� �
), and the 95% confidence interval of kappa (CI(bK)) are calculated. The overall accuracy

denotes the percentage of all validation pixels classified correctly. It is usually expressed as a percent, with 100% accu-
racy, making a perfect classification where all test spectra are classified correctly. Generally, the value of kappa is nor-
malized between 0 to 1 and is interpreted as ≤0 indicates no agreement, 0.01–0.20 none to a slight agreement, 0.21–0.40
fair agreement, 0.41–0.60 moderate agreement, 0.61–0.80 substantial agreement, and 0.81–1.00 almost a perfect agree-
ment. Also, any kappa obtained below 0.60 specifies inadequate agreement among the raters, with no confidence in

such study results.36,57 The equations of kappa bK� �
, kappa variance dVar bK� �� �

, Z-score of kappa (Z bK� �
), and the 95%

confidence interval of kappa (CI(bK)) are written as follows:

Kappa, bK ¼ POð �PEÞ
1ð �PEÞ , ð14Þ

where PO is the observed agreement and is the same as the OA and PE is the expected agreement.

Variance, dVar bK� �
¼ PO 1ð �PEÞ
N 1ð �PEÞ2

, ð15Þ

where N is the total number of samples.

Z� score of Kappa, Z bK� �
¼

bKffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffidVar bK� �r : ð16Þ

If the kappa variance is found minimum and the Z value obtained is higher than 1.96, the classification results
imply better classification at a 95% confidence level. Also, the kappa's confidence interval is determined to get an esti-
mation based on the desired 95% confidence level. Hence, the results produced from this research could well define the
multiclass classification ability of the best hybrid SSM for classifying the 40 hyperspectral images of the paper samples.

To streamline the accuracy of the hybrid SSM, it is very much necessary to optimize the performances based on
error matrices like mean absolute error (MAE), root mean squared error (RMSE), and R 2 (coefficient of determination).
MAE is the average of the sum of the absolute differences between the original and predicted values. RMSE is obtained
from the square root of mean squared error, which is the difference between the original and predicted values obtained
by squaring the average difference over the data set. Lower values of MAE and RMSE indicate better accuracy, whereas
R 2 represents the coefficient of how much better the model is. It measures the amount of variation produced by the
hybrid SSM, that is, the percentage of correct predictions. R 2 values can range from 0 to 1. A value of 0 indicates that
the response variable cannot be explained by the predictor variable and a value of 1 indicates that the response variable
can be flawlessly explained without error by the predictor variable.

DEEPTHI ET AL. 7 of 13
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4 | RESULTS AND DISCUSSION

The mean reference spectra obtained for all the paper samples are shown in Figure 2. Most of the paper samples pro-
duced nearly similar responses in the near-infrared region (NIR) and showed distinct features in the visible region.
Also, a spectral peak can be seen near 450 nm, which goes beyond the maximum reflectance value due to the fluores-
cence emission from the materials. As expected, the darker materials possess a relatively lower reflectance profile in the
visible region; however, they showed a slight increase toward the NIR range.

The hybrid SSM, namely, CHI-SAM, CHI-SCM, JMD-CHI, SID-CBD, SID-CHI, SID-EUD, SID-SAM, and SID-SCA,
are evaluated using HSI paper data, and they are implemented using Matlab 2021a. Their classification capabilities are
evaluated using indexes obtained from the confusion matrix (Supporting Information). Here, SID-CBD and SID-EUD
failed to produce valid confusion matrices, so their classification results could not be considered in this study. The
remaining resultant classified images of the six hybrid SSM, namely, CHI-SAM, CHI-SCM, JMD-CHI, SID-CHI, SID-
SAM, and SID-SCA, can be seen in Figure 3.

It is noticeable in Figure 3 that paper 31 (standard copy paper 80 g) overlaps more into other classes, most predomi-
nantly found in the classification done by CHI-SAM, CHI-SCM, SID-CHI, and JMD-CHI. The OA obtained for various
SSM are mentioned in Table 1 below.

From Figure 3, it is clear that Paper 3 (yellow millimeter paper), Paper 5 (analogous film emulsion), Paper 6 (analo-
gous photo paper), Paper 20 (65 g/m2 white paper), Paper 24 (sticky note paper), Paper 25 (sticky note paper), Paper
27 (envelop from china), Paper 28 (billing paper), Paper 29 (unknown white paper), Paper 38 (sticky note paper), and
Paper 39 (newspaper) are perfectly classified by all the hybrid SSM. In contrast, Paper 9 (HP premium paper), Paper
13 (60 g/m2 white paper), Paper 21 (90 g/m2 white paper), Paper 26 (baking paper), and Paper 33 (butter paper) was
almost entirely misclassified by all the hybrid SSM. We analyzed the overall accuracy (OA) of the hybrid SSM where
the SID-SCA achieved the highest accuracy of 88%, followed by SID-SAM with 87%. The measures SID-CHI, JMD-CHI,
CHI-SAM, and CHI-SCM, produced OA of 80%, 72%, 72%, and 71%, respectively. These results can be attributed to their
proven capabilities for capturing high band-to-band variability for hyperspectral images that measure the similarity
between two pixel vectors.44 The hybrid combination SID-SCA is mainly dependent on the shape of the curve, not by
the amplitude values of reflectance curves. This affirms that the individual measures SID and SCA, which consider only

FIGURE 2 Mean spectra of papers used39

8 of 13 DEEPTHI ET AL.
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the shape of the curve. This can be exemplified from the classified images of SID-SCA in Figure 4. In this case, Paper
9 (HP premium paper) is misclassified as paper 1 (HP proofing paper), showing a similar shape for the reflectance cur-
ves for these papers but with varying amplitude.

Also, checked paper 21 (90 g/m2 white paper), which has misclassified pixels prevalently from paper 17 (128 g/m2

white paper), showed their spectra as in Figure 5. Here also, the reflectance curves can be seen with similar shapes with
varying amplitude.

The kappa, MAE, RMSE, R 2, and related parameters for each hybrid SSM are also evaluated to validate the results
based on OA. The results are provided in Table 2 below. In addition to the kappa score, the confidence interval of

FIGURE 3 Classification results of paper samples

TABLE 1 The overall accuracy (OA) of hybrid SSM

SSM CHI-SAM CHI-SCM SID-SAM SID-SCA SID-CHI JMD-CHI

OA 71% 71% 87% 88% 80% 72%

FIGURE 4 Reflectance curves for paper 1 and paper 9

DEEPTHI ET AL. 9 of 13

 1099128x, 2022, 1, D
ow

nloaded from
 https://analyticalsciencejournals.onlinelibrary.w

iley.com
/doi/10.1002/cem

.3387 by N
orw

egian Institute O
f Public H

ealth, W
iley O

nline L
ibrary on [13/02/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



kappa@95% and Z-score of kappa are calculated for the different hybrid SSM. Here, higher values indicate better dis-
crimination capabilities.

The kappa coefficient is a statistical measurement generally used to assess the accuracy of confusion matrices by
measuring how well the classified data agrees with the reference data. The hybrid measure SID-SCA obtained the
highest kappa value of 0.88, and SID-SAM obtained 0.87 produced a nearly perfect agreement, which implies that the
reference data are appropriately classified. However, SID-CHI, JMD-CHI, CHI-SAM, and CHI-SCM obtained lower
values, demonstrating substantial agreement, indicating that the reference data are classified not to the best. Thus, it is
proved that SID-SCA is effective in classifying the 40 hyperspectral paper samples. Then, for the Z-score values again,
SID-SCA (168.72) obtained a higher value of 168.72, followed by SID-SAM, SID-CHI, JMD-CHI, CHI-SAM, and CHI-
SCM. The prediction error matrix MAE obtained lower values of 0.12 and 0.13 for SID-SCA and SID-SAM, respectively.
The RMSE, the SID-SCA and SID-SAM have obtained lower values of 2.32 and 2.35, respectively. The R 2 has the
highest values of 0.95 for both SID-SCA and SID-SAM, demonstrating that the response variable can be perfectly
explained without error by the predictor variable. Thus, the kappa values, MAE, RMSE, and R 2 validated the results of
overall accuracy by selecting SID-SCA as the best hybrid SSM for hyperspectral paper sample classification. The results
from this study enable forensic researchers to make the correct choice of classification algorithm for hyperspectral data
analysis of similar materials.

5 | CONCLUSION

This research presented the classification efficiency of eight hybrid spectral similarity algorithms to classify hyper-
spectral paper data. Hybrid spectral similarity measures are rarely applied in forensic research. The efficacy of these

FIGURE 5 Reflectance curves for Paper 17 and Paper 21

TABLE 2 Different evaluation factors used and its corresponding results for each hybrid method

Methods Kappa CI of kappa@95% Z-score of kappa MAE RMSE R2

SID-SCA 0.88 0.87-0.89 168.72 0.12 2.32 0.95

SID-SAM 0.87 0.86-0.89 163.66 0.13 2.35 0.95

SID-CHI 0.8 0.79-0.81 125.73 0.20 3.41 0.89

JMD-CHI 0.71 0.70-0.72 98.59 0.28 4.42 0.81

CHI-SAM 0.71 0.70-0.72 98.89 0.28 4.41 0.81

CHI-SCM 0.71 0.69-0.72 97.63 0.29 4.43 0.81
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measures on close-range hyperspectral data analysis is presented in this paper. The SID-CBD and SID-EUD failed to
produce valid confusion matrices; the remaining six hybrid spectral similarity measures, namely, CHI-SAM, CHI-SCM,
JMD-CHI, SID-CHI, SID-SAM, and SID-SCA, are evaluated for their classification capability. Analyzing the statistics of
the results obtained, it is found that SID-SCA produced the highest overall accuracy of 88%, which is justifiable in
forensic applications.58,59 From the validation based on kappa, confidence interval of kappa@95%, Z-score of kappa,
MAE, RMSE, and R 2, the SID-SCA can be considered as the best hybrid measure with a perfect agreement for kappa.
Thus, from this study based on spectral similarity statistics, the enhanced accuracy of SID-SCA for the classification of
hyperspectral paper data is achieved, thereby underlining the importance of spectral similarity analysis on close-range
hyperspectral image data.
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