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Summary 

Algorithms, data platforms, and big data have gained ever more attention in public administration 

worldwide in the last decade. Policy papers and consultancy reports promise a more effective and 

seamless public administration that predicts and personalizes citizen needs proactively enabled 

by these technologies. Simultaneously, social scientists across disciplines have begun to critically 

investigate this administrative reform, as it has the potential to seriously affect citizen–state 

relations and increase the public sector’s ability to surveil, predict, and classify citizen behavior. 

The field of critical data and algorithm studies has emerged as a counterforce to rigorously 

researching the multiple ways data, technology, power, and politics intersect and are integrated 

into our social lives.  

This paper-based dissertation offers unique insight into the inner workings of public 

administration datafication in Norway and aims to provide a valuable contribution to this 

emerging body of literature. I define public administration datafication as being made up of two 

interwoven processes: the use of more and different data and the recirculation of data in 

increasingly complex ways, both within and outside of the public sector. These intertwined 

processes are fueled by the idea of data as a resource for improving public administration and 

society more generally. I research the data-driven public sector both through specific projects 

where data assemblages are materialized - and a system-level investigation, questioning the 

emergence and construction of socio-technical imaginaries. I situate datafication beyond the 

private sector and internet platforms and ask the overall research question of how public 

administration datafication is framed and embedded in the Norwegian public sector. Norway 

proves to be an especially interesting case, as the welfare state has collected and stored vast 

amounts of data for decades, which are now imagined to be recirculated into practice in all 

aspects of administration.   

Through a multi-method research design that includes ethnographic fieldwork among data teams 

producing technology, interviews with practitioners, a survey, and document analysis, I develop 

and apply a situated practice approach to datafication. I focus on what practitioners, policy 

makers, and institutions do, say, and imagine in relation to datafication, rather than measure its 

immediate effects on society. By drawing attention to silences, unseen issues, and obstacles, I 

outline new allies for citizen interventions and contestation to avoid determinist accounts of this 

administrative reform across all four papers. I show that the public sector meets a variety of 

obstacles when attempting to materialize the sociotechnical imaginary of public sector 

datafication. In many ways, the data-driven public sector remains a future vision. This then 

stresses the importance of critically investigating the performativity of sociotechnical imaginaries 



 

viii 

that push data-driven technology and the issues omitted and silenced in these future visions. I 

find that citizens are rarely included in constructing and embedding these sociotechnical 

imaginaries, as datafication is presented as inevitable, apolitical, and necessary. Contestations 

and alternative future visions therefore become increasingly difficult.  

The four independent papers in this dissertation provide the first empirical and explorative study 

on public administration datafication in Norway. I invite scholars across disciplines to critically 

and reflexively question this administrative reform and actively engage in discussions on 

datafication with policymakers and public sector practitioners.   
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The social sciences predominantly achieve external impacts by influencing people to 

think about things in a different, more precisely reasoned and better informed way, 

one that will (hopefully) produce better decisions and societal outcomes than would 

have been achieved without the presence of these disciplines. 

 (Bastow, Dunleavy, and Tinkler 2014:273) 
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Introduction to public administration 

datafication 
An interview published on the Norwegian online news platform digi.no in January 2018 begins 

thus:  

Facebook earns big money with insights based on their users’ data. What can Norway learn from 

Zuckerberg and co? Can we save lives, get people into jobs and education, and create a better 

society? Yes of course says IT-director Torbjørn Larsen in the Labor and Welfare Administration!  

In many ways, this dissertation has its very origin in this quote and what it connotes. Platform 

companies such as Facebook, Google, and Amazon have based much of their success on the 

extracting of user data and algorithmic processing of information. However, as this quote 

illustrates, the idea of data as a resource for value creation and improving society has gained ever 

more attention beyond private sector business models. A 2016 government white paper, for 

example, argues that “‘It is natural to assume that big data, together with technologies such as 

automation and artificial intelligence, will be able to change how the public sector delivers and 

produces its services in the future.” (Meld. St. 27 2015-2016: 109). This white paper has since been 

followed by a variety of strategy and policy papers, in addition to conferences such as the 2019 

Building the Country with Data conference, all emphasizing the importance of sharing and using 

data across the public sector to improve public administration. Data-driven technology is here 

seen as a savior of the welfare state, which is seemingly threatened by a variety of external forces 

ranging from an aging population to increased immigration and climate change. The metaphor 

of “data as the new oil” becomes even more powerful in a country currently in search of 

something to replace its massive oil sector. 

Datafication, the process of quantifying every aspect of life so it can be tabulated, analyzed, and 

recirculated into practice, presents a profound paradigm shift for public administration and a 

challenging object of inquiry for social scientists across disciplines. This dissertation aims to 

critically investigate the inner workings of the data-driven public sector in Norway and explore 

how datafication is imagined and embedded into practice.  

1 Background and motivation  

This first chapter positions my own work in a wider landscape of literature on data-driven 

technology in society and introduces the research aim and purpose of the dissertation. The 

section thus outlines how the papers presented build on, complement, and challenge existing 

research in the social sciences.  
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1.1 Critical data and algorithm studies 
We can observe increasing interest in the various ways in which technologies, such as machine 

learning and big data, impact society among social scientists in recent years (Beer 2017; Bucher 

2017; Gillespie 2014a; Kitchin 2014b). Although these technologies have been praised for the 

endless possibilities they allegedly provide to improve society, a growing body of literature has 

pointed toward the negative and often unintended effects of data-driven technology on society. 

This includes both theoretical and empirical accounts of increased commodification, opacity, 

discrimination, and surveillance and a decrease in control and democratic values in society 

(Burrell 2016; Eubanks 2018; Lyon 2014; Pasquale 2015; Sadowski 2019). The core of this critique 

revolves around addressing a change in power dynamics, invoking the idea of a 

corporate/governmental inside in power and control, and a disempowered and unknowing 

outside (Reutter and Spilker 2019). This is also explored in Issar and Aneesh (2022:10) review, who 

conclude that “concerns about [datafication] can be summed up as the growing institutional 

capabilities to move contestable issues to a space of reduced negotiability”. 

The loosely associated and interdisciplinary field of critical data and algorithm studies1 has 

emerged as a subfield within the social sciences to critically investigate this paradigm shift and its 

effect on society (Dalton and Thatcher 2014). Critical data and algorithm studies apply critical 

social theory “to explore the ways in which [data and algorithms] are never simply neutral 

objective, independent, raw representations of the world, but are situated, contingent, relational, 

contextual and do active work in the world” (Kitchin and Lauriault 2014:5), regarding data as 

produced rather than raw and questioning the positivistic ground on which big data science 

stands (Gitelman 2013; Iliadis and Russo 2016). There is a variety of conceptual work in the field 

that has attempted to explain and understand how value-laden data-driven systems are 

embedded into society and promote specific ways of knowing, as well as exercise power over our 

social lives (Beer 2017; Boyd and Crawford 2012; Burrell 2016; Gillespie 2014a; Introna 2016; 

Kitchin 2014a; Klinger and Svensson 2018; Zarsky 2016). Data and technology, how they are 

conceptualized, who uses them and how, and why they are put to use are central questions asked 

in this body of literature as datafication is often made to appear invisible and its instinctive power 

relations obscured by various mechanisms. As Ruppert, Isin, and Bigo (2017:1) highlight, this field 

“asks questions about the ways in which data has become such an object of power and explores 

how to critically intervene in its deployment as an object of knowledge” One of the main tasks of 

critical data and algorithm studies is then to make visible the many ways in which our lives are 

turned into data and recirculated into action. This dissertation positions itself within critical data 

and algorithm studies and builds on these central assumptions and questions.  

In its first phase, the scholarship associated with critical data and algorithm studies largely 

focused on private sector datafication efforts, dominated by studies on internet platform 

 
1 Many of the cited scholars would probably not identify themselves as operating within critical data and algorithm studies. 

This is solely based on my own perception of this loosely associated and emerging field.  
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companies, their exploitation of data to make profit, and their use of algorithmic systems to order 

reality and surveil our everyday lives (see for example Ananny and Crawford 2018; Bucher 2017; 

Caplan and boyd 2018; Rieder and Sire 2014; Turow and Couldry 2018). Here, I want to highlight 

Taina Bucher (2012) and Tarleton Gillespie’s (2014b) groundbreaking work on platform 

algorithms, both of which presented my first meeting with this line of thought, instigated my 

curiosity for studying data and algorithms, in addition to have had a great influence on my own 

thinking on how to research datafication. Bucher (2012) explored the Facebook algorithm through 

reverse engineering and showed how social scientists can approach complex technical systems 

to understand their relevance for society and our social relations. In his 2014 essay on the 

relevance of algorithms, Gillespie argued that the introduction of these technologies into human 

knowledge practices has several political ramifications. He called for a sociological inquiry into 

data-driven technology, which highlights the social processes regarding how technology is made 

into a legitimate system. These two works also illustrate the close ties between critical data and 

algorithm and media studies (Flensburg and Lomborg 2021).  

Critical studies of data-driven systems have increased exponentially within a short period of time. 

As datafication enters ever more aspects of social life, empirical research has also begun to 

extend beyond studies on internet platforms. This includes accounts of the datafication of 

workplaces (Sánchez-Monedero and Dencik 2019), the role of algorithms in the financial market 

(Arnoldi 2016; Campbell-Verduyn, Goguen, and Porter 2017), and the datafication of the self, 

more generally (Cheney-Lippold 2017; Lupton 2016). The arrival of a global pandemic in recent 

years has once again renewed interest in scholarly and critical accounts of dataveillance, 

algorithms, and techno-solutionism in the social sciences (Liu and Graham 2021; Milan 2020; 

Sandvik 2020). Especially relevant for this dissertation, then, is the work done on the datafication 

of the public sector and the welfare state (Andreassen, Kaun, and Nikunen 2021; Choroszewicz 

and Mäihäniemi 2020; Dencik 2022; Dencik and Kaun 2020; Nikunen and Hokka 2020; Redden 

2018).  

1.2 From big tech to public administration 
Drawing on Ruppert (2016), among others, Redden (2018: 3) argued that shifting public 

administration practices due to datafication brings with it a variety of potential implications that 

social scientists need to be aware of: “these are profound changes in the ways democratic states 

learn about, engage with and respond to citizens and the information about them”  Redden, 

implications include 1) that citizens become more knowable, traceable across their social lives, 

and are increasingly transformed into data subjects, 2) that governments are increasingly 

compelled to share and link data, both across the public sector and externally, 3) that services 

and decision-making processes are becoming more opaque through automation, 4) that changing 

power dynamics are making citizens more knowable without citizens having the ability to 

investigate public sector data practices, and 5) that there is increased use of public-private 

partnerships in technology development. In other words, datafication has the potential to 
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radically change public administration and citizen-state relations. Understanding the impact and 

role of datafication in society becomes especially important when data-driven technology is 

employed in public administration. As public administration touches upon everybody’s life often 

without any opt-out options, especially in a welfare state context, the public sector’s fascination 

with data and algorithms has therefore tantalized my scholarly curiosity.  

First, it is important to recognize that there is a substantial body of literature on digital technology 

in welfare provision and the public sector in the social sciences (see for example Schou and 

Hjelholt 2019; Storm Pedersen and Wilkinson 2018). However, data-driven technology brings with 

it new questions. Emerging empirical research on datafication in public administration includes a 

variety of case studies on specific public sector projects, such as the integration of data-driven 

systems in (child) welfare provision (Chaudhuri 2022; Keddell 2015; Redden, Dencik, and Warne 

2020), the use of algorithmic systems in unemployment assessment (Allhutter et al. 2020; 

Zejnilović et al. 2020), and the use of big data and algorithmic decision-making in border regimes 

(Coulthart and Riccucci 2022) and in the health sector (Hoeyer 2019; Ruckenstein and Schüll 2017). 

Scholarship on data-driven public administration often focuses on the risks and consequences 

associated with using data-driven systems in specific contexts and shows how political, social, 

economic, and cultural factors influence these systems. Interestingly, the idea of predictive 

policing (Andrejevic, Dencik, and Treré 2020; Benbouzid 2019; Mantello 2016) and smart cities, 

often linked to public sector applications of data-driven systems, seem to have attracted most 

critical data and algorithm studies’ attention (Cardullo and Kitchin 2019; Große-Bley and Kostka 

2021; Hong et al. 2019; Löfgren and Webster 2020; Sadowski and Pasquale 2015). In addition to 

this focus on applications of datafication, we can observe a slowly emerging literature on public 

perceptions of algorithmic decision-making and data use (Kennedy et al. 2020, Hintz et al. 2022). 

This also includes critical accounts of citizens’ lack of democratic participation in the making of 

the data welfare state (van Zoonen 2020). In addition, the imaginaries of public administration 

datafication drawn up in policy documents have been critically investigated by scholars (Bareis 

and Katzenbach 2021; Germundsson 2022; Tupasela, Snell, and Tarkkala 2020). 

While inquiries into the use of big data and algorithms in public administration are dominated by 

empirical case studies on specific projects, scholars have also embarked on more conceptual 

work on the changing relationship between citizens and the state and the understanding of social 

problems and data justice (Barassi 2019; Dencik et al. 2019; Jørgensen 2021; Kuziemski and 

Misuraca 2020; Rieder and Simon 2016; Yeung 2017). As Brauneis and Goodman (2018), for 

example, point out, algorithmic decision-making runs the risk of degrading the decision-making 

capacity of public servants by creating a great distance between the decisions made and the 

evidence-gathering that informs these decisions. Central here is also Dencik et al.’s (2019) case 

study on scoring systems in the UK, in which the authors show how practitioners regard data-

driven technology as enabling a “golden view” of society and increasingly engaging in the 

prediction and risk scoring of citizens. This project is of high relevance to this dissertation, as it 



 

5 

demonstrated the heterogeneity of data systems in use and their contingency on contextual 

factors and local economic regimes.  

As is clearly apparent, most literature on the use of big data and algorithms in public 

administration has been produced within the last two to three years. Overall, there has been an 

overwhelming focus on private sector applications of datafication in the first wave of literature 

associated with critical data and algorithm studies. As datafication gains more ground in public 

sectors globally, it is key to situate datafication beyond private internet platforms, as 

demonstrated in this dissertation. Although a body of literature is emerging that investigates the 

multiple ways data-driven technology is implemented in public administration and impacts 

citizens, empirical accounts often focus on single fields, such as policing, health, childcare, or 

education, in isolation. Single-project studies on the issues surrounding data-driven public 

administration run the risk of disregarding the bigger shifts that the public administration is 

undergoing and how single projects across the sector interact and are framed. The lack of system 

level investigations of datafication is therefore addressed in the dissertation. Although 

datafication is an emerging and relatively new phenomenon, public administration and its 

practices have long been a key focus of the social sciences. How, then, do public administration 

studies approach data-driven technology?  

1.3 Public administration studies and datafication 
There seems to be surprisingly little interest in issues of datafication within the field of public 

administration studies (Fredriksson et al. 2017). However, this appears to be slowly changing, as 

AI has attracted some interest in public administration literature more recently (Agarwal 2018; 

Bullock 2019; Wirtz, Langer, and Fenner 2021). Public administration studies have traditionally 

paid scant attention to issues regarding the implementation of technology into practice (Meijer 

2007), often solely focusing on how to foster technology adoption without discussing its 

implications for public administration and society in general. These studies argue that public 

administration must adapt rapidly to the changing technological environment in order to avoid 

lagging behind (Agarwal 2018; Klievink et al. 2017). In many ways, this body of literature does 

regard technology as an external force that must be accepted and dealt with, contrary to the 

social constructivist view of critical data and algorithm studies outlined above.  

The main body of literature published within public administration studies has focused on 

defining this phenomenon and on the possible applications of big data and AI and how to enable 

change, often praising data-driven technology for its “astonishing positive outcomes for public 

administration in terms of its efficacy, efficiency, and overall client satisfaction” (Maciejewski 

2017:1). Big data and artificial intelligence are seen as major opportunities to improve policy-

making, service delivery, and efficiency within public sector management (Chen and Hsieh 2014; 

Sarker, Wu, and Hossin 2018; Pencheva, Esteve, and Mikhaylov 2020). Research has resulted in a 

variety of literature on the specific applications of data-driven technology within sectors such as 
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policing, health, education, and smart cities (Coulthart and Riccucci 2022; Shastri and Deshpande 

2020). Papers discussing the challenges of big data and AI in public administration seem to mainly 

focus on the practical challenges of implementation and management (Agarwal 2018; Fredriksson 

et al. 2017; Guenduez, Mettler, and Schedler 2020). There is an underlying understanding that the 

public sector lags behind the private sector and therefore must “become more big data ready in 

the future” (Klievink et al. 2017:1). Although issues of privacy are referenced in some papers, 

critical assessments of data-driven technology remain a sidenote in public administration 

literature. As Andrews (2019), highlights, new technology seems to sweep over public 

administration, without being critically assessed in the field 

This misalignment of focus between critical data and algorithm studies and public administration 

studies presents an interesting point of departure for this research project. McDonald et al. (2022) 

encouraged an increased focus of public administration studies on issues of technology and how 

these might (or might not) be incorporated into the decision-making processes of public 

administration. At the same time, they also highlight that “Although technology might improve 

outcomes statistically, it might also pose risks to democratic governance and social equity, among 

others, that need to be understood” (McDonald et al.:64–65). Indeed, in their recently published 

literature review on AI in public administration, Wirtz et al. (2021) stressed that the field is 

struggling to grapple with the societal and political impact of AI on the public sector. This call to 

engage more deeply with the societal and democratic issues associated with big data and AI in 

public administration is supported by several other researchers in the field (Andrews 2019; 

Cordella and Bonina 2012; Veale, Van Kleek, and Binns 2018) and is taken up in this dissertation. 

Interestingly, Wirtz et al. (2021) also highlighted that citizen perspectives are often absent from 

research on AI in public administration. This brings us to the last body of literature upon which 

this dissertation builds: data activism studies.  

1.4 Datafication and citizen power 
Research associated with critical data and algorithm studies does not only point toward the critical 

aspects of datafication but has also increasingly focuses on how to mitigate the harm caused by 

data-driven systems. This then intersects with the rapidly increasing literature on AI and data 

ethics, examining the ethical aspects of AI, big data, and internet platforms (Cath et al. 2018; 

Floridi et al. 2018; Mittelstadt et al. 2016; Zwitter 2014). Fairness, accountability, and transparency 

have become central concepts to discuss and assess the ethical ramifications of data-driven 

systems across a variety of fields. Although this body of literature has contributed significantly to 

highlighting the social and cultural aspects of data-driven technology, it is dominated by technical 

and often isolated approaches to mitigate the impact of AI and big data. There are several calls to 

move beyond the vague concept of ethics and toward more holistic approaches such as data 

justice (Dencik, Hintz, and Cable 2016; Taylor 2017). These approaches then mainly investigate 

power and justice rather than ethics. Both lines of thought do however share a common 

commitment to challenge data and technology harms.  
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As Velkova and Kaun (2021:523) pointed out, “most research has focused on negative outcomes, 

including ethical problems of machine bias and accountability, [and] little has been said about the 

possibilities of users to resist algorithmic power.” This observation has also puzzled me for several 

years. While there is a growing body of literature pointing toward the social, economic, and 

political forces shaping datafication, this seemed to have resulted in a focus on negative 

outcomes and deterministic accounts of datafication’s impact on society (a particular 

deterministic example can here be found in Shosanna Zuboffs work on surveillance capitalism). 

Once again, this contributes to the idea of a corporate or government “inside” in power and 

control and a disempowered “outside” increasingly assessed and influenced by data-driven 

systems. This body of literature often takes for granted that the sociotechnical imaginaries of 

data-driven public administration materialize in full and therefore also run the risk of 

overdetermining their power. To avoid determinist accounts of datafication, I have therefore 

actively highlighted the potential of contestations and resistance across all four papers, rather 

than solely focusing on negative outcomes and ethical problems of bias, accountability, and 

transparency. How can datafication be contested beyond ethics?  

The most prominent line of thought on data contestation can be found in data activism studies, 

which address the various ways citizens respond to and resist harmful data practices (Baack 2015; 

Kennedy 2018; Milan and van der Velden 2016; Lehtiniemi and Ruckenstein 2019). The highly 

interesting body of literature on data activism draws our analytical attention toward the 

democratic agency of citizens in studies of datafication and away from notions of citizens as 

disempowered and unable to challenge their datafied lives (Milan 2017). Data activism studies 

are sociotechnical, focusing on the political dimension of data and therefore escaping 

determinism. However, data activism studies have mainly addressed reactive measures taken by 

citizens, therefore focusing on already existing data systems and how these might be 

reconfigured by citizens or how publicly available data can be used to improve citizens ’ everyday 

lives. We know little about how these systems are framed and produced, which values and 

agendas steer their development, and the potential of citizen intervention in the early stages of 

datafication (Flensburg and Lomborg 2021; Hintz et al. 2022). The nascent phase of data-driven 

public administration and a focus on what happens before data-driven technology is used in 

specific public sector operations is therefore in focus in this dissertation. Work done by 

researchers such as McQuillan (2018) or Hintz et al. (2022), focusing on democratic auditing has 

here been of great inspiration.  

1.5 Research aims and purpose  
Building upon insights and research from critical data and algorithm studies both on private and 

public sector application and data activism, in addition to work done in public administration 

studies, this dissertation aims to critically investigate the inner workings of the data-driven public 

sector. As with multiple other fields within the social sciences, many of the empirical accounts of 
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data and technology are situated within a US or UK context. However, public administration 

differs greatly across countries when it comes to its political framing, scope, size, and function. To 

produce situated accounts, there is a need for studies in other public administration contexts, 

which work done by researchers such as Choroszewicz and Mäihäniemi (2020) and Tupasela et 

al. (2020) clearly demonstrates.  

The Nordic public sectors collect, store, and manage enormous amounts of data in order to 

govern the welfare state, and they are characterized by high democracy scores, which makes 

them an especially interesting object of investigation (Dencik and Kaun 2020). There has been an 

overwhelming focus on digitalization and datafication in the Nordic states, stressing the 

importance of becoming world leaders in public sector technology adaption (Germundsson 2022). 

Nordic countries keep detailed accounts of their citizens through public registers and often do 

not provide any method to opt out of this collection (Tupasela et al. 2020). Their public sectors 

are relatively large and touch upon every aspect of citizens’ lives. In addition, the Norwegian public 

sector in particular enjoys high levels of trust, which often “intersects with a popular belief that 

technological progress is inevitable, apolitical, and problem free” (Sandvik 2020:2). Datafication 

has here gained ever more attention and legitimacy in recent years. At the same time, Norway is 

still in a nascent phase of this development, providing researchers with the opportunity to study 

the data-driven public sector at an early stage. Public administration is required to provide access 

to its inner workings to researchers by law, which presents unique possibilities for empirical work 

on datafication, which has often been hindered by black-boxed processes and industry secrecy 

(Diakopoulos 2014). Therefore, the Norwegian public sector is especially well-suited to study 

datafication in the making.   

Taking an explorative approach, this research project presents the first comprehensive study on 

the datafication of public administration in Norway. Using four papers, the dissertation 

attempts to answer the overall research question of how datafication is framed and 

embedded in Norwegian public administration. Datafication is here understood as a process 

that aims to change data practices in the public sector, in addition to introducing algorithmic 

systems into its inner workings. Making use of an abductive research approach as introduced by 

Tavory and Timmermans (2014) and a multi-method research design, I aim to investigate what 

practitioners, policy makers, and institutions do and say in relation to datafication, thereby 

avoiding technocentric accounts of the phenomenon. Zooming in and out, the project offers both 

insights into changing data practices in specific public sector organizations and system-level 

accounts of the data-driven public sector. In many ways this is about taking a step back, focusing 

not on the immediate consequences of datafication but on its construction and embedding in 

society. By doing so, I aim to find new ways for citizen intervention and configurations. The 

research project offers a unique and situated empirical account of public administration 

datafication and contributes significantly to the emerging field of critical data and algorithm 
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studies, as well as the more established fields of public administration, practice theory, and 

science and technology studies (STS).  

Starting off with a micro-level field study of two data teams in the Norwegian public sector, Paper 

1 investigates how the sociotechnical imaginaries of datafication are materialized (or not) in 

specific data assemblages. This paper focuses on obstacles and challenges in producing data-

driven technology in public administration to show how data-driven technology is often 

constrained in the context of the public sector. While working on Paper 1, I soon realized that the 

work conducted in the data teams was about more than AI and machine learning. Paper 2, 

therefore, zooms out and provides a general overview of activities in Norwegian public 

administration, again focusing on the perceived challenges of practitioners when attempting to 

embed datafication into practice, as well as issues drawn up in national policy and strategy 

documents. We focus especially on unseen issues in the discussion of the paper. Paper 3 is closely 

associated with the second paper, as it has its origins in one of the omitted issues identified in 

the analysis of Paper 2. Here, the policy production process and the resulting discourse in policy 

and among practitioners is in focus. We investigate how citizens and civil society are included and 

problematized in this paradigm shift in public administration and find a top-down and 

paternalistic approach to datafication in the Norwegian public sector. Finally, Paper 4 further 

investigates the sociotechnical imaginaries of public administration datafication through an in-

depth analysis of policy papers. Here, the justifications of datafication are central to deepening 

our understanding of how the sociotechnical imaginary of data as a resource is framed and 

legitimized, but also how it changes over time.  

Inspired by the turn toward collaborative ethnography (Lassiter 2005; Lassiter and Eric 2005), my 

research findings have been presented and discussed with the people and organizations working 

with and through data. At the intersection of all four papers, I develop the idea of what I call an 

“actionable critique of public administration datafication,” which I present in the final chapter of 

this dissertation. The aim of the situated accounts of datafication is to emphasize the social 

dimension of data-driven technology, its relation to dominant agendas, and the potential for 

resistance (Dencik 2019). In doing so, I argue against a deterministic understanding of the data-

driven society. This is of value not only to the scholarly debate on datafication but also to the 

practicing field of public administration and society as a whole. Although the contribution of this 

dissertation to the practicing field is not formalized in a published paper, insights from this 

research project have been continually fed back into the practicing field throughout the course of 

the last four years. I do regard the dissemination work done outside of the traditional channels 

of academic publication as highly important to the overall aim of the research project. Therefore, 

a list of activities can be found in Appendix B.  
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1.6 Structure of the dissertation 
This thesis is article-based and consists of four research papers (three co-authored, one single-

authored). This introduction to public administration datafication connects the papers and 

provides an overall account and discussion of the research project. Chapter 2 shortly reviews 

different terminology used to describe current developments and introduces the core concepts 

of “data-driven public administration” and “public administration datafication,” as I regard the 

choice and definition of the concepts themselves as an important contribution to critical data and 

algorithm studies. This is followed by an introduction to the overall theoretical framework in 

Chapter 3. Chapter 4 outlines the research design of the dissertation and offers the reader in-

depth reflections on the methodological choices made. Chapter 5 briefly introduces and 

summarizes the four papers, highlighting their key findings. The contributions of the overall 

research project are then presented and discussed in Chapter 6, where the key concepts of 

silences and challenges are especially in focus. This synopsis then culminates in some reflections 

on how critical data and algorithm studies might work toward an actionable critique of public 

administration datafication. The four papers are fully attached and followed by the appendix. 

Together, this narrative and the four papers presented aim to produce a compelling and thought-

provoking deep dive into the inner workings of public administration datafication in Norway.  
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2 Clarification of concepts 

This section explains the choice of concepts and their implications for the research project more 

generally. It serves as an extension of the previous presented literature and an introduction to 

the theoretical framework presented in Chapter 3. As Crawford (2021:7) points out, the multiple 

ways in which we define technology “is doing work, setting a frame for how it will be understood, 

measured, valued and governed.” The literature reviewed in the previous chapter makes use of a 

variety of terms to describe what is researched, ranging from “digital transformation” over 

“algorithmic governance” to “automated decision-making.” I have used the two key concepts of 

“data-driven public administration” and “datafication of public administration” across all four 

papers to describe what is researched and to set the scope for the project. I aim to use these 

concepts as boundary objects in the project, an “object which [is] both plastic enough to adapt to 

local needs and the constraints of several parties employing them, yet robust enough to maintain 

a common identity across sites” (Star and Griesemer 1989:293). Interdisciplinary research aiming 

to interact with a practicing field always operates in multiple social worlds and is, therefore, key 

to introducing concepts that manage to bridge these social worlds and facilitate communication 

between them. Indeed, the overwhelming and often unclear use of concepts in critical data and 

algorithm studies presents a key challenge to the scholarly debate and its dissemination to the 

practicing field (Moats and Seaver 2019). A short review of terms used, therefore, deserves its 

own section in this dissertation to provide the reader with a brief overview of overlapping and 

intersecting terminology in a heterogenic and emerging literature on algorithms, data, and AI 

technology in the social sciences.  

2.1 Algorithm, big data, artificial intelligence 
First, we might take a short look at the technical terminology present in both the academic field 

and the practicing field. The most common definition of “big data” refers to the three Vs: volume, 

velocity, and variety (Diebold 2012). Kitchin (2014b:68) then adds to this definition by adding the 

characteristics of exhaustive in scope, fine-grained in resolution, relational in nature, and flexible. 

The rapid growth of data in the last decade is often associated with the simultaneous 

development of technologies, infrastructures, and processes that make it possible to embed big 

data in practice. This includes developments within computing, networking, and storage. 

However, as scholars such as boyd and Crawford (2012) and Dencik (2020) point out, focusing 

only on the technical characteristics of big data often reduces our research focus to big data as a 

technical object driven by technical opportunities.  

Within computer science, algorithms are defined as “any well-defined computational procedure 

that takes some value, or set of values, as input and produces some value, or set of values, as 

output […] an algorithm is thus a sequence of computational steps that transform the input into 

the output” (Cormen et al. 2009:5). Computer scientists regard algorithms as tools to solve well-
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specified problems. As Gillespie (2014a) points out, the term “algorithm” seems to be used by a 

variety of actors in different ways. For technical communities, algorithms are a simple technical 

solution for a technical problem of organizing data to achieve a specific outcome. For social 

scientists and the broader public, the term is often used to describe opaque artifacts that order 

our social lives. The terms “artificial intelligence” and “machine learning”, used to describe 

complex forms of algorithms, might further complicate matters (Elish  and boyd 2018). There is 

no widely accepted definition of artificial intelligence in the technical community (Wang 2019). 

This is then challenged by social scientists such as Crawford (2021:8), who argue that AI is neither 

artificial nor intelligence but embodies a material made from natural resources, human labor, 

infrastructures, and classifications, again pointing toward the wider political, material, and social 

structures that technology depends upon. Researchers such as Seaver (2017:1) therefore argue 

that social scientists should not align their use of the terms with the common definition in 

computer science, but “approach algorithms as ‘multiples’—unstable objects that are enacted 

through the varied practices that people use to engage with them.” The focus on practices will 

present a reoccurring theme in this dissertation. 

As elaborated upon in Chapter 3 of this dissertation, I aim to decenter technology in the analysis 

of my papers. There has been an overwhelming focus on data as a technical artifact, decoupled 

from the social, in research (Dencik 2019). Simply stating that one researches algorithms, AI or 

big data runs the risk of giving a simplified and technocentric account of the phenomenon, 

fetishizing algorithms and code and disregarding the social and political aspects of the 

phenomenon (Elish and boyd 2018; Ziewitz 2016) . Because I realized during the initial field work 

in the Labor and Welfare Administration that the developments observed were about more than 

simply producing technology, I was in need of a different concept to describe what was 

researched and provide the scope for this dissertation.  

2.2 eGovernment, digital transformation, and digital era 

governance 
As indicated in the introduction, there is surprisingly little interest in big data, algorithms, and the 

associated technologies in public administration, with several of the top-ranked journals in the 

field only recently publishing work on big data and AI technologies (see, for example, Giest and 

Klievink 2022). These studies often adapt the technical fields’ terminology and a technocentric 

approach to the phenomenon, studying these technologies in isolation. Research on technology 

in public administration seems to have been of limited influence on the academic field, as well as 

the practicing field, often kept separate from other core debates in public administration. As 

Meijer (2007:238) puts it, “Technology is complicated, not ‘sexy’ and not politicized and, therefore, 

not considered to be a core issue for administrators and politicians.” However, this does not mean 

that digital technology is absent from the literature. In the field of public administration, itself an 

interdisciplinary subfield within the social sciences, the most common terms to describe socio-
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technical developments within the public sector include “eGovernment,” “digital transformation,” 

and “digital era governance.” These concepts are interrelated, operating at the intersection of 

technology and public administration and often highlighting the potential of information and 

communication technology (ICT) to transform both services and public sector management 

(Mergel, Edelmann, and Haug 2019).  

One of the first and most prominent concepts introduced in public administration studies to 

describe technological developments in public administration is eGovernment (Moon 2002). 

“Electronic government (eGovernment) is the delivery of services to citizens via the Internet” 

(Esteves and Joseph 2008:118). Research on eGovernment often focuses on citizen-government 

relations, the dissemination of technology and innovation, and the structural transformations of 

governance in the digital age, enabled by the internet (Heeks 2006; Meijer, Bolívar, and Gil-Garcia 

2018). eGovernment is here praised as making public access faster and providing better 

information to citizens through internet websites. In its initial form, eGovernment research was 

mostly concerned with outward-facing services for citizens, but it has also been used more 

broadly to describe the introduction of ICTs into public administration (Meijer and Bekkers 2015).  

A more recently introduced concept is the term “digital transformation,” which, according to 

Mergel et al. (2019), has its origins in the business sector but lacks a clear definition in public 

administration. This concept is often used to describe a more comprehensive organizational 

approach to digital technology and, therefore, goes beyond the mere digitalization of processes 

and services, encompassing both internal and external change. The transformative and unique 

capabilities of digital technology are also central to Dunleavy et al.’s (2006:478) notion of digital 

era governance:  

By digital-era governance we signify a whole complex of changes, which have IT and information-

handling changes at their center, but which spread much more widely and take place in many 

more dimensions simultaneously than was the case with previous IT influences.  

Digital era governance often focuses on organizational culture changes in public administration 

as a reaction to the shortcomings of new public management (NPM). Here, the reintegration of 

services, simplifying the relationship between public administrations and their clients, and an 

increase of productivity through IT and the internet, are central ideas. Margetts and Dunleavy 

(2013) also argue that a second wave of digital era governance is currently sweeping over public 

administration, enabled by social media and risk-based approaches to public governance.  

Interestingly, research using these concepts often distances itself from technological determinist 

accounts of ICT, highlighting the multiple ways these developments are integrated in public 

administration and how they interact with, for example, organizational and budgetary factors, as 

well as focusing on people and culture (Alcaide–Muñoz et al. 2017; Shouran, Priyambodo, and 

Rokhman 2019; Dunleavy and Margretts 2013) . Nevertheless, Meijer and Bekkers (2015) stressed 

that research on ICTs in public administration is still dominated by explaining eGovernment 

rather than trying to understand eGovernment. The literature is thus dominated by a focus on 
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finding the key variables to determine the success and maturity of eGovernment (for example, 

using Rogers’ (1995) diffusion of innovation perspective), rather than focusing on the socio-

technical processes in specific contexts. In addition, this body of research is often overly optimistic 

in its view on ICTs in public administration (Heeks and Bailur 2007). Although researchers such as 

Dunleavy et al. (2006) warn about the possible pushback of digital era governance due to the 

possibility of linking data and enhanced tracking of citizens through their phones, highlighting the 

surveillance potential of digital technologies, these critical accounts of digital technology in public 

administration often remain a side note. The focus is on the enabling technology and optimistic 

outlooks of enhancing citizen trust and improving government performance through digital 

technology, rather than critically assessing its impact on society (Dobrolyubova 2021).  

The literature associated with eGovernment, digital transformation, and digital era governance 

often includes all digital technology in its accounts of recent developments in public 

administration. Although these concepts help us understand the impact of ICTs within the wider 

landscape and history of public administration, I argue that they do not grasp the growing reliance 

of public administration on technologies such as algorithms and big data and the introduction of 

a new knowledge-making paradigm. These concepts seemed too broad and imprecise for the 

purpose of this dissertation. They focus on ICTs and technology more broadly and often disregard 

data as a central element of operation. Although some researchers have started to include the 

notion of data-drivenness in their accounts of the digital transformation of public administration, 

this remains an underexplored phenomenon (Dobrolyubova 2021; Fredriksson et al. 2017). 

Indeed, Heeks and Bailur (2007) argue that research on eGovernment often purposely disregards 

its links to information management in public administration.  

As argued in Paper 2, I regard it as important to make distinctions between the digitalization of 

public administration, where online forms and internet communication are central, and recent 

developments in the public sector, which increasingly rely on data recirculation and the idea of 

data as a resource for and by public administration. In other words, datafication (which is 

introduced in section 2.4) builds on eGovernment and digital era governance efforts in the public 

sector, I do however want to argue that it presents a new paradigm for public administration; 

from digital to data-driven. It was, therefore, of importance to clearly distinguish my research 

object from the more commonly used terminology in public administration research, while 

simultaneously encouraging a dialogue between the field of critical data and algorithm studies 

and public administration. There is clearly a common link between my research and public 

administration literature in topics such as social equity, citizen participation, discretionary 

decision-making practices, and democratic governance. I regard publishing Paper 2 in a public 

administration journal as being of great importance to engage in this dialogue.  
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2.3 Algorithmic governance, automated decision-making, and 

new public analytics 
Moving on to concepts more closely associated with critical data and algorithm studies, the term 

“algorithmic governance” was introduced by Müller-Birn, Dobusch, and Herbsleb (2013) to 

describe a coordination mechanism in opposition to “social governance.” It is used to highlight 

the way digital technologies produce a specific “form of social ordering that relies on coordination 

between actors, [that] is based on rules and incorporates particularly complex computer-based 

epistemic procedures” (Katzenbach and Ulbricht 2019:2). This concept’s origins can be traced to 

STS and its focus on the reorganization of social and sociotechnical practices (see, for example, 

Bijker and Law 1994). Katzenbach and Ulbrich (2019) argue here that “governance” implies a 

multitude of social ordering with regard to actors, mechanisms, structures, degrees of 

institutionalization, and distribution of authority and, therefore, embraces social ordering that is 

decentralized and not state-ordered. Studies applying the term “algorithmic governance” often 

focus on how algorithms contribute to shifting and re-organizing social interactions and 

structures and their ordering effect in specific contexts (see, for example Coletta and Kitchin 2017; 

Larsson 2018; Müller-Birn et al. 2013; Smith 2020). At the same time, these studies are not mere 

technological determinist accounts of the power of algorithms, but they always highlight the 

social, cultural, and political forces that shape algorithmic systems. A particular line of interest 

within studies on algorithmic governance is centered around the role of platforms and social 

media, where the way social media platforms order and structure information is central and the 

associated risks are explored (Gorwa, Binns, and Katzenbach 2020; Just and Latzer 2017; Musiani 

2013; Ziewitz 2016). Studies on algorithmic governance often center around the ideas of agency, 

autonomy, and the risk of opacity in algorithmic systems. There are two distinct branches within 

this body of literature, addressing governance by algorithms and the governance of algorithms. 

While the former confirms Katzenbach and Ulbrich’s abovementioned account, the latter is mostly 

concerned with the regulation or auditing of algorithms in society through legal or ethical 

guidelines (Danaher et al. 2017).  

According to Katzenbach and Ulbrich (2019), the benefit of using theconcept of algorithmic 

governance is that it brings together a diverse set of phenomena, discourses, and research fields, 

managing to identify key controversies and challenges in a digital society. Danaher et al. (2017) 

develop a comprehensive research agenda on algorithmic governance that has been of great 

inspiration to this research project. Indeed, one of the papers presented in this dissertation has 

been part of a special issue on algorithmic governance in context. Nevertheless, studies on 

algorithmic governance are often outward-focused, meaning that studies within this field often 

focus on the consequences and impact of algorithmic systems rather than their construction and 

framing, they focus on how algorithmic ordering governs society (Issar and Aneesh 2022). In 

addition, the term itself implies that this phenomenon centers on algorithms rather than data, 

which I wanted to avoid in this dissertation. Furthermore, I wanted to avoid associating my 
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research with the governance of algorithms field, which is heavily dominated by ethics and law 

scholars (D’Agostino and Durante 2018; Saurwein, Just, and Latzer 2015). Although this body of 

literature is closely associated with critical data and algorithm studies, it often has a narrow focus 

on law and ethical guidelines to “solve datafication” and mitigate harm.  

Algorithmic governance is often closely associated with automated decision-making. Automated 

decision-making directs our attention toward the multiple ways in which data and technology are 

used to automate knowledge production. This term highlights the delegation of decisions to 

algorithmic systems. I emphasize the argument of Andreassen, Kaun, and Nikunen (2021:213) 

that “the term ‘artificial intelligence’ should mostly be replaced with that of ‘automated-decision-

making,’” as AI often remains a future imaginary. However, researchers such as Kuziemski and 

Misuraca (2020) seem to use these terms interchangeable. This term draws attention to 

algorithm-based automation as a key emerging feature of society and literature associated with 

automated-decision making does often discuss issues of automated vs. human decision making 

(see for example Ranerup and Henriksen 2022; Wagner 2019). My work is in addition inspired and 

complements work done in the ‘Automated decision-making: Nordic Perspectives’ network that 

encourages interdisciplinary and empirical work on automated decision making in the Nordics 

(University of Copenhagen 2022).  

The focus on knowledge production through algorithms is also apparent in Karen Yeung’s (2020) 

notion of new public analytics, a term she uses to describe how predictive analytics have become 

a key element of public administration. Yeung argues that new public analytics presents an 

administrative reform to the same extent that new public management (NPM) did. While NPM 

introduced new forms of management to public administration, new public analytics introduces 

new forms of knowledge and automated decision-making into its inner workings. Yeung 

characterizes this as a distinct break with the past, where algorithmic ordering and the 

professions of data science come to dominate administration. This once again reinforces the 

argument that datafication brings with it a distinct change and must therefore be seen as 

something other than eGovernment or Digital Transformation.  

Automated decision-making and predictive analytics are clearly a part of the imaginary of the 

data-driven public sector. I do however want to argue that these concepts too narrowly focus on 

the automation of decision-making processes or introduction of prediction and are not able to 

sufficiently grasp what is currently empirically observable in the public sector in Norway. This is 

not just about automation or just about prediction, but a powerful coming together of a variety 

of ideas aiming to fundamentally change how the public sector operates. I wanted to draw 

attention to data use and recirculation in public administration and did therefore decide to make 

the datafication of public administration the main object of inquiry of my dissertation. It is the 

intersection of a variety of processes and practices that makes up public administration 

datafication.   
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2.4 Core concepts: Datafication and data-driven public 

administration  
This research project makes use of the term “datafication of public administration” to encompass 

a variety of processes, technologies, and practices in the public sector. The choice of terminology 

is closely associated with the empirical work done in the dissertation. In the project proposal of 

this dissertation, I made use of the terms “AI” and “algorithmic governance” to describe what was 

researched. However, following my micro-level study of the Labor and Welfare Administration’s 

AI lab in 2018 (Reutter, 2018), I realized that my research focus was too narrow. I was searching 

for AI and algorithms but seemed to be missing the bigger picture. Something was amiss—this 

was not just about automation and AI. The research project was, therefore, in need of a broader 

scope and a more precise terminology to be able to grasp what is observed.  

The current development in the public sector was as much about data and the recirculation of 

data as was emphasized in the introductory quote: “Facebook earns big money with insights 

based on their users’ data. What can Norway learn from Zuckerberg and co.?” The empirical 

findings of all the papers presented in this dissertation do indicate a strong focus on changing 

data practices, in addition to the introduction of algorithmic systems and automated decision-

making into public administration. It is these changing data practices that are the focus of the 

presented work, and the chosen terminology reflects this focus and a system-level approach to 

the research object. Using the term “datafication” also allows me to directly position my work in 

relation to researchers who have been of great influence and inspiration to this dissertation by 

sharing this common terminology (Dencik 2019; Dencik and Kaun 2020; Hintz, Dencik, and Wahl-

Jorgensen 2018; Redden 2018; Redden et al. 2020). At the same time, my understanding differs in 

some ways from these scholars’ notions of the datafication of the public sector, which I will 

elaborate on here.Indeed, the work done on broaden the scholarly understanding of public 

administration datafication can itself be seen as a contribution of my dissertation.  

The concept of datafication was introduced by Mayer-Schönberg and Cukier (2013:78), who stated 

that “to datafy a phenomenon is to put it in quantified form so that it can be tabulated and 

analyzed.” The authors emphasized that datafication is about reducing information to elements 

that can be processed by computers and algorithms, thus focusing on processes of 

“dematerialization.” Datafication builds on digitalization but needs to be differentiated. This 

definition is further extended by Mejias and Couldy (2019:2): “datafication combines two 

processes: the transformation of human life into data through processes of quantification, and 

the generation of different kinds of value from data.” While Mayer-Schönberger and Cukier (2013) 

and Mejias and Couldry (2019) mostly focus on a general datafication of social activity into 

analyzable form, I want to differentiate this understanding of datafication in my work to situate 

datafication in the context of public administration. Like boyd and Crawford (2012), I regard 

datafication as a phenomenon that rests on the interplay of technology, data, and the idea of data 

as the enabler of a good society. The datafication of public administration is, therefore, about the 
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introduction of new technology, data, and the idea of data as a resource for improving public 

governance. The datafication of public administration indicates a process, a continual change of 

public administration practices, rather than a single technology or a one-time event. This process 

goes beyond the individual and confined applications of the delegation of responsibility to 

algorithmic systems or automated decision-making to encompass a wider scope of practices. It 

aids the dissertation to direct its analytical attention toward a paradigm shift across the public 

sector, where data recirculation and extraction have become a key feature.  

While I use public administration datafication in the scholarly dissemination of my research, the 

practicing field describes its own practice as “working towards a datadriven public administration” 

(Cavanillas, Curry, and Wahlster 2016). According to the OECD, “A Data-Driven Public Sector 

(DDPS) transforms the design, delivery and monitoring of public policies and services through the 

management, sharing and use of data” (van Ooijen, Ubaldi, and Welby 2019:6). The term “data-

driven” denotes that something is driven by data, again indicating the central idea of data as an 

enabler of public administration, something that directs the public sector. The OECD definition of 

data-driven public administration is quite vague, and the findings of Papers 1–3 indicate that there 

is a lack of common understanding of data-driven public administration among practitioners and 

policy makers. Therefore, I saw a need to develop my own definition of data-driven public 

administration for the purpose of this research project: 

Data-driven administration consists of two interwoven processes: the use of more and/or 

different kinds of data and the recirculation of data through ever more complex methods, (such 

as machine learning or automatic decision-making).  

Like Mejias and Couldry’s (2014) definition, this definition describes datafication as a two-fold 

process. Data-driven public administration is a socio-technical phenomena that is materialized in 

a variety of efforts today, ranging from calls for open government data to the establishment of 

analysis platforms in public administration and the development and implementation of 

automated decision-making and machine learning in case work. This definition encompasses 

both data and technology at the same time, drawing attention toward the procedural nature of 

this development by addressing the underlying idea of the datafication of public administration. 

Note that data is not directly linked to “big” and, therefore, encompasses both small and big data 

(Kitchin 2014). I regard all technology or systems that makes use of any kind of data and which 

focus on the recirculation of data as data-driven technology. This includes simple, rule-based 

automatic decision-making, as well as more complex technologies, such as machine learning and 

AI. Again, datafication is not about a single technology or knowledge paradigm. It focuses on data 

as a resource as its core idea. This also directly connects to the work of Dencik et al. (2019) on the 

scoring society, where prediction, classification, and scoring of citizen activities is central.  

Many researchers argue that the novelty of datafication lies in “quantifying elements of life that 

until now were not quantified to this extent” (Mejias and Couldry 2019:3). While I regard the act 

of quantifying as inherent to datafication and a key characteristic of datafication, this 
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understanding is in need of an alteration in the Norwegian public administration data context. 

Data and the modern state are inseparably woven together as the availability of statistical 

information is of key importance to state governance (Desrosières 1998). Quantification has 

always been part of public administration (Porter 1996). We cannot decouple previous data 

practices from the current datafication of public administration as this would obscure the 

underlying power dynamics of datafication (Cieslik and Margócsy 2022). However, the speed, 

scale, and ubiquity of data practices are changing (Danaher et al. 2017). The datafication of public 

administration is not only about an increase in the quantification of every aspect of social life but 

also about the recirculation of data that has previously had only very limited use, such as register 

data. Register and other kind of administrative data in Norway has mainly been used for statistical 

purposes and research, but as I argue in a 2019 book-chapter, is now imagined to be actively used 

in the day-to-day operations of public administration (Reutter and Spilker 2019). Therefore, the 

first part of the datafication definition introduced here is about the “use of more and different 

data.” I deliberately chose the term “use” and not “collection” or “quantification” as many of the 

datafication projects observed do not rely on the collection of new data but are about actively 

engaging with data already collected and stored within public administrations. Public 

administration has already quantified many aspects of our social lives. The emphasis, then, is on 

“more” and “different,” indicating that datafication changes the way data is used, what data is 

used, and to what extent. Furthermore, recirculation is about an activization of data and the act 

of feeding data into practice. While researchers such as Mejias and Couldry (2019:7) argue that 

“The analytical value of the term ‘datafication’ lies in its ability to name the process and the 

frameworks by which a new form of extractivism is unfolding in our times, via the appropriation 

of data about our lives,” I did consciously choose to not use extractivism in my definition. This is 

clearly part of the datafication paradigm of public administration, as shown in Paper 4 and argued 

by Dencik (2022), however dafication is not confined to extractivism 

“Can we save lives, get people into jobs and education, and create a better society? Yes of course!” 

The second part of the introductory quote indicates a growing trust in data as an enabler of the 

good society; this is what van Dijck (2014) calls “dataism.” “[The] datafication paradigm therefore 

relies on particular epistemological and ontological assumptions, underpinned by its own specific 

set of values and logics—and politics” (Dencik 2019:244). Datafication is fueled by the idea of data 

as a resource for knowledge production that is superior to other forms of knowledge production 

(McQuillan 2018). Couldry argues that “what counts as social knowledge, and who/what counts 

as an input to social knowledge, is changing” (2020:1139). This may alter our understanding of 

society as a whole. As van Dijck (2014) pointed out, the prioritization of data over other inputs to 

social knowledge is beginning to change how we know the world and how we approach the social. 

This reflects Dencik et al.’s (2019) idea of citizen scoring enabled by datafication that fosters new 

ways of categorization, assessment, and prediction at both the individual and population levels.  
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In my papers, I have described datafication as an administrative reform. This was a strategic 

classification to direct the attention of public administration scholars toward datafication, at the 

same time as position data-driven processes in relation to previous public sector reforms, such 

as eGovernment (Kraemer and King 2006). Administrative reform is a well-known concept within 

public administration studies and can again act as a boundary object. As argued , public 

administration scholars have often focused on big data and AI in isolation rather than discussing 

the system-level and societal issues associated with datafication (Agarwal 2018; Klievink et al. 

2017; Maciejewski 2017).  Administrative reform is defined by Montgomery (1967:1) as “a political 

process designed to adjust the relationships between a bureaucracy and other elements in a 

society, or within the bureaucracy itself.” This definition stresses the procedural nature of 

datafication, as well as its close connection to politics and power. As Dencik and Kaun (2020) 

argue, the datafication of the welfare state needs to be regarded as a political development rather 

than a simple matter of efficiency or quantification and regarding data-driven public 

administration as an administrative reform then draws our attention towards the relations 

between administration, politics, and society. At the same time, I have here attempted to study 

an administrative reform not simply through the lenses of public administration scholarship 

(Caiden 1999; Christensen, Lie, and Lægreid 2008; Cordella and Bonina 2012), but focused on 

socio-technical approaches and practice theory to understanding datafication, as introduced in 

the next chapter.  

In summary, the two key concepts of data-driven public administration and public administration 

datafication provide the scope for this research project. By advocating for this terminology, I have 

already positioned my research project within a specific ontological and epistemological 

understanding of what was researched and how. Public administration datafication is seen as a 

continuously constructed project that relies on the interplay of data, technology, practices, and 

an overall belief in the superiority of knowledge produced through data. It is a sociotechnical 

phenomenon by definition; one that promotes the idea of data as a resource for improving public 

administration and society more general. How then can we research public administration 

datafication? This leads us to the theoretical framework of the dissertation.  
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3 Theoretical Framework  

Regardless of the lens, what is required is deep, careful and critical reflection and putting theory 

to work through empirical case studies (Kitchin 2014:186) 

This dissertation takes Kitchin’s suggestion seriously, putting theory to work through empirical 

case studies in a creative and explorative way. The theoretical framework presented in this 

section serves as a blueprint for the dissertation and provides the structure for how the overall 

research question has been philosophically, epistemologically, methodologically, and analytically 

approached. Using an abductive approach to public administration datafication required me to 

reflexively engage with existing theoretical reasoning on technology in society, while trying to 

make sense of the empirical observations in the field. Research on datafication is interdisciplinary 

in nature and therefore allows us to engage creatively with a variety of scholarly thinking and 

entry points (Lomborg, Dencik, and Moe 2020).  

In introducing the theoretical framework, I argue that there are four central puzzles social 

scientists are facing when attempting to produce critical accounts of public administration 

datafication. These puzzles have their origin both in the theoretical and scholarly debates in 

critical data and algorithm studies (Couldry 2012; Dencik 2019, 2020; Kitchin and Lauriault 2014; 

Seaver 2019) and in the tensions that arose in trying to make sense of what I was observing in the 

field and matching these observations with existing literature on STS, algorithmic systems, big 

data, and automated decision-making.  

Puzzle 1: How to avoid determinism in the analysis of data-driven public administration. 

Puzzle 2: How to navigate between hype/discourse and real world/materiality in studying public 

administration datafication.  

Puzzle 3: How to navigate between critical accounts of specific applications of data-driven 

technology in the public sector and a general critique of the datafication of public 

administration/society. 

Puzzle 4: How to balance between proactive and reactive critiques of datafication.  

I will use the next pages to elaborate on these puzzles. This reflects my thought processes in 

working on this dissertation and provides valuable insights into how and why I have studied public 

administration datafication the way I have. In the search for a way to approach these puzzles, I 

have developed the idea of an actionable critique of public administration datafication, which I 

regard as a key contribution to critical data and algorithm studies derived from the intersection 

of the four papers and which I will elaborate upon in the final section of the dissertation. Although 

each paper makes use of a different analytical framework to address the problems presented, 

they share a common foundation from which knowledge is constructed and, therefore, share a 

system of concepts, assumptions, and beliefs that guided the overall research project (Miles and 

Huberman 1994). To bridge all four puzzles, I combined practice, theory, and STS, in addition to 
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revisiting critical theory. I will also introduce two key concepts: the data assemblage and 

sociotechnical imaginaries that have been important both as methodological lenses and as 

analytical tools in this research project.  

3.1 Studying data-driven technology in the social sciences: 

From critical theory to STS and media practice 
In this first part of the theory chapter, I outline what Timmermans and Tavory (2022:9) call 

“landmarks of expectation against which new theoretical paths may be tracked.” In their account 

of abductive analysis, the authors stress the importance of a broad understanding of social theory 

when making use of abductive analysis to facilitate moments of surprise. These moments of 

surprise can then be used to work toward theorizing. We therefore start broad in laying out the 

theoretical framework of the dissertation. As argued above, critical data and algorithm studies is 

a loosely connected and emerging research field. I want to argue that we can trace back the 

origins of this field to two distinct lines of thoughts: critical theory and STS. Many of the key 

assumptions in the field have their origins in these scholarly traditions, and they are therefore in 

need of a quick review. Rather than taking a deep dive into critical theory and STS, I will just scratch 

the surface to quickly move on to practice theory, as introduced by Couldry (2004), to begin 

positioning my own work in relation to the previously introduced puzzles.  

Critical theory plays a central role in the social sciences when discussing basic sociological 

concepts such as rationalization, capitalism, power, and ideology in relation to technology. It 

offers a valuable contribution to the critique of positivism (Agger, 1991). One of the key sources 

of critical theory is the Frankfurt School, a collection of neo-Marxist scholars established in the 

1920s. It is an interesting point of departure to understand the foundation of critical accounts of 

technology in society in the social sciences. The Frankfurt School adopted Weber’s view of 

modernity as defined by differentiation and the fragmentation of the world into spheres of value 

(Kirkpatrick 2017). The technological sphere is autonomous in the hands of experts and 

represents a dominating force in this view. Society is increasingly rationalized, which leads to 

technocratic thinking and a loss of reason. Reason assesses the means to ends in terms of 

ultimate human values such as justice, happiness, and freedom, instead of the technocratic value 

of efficiency (Beira and Feenberg 2018). Similar thoughts can for example be found in Issar and 

Aneesh (2022) account of algorithmic governance, where the authors argue that this development 

decreases spaces of negotiation. The continued expansion of rationalization in the culture, 

technology, and knowledge industries leads critical theorists to a pessimistic view of the future, 

with little room for configurations. Following this line of thought would then lead us to expect 

datafication to enter and change public administration uninterrupted, expanding the 

administration’s abilities of power and control and the increasing rationalization of the sector.  

Technology was a central object of discussion for early Frankfurt School scholars such as 

Heidegger, Adorno, and Marcuse. In his 1941 article "Some Social Implications of Modern 
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Technology," Herbert Marcuse argued, for example, that technology in the contemporary era 

constitutes an entire "mode of organizing and perpetuating (or changing) social relationships, a 

manifestation of prevalent thought and behavior patterns, an instrument for control and 

domination" (Marcuse, 1941:414). This is elaborated in his book One-Dimensional Man (Marcuse, 

1964), where he argues that modern technology (in his case the television) advances repression, 

limiting the ability to think critically about society and technology. I find this a highly interesting 

book, as many of the arguments resemble recent critiques of datafication. Heidegger (1977) then 

regarded technology as a dominating and controlling way of thinking and engaging with the 

world. Habermas, on the other hand, represents a later version of the Frankfurt School. Although 

Habermas pointed out that “social interests still determine the direction, function, and pace of 

technical progress” (Habermas 1970:105), he also regarded scientific-technical rationality as non-

social, neutral, and formal. Technology by definition excludes the social. Science and technology 

do not respond to social interests but only to the objective worlds that they represent in terms of 

the possibilities of understanding and control. Technology is part of the system world and is not 

accessible to meaning-oriented interpretation and critique. If technology is part of the system 

world and not accessible to meaning-oriented interpretation, how is a critique of technology 

possible for social scientists?  

Control, power, ideology, and rationalization are central objects of investigation in critical data 

and algorithm studies (see, for example, Beer 2017; Eubanks 2018; McQuillan 2016; O’Neil 2016; 

Van Dijck 2014). As with the Frankfurt School, a critique of positivism is at the heart of this line of 

thought (boyd and Crawford 2012; Dalton and Thatcher 2014). However, while critical theory 

reminds us of critically interrogating and questioning the taken-for-granted ideas and values of 

technology, the Frankfurt School often presents both a technological deterministic view and 

substantivist views on the relationship between technology and society (Kirkpatrick 2017), which 

I wanted to avoid in this dissertation. In addition, this line of thought has been heavily criticized 

for producing too abstract and pessimistic accounts of technology and society (Feenberg 1991). 

Following my overall ambition to produce critical accounts of datafication, that can be fed back 

into practice, therefore required me to look elsewhere. A reaction toward the deterministic and 

often very theoretically oriented work of the Frankfurt School on technology can be found in STS.  

STS is an umbrella term for a variety of theories and methodological approaches to studying 

technology and knowledge in society. Giving a full account of this line of research would extend 

the frame of this dissertation. Critical data and algorithm studies have clear ties to STS and its 

interest in complex technical systems (Hughes 1993; Winner 1993) and the critique of 

rationalization, classification, formalization, and quantification produced by scholars such as 

Bowker and Star (1999) and Porter (1996). In its early days, STS was characterized by studies of 

technology and knowledge in the making (Callon 1984; Latour and Woolgar 1979; Latour 1987; 

Woolgar 1990), while this has been supplemented with a user focus in more recent work 

(Silverstone and Haddon 1996). STS mirrors many of the studies associated with critical data and 
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algorithm research, often focusing on demonstrating bias (race, gender, class) or danger (nuclear 

waste, recombination DNA) in scientific work (Star 1988).  

In particular early STS has provided some of the cornerstones for this dissertation, promoting the 

idea of the social construction of technology and data and the importance of both historical 

accounts of emerging technology and ethnographic studies of technology production (Bijker and 

Law 1994; Hughes 1993; Latour 1987; Pinch and Bijker 1984). I was highly inspired by this work 

when embarking on my first explorative field work in 2018. The social constructivist view provides 

the very core of the project, as opposed to the deterministic and substantivist understanding 

presented by critical scholars associated with the Frankfurt School. As Seaver (2019:413) pointed 

out, “The point of declaring something a construction is to argue that it might be constructed 

differently.” However, STS-informed scholarship has also been heavily criticized for producing far 

too descriptive accounts of technology in society and often disregarding aspects of power and 

ideology (Feenberg 1991; Kirkpatrick 2017). Therefore, I went in search of an approach that helps 

me balance STS and critical theory. A variety of scholars have attempted this, in my theory-

matching process, I, however, repeatedly turned back to practice theory as introduced by Couldry 

(2004).  

Couldry (2020:1141) argues that critical work within the social sciences addressing datafication 

relies too much on the theoretical resources shaped by the legacy of STS and its flat ontology. 

This fails to answer the questions of  

How is the overall order of social life being reconfigured to promote particular corporate and 

governmental interests on the basis of new and radical forms of reduction—the reduction of 

human life to configurations from which profit through data can be maximally extracted. 

He therefore suggests that critical scholars of datafication need to redirect their attention toward 

asking questions about how particular assemblages of datafication emerge and stabilize and 

toward the larger social and economic forces that shape social order. This might require us to 

revisit social theory beyond STS. While Couldry draws upon researchers such as Norbert Elias, Luc 

Boltanski, and Judith Butler in his paper, I directed my theoretical ambitions toward Couldry’s own 

work on practice theory (Couldry 2004, 2012). Practice theory is a theoretical turn in the social 

sciences that attempts to overcome theoretical divisions between structure and agency and 

individual versus society. It consists of a vast and heterogenous literature, stretching from 

Schatzki to Bourdieu and Foucault. Practice theory sees practice as the essential atom of the social 

world and encourages researchers to investigate the mechanisms, interactions, and 

interconnections that occur between and among practices (Bakardjieva 2020:2933) . 

Drawing on Ann Swidler (2001), Couldry (2004) integrates practice theory into media sociology. 

According to him, this helps anchor media science more closely within the social sciences. As 

shown in the introduction, many scholars associated with critical data and algorithm studies have 

close ties to media studies (see, for example, Bucher 2012; Dencik 2020; Gillespie 2014b). While 

much of media science has been directed toward studying audiences or users and media effects, 
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practice theory allows us to broaden our perspective and study the whole range of practices 

related to media (Couldry, 2012). It decenters the media text itself and therefore avoids making 

claims about its immediate effects. Practice theory therefore seemed to be a valuable landmark 

of expectation to explore in my quest for a theoretical framework to accompany this dissertation. 

At its most basic level, practice theory invites us to ask, “what are people (individuals, groups, 

institutions) doing in relation to media [technology] across a whole range of situations and 

contexts” (Couldry, 2012, chapter 2, section 2).  

I want to follow Bakardjieva's (2020) suggestion to use practice theory as a “sensitizing concept” 

that “gives the user a general sense of reference and guidance in approaching empirical 

instances” (Blumer 1954:6) rather than prescriptions of what to see. Practice directs our analytical 

attention toward the practices of actors and discourse (Couldry, 2012). It highlights how certain 

practices relate to other social practices. By emphasizing practice, we overcome the determinist 

ideas of technology steering society. It also helps us to translate hype into more concrete 

questions of practices (Couldry 2012) and therefore also helps us to approach puzzle 2. At the 

same time, this framework encourages an openness to the varied and complex organization of 

practices and how they are ordered without disregarding power dynamics altogether. In bridging 

practice theory with STS, I am therefore able to produce a situated account of datafication in the 

context of public administration.  

3.2 Toward a situated practice approach 
Couldry (2020:1146) regards the challenge of the social sciences today as an effort “to understand 

the form and dynamics of processes of datafication, and their consequences for wider social 

orders that characterize the contemporary social world.” It is therefore important to ask through 

what institutional action and material resources new social orders emerge and how larger forces 

shape datafication and its resulting forms of power. Couldry’s work on media practice inspired 

Dencik (2019, 2020) in her call to integrate practice theory in studying datafication, which has 

been central in this dissertation and provides the core of this theoretical framework. It also helps 

us position the papers in relation to several of the previously mentioned puzzles.  

In their recently published literature review on datafication, Flensburg and Lomborg (2021) stress 

that this scholarship’s interest can be grouped into two distinct groups: user understandings and 

user practices and infrastructure and technological processes. As Dencik (2019) pointed out, there 

has been an overwhelming focus on data as a technical artifact, decoupled from the social, in 

research on datafication. Focusing on technical issues and technical modes of bypassing harm, 

this body of literature mostly focuses on the phenomenon in general and issues such as the lack 

of transparency, bias, and discrimination, as argued earlier in this dissertation. Drawing on 

Christin (2017), Dencik (2019) argues that most of the discussion around datafication has focused 

on data and algorithms and their functions rather than on the practices, representations, and 

imaginaries of the people who construct and rely on data systems in their everyday lives. The 
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discussions in the field have often neglected the social and political dimension of data and 

technology and the processes that lie behind working systems. “A critical practice approach to 

data constitutes a powerful lens to overcome the prominent data centrism in studies of big data 

and algorithms, restoring the political dimension of datafication” (Stephansen and Treré 2019:16). 

Drawing on Couldry (2012), Dencik (2019) advocates a situated practice approach to datafication 

in which we focus on what people do in relation to data and technology in the contexts in which 

they act and, therefore, actively decentralize data and technology from our analysis. This invites 

researchers to “uncover key questions about the values and interests that pertain to data in 

different contexts” (Dencik 2019: 243).  

Couldry and Powell (2014:1) argued that datafication should be investigated in a way in which the 

agency and reflexivity of individual actors is foregrounded, “as well as the variable ways in which 

power and participation are constructed and enacted.” Understanding datafication is about an 

open enquiry into what social actors and organizations do with and under a datafication regime. 

In this dissertation, public sector practitioners and policy makers in particular are in focus. The 

aim of the situated accounts of datafication is to emphasize both the social dimension of data 

and its relation to the dominant agenda and practices and potential for resistance. This invites 

researchers to focus on the underlying social mechanisms within that context in relation to agents 

working and living within such contexts, giving them the opportunity to reject datafication as an 

inevitable development and, instead, see it as a “continuously constructed project, shaped by 

multiple, converging and conflicting forces” (Dencik, 2019:246). In other words, it helps us to avoid 

determinism as problematized in Puzzle 1 when studying public administration datafication and 

refocus our scholarly attention toward how dominant agendas and practices might be altered. 

This also resonates Issar and Aneesh (2022) argument that what can bring together the diverse 

set of social science inquiries into data and algorithms is a focus on ‘negotiability’ and spaces of 

negotiability.  

There is a distinct lack of research addressing the context dependency of the datafication 

paradigm as most researchers focus on the universal characteristics of datafication (Wijermars 

and Makhortykh 2022). How then can we navigate between critical accounts of specific 

applications of data-driven technology in the public sector and a general critique of the 

datafication of public administration in our research? Public administration consists of a distinct 

institutional action and material resources. Drawing on Couldry (2012), Dencik (2019) stresses 

that we need to consider how distinct contextual practices stand in both tension and alignment 

with the datafication paradigm. Situated accounts of data-driven public administration take the 

contextual practices of public administration seriously and demonstrate that datafication might 

be embedded and framed differently in public administration than, for example, on internet 

platforms. By paying attention to the perceived obstacles and challenges of practitioners working 

on and through data-driven systems, I attempt to highlight the multiple forces that shape public 

administration datafication, as well as making the often-invisible work involved in recirculating 
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data visible. In doing so, I focus on the contradictions, ambiguities, and tensions between 

datafication and other social practices, following Couldry (2004).  

As Crawford (2021:9) argues, before understanding the societal implications of datafication, we 

need to “ask what is being optimized, and for whom and who gets to decide.” We then come to 

the puzzle of reactive vs. proactive critiques of datafication. This puzzle is about the temporality 

of critique and the artificial scholarly distinction between the production and use of data-driven 

systems. Couldry (2004) and Dencik (2019) mostly focus on the users of technology or media and 

their potential to give datafication new meanings. Through my dissertation, I do, however, argue 

that the everyday experiences of people working on embedding and framing datafication in 

public administration are of great importance to advance our understanding of datafication as a 

practice. By paying close attention to the converging, and conflicting forces involved in the 

continuous construction and framing of datafication in public administration, we can critique 

current developments more proactively rather than solely targeting our critique toward existing 

and working systems. This focus on practitioners is also inspired by Seaver’s (2017) call to dissolve 

the split between “insider” engineers that know about the functions and making of data-driven 

systems and “outsider” social scientists that know about its consequences. As empirically 

demonstrated in this dissertation, datafication does often remain a future vision. Imaginaries do 

have performativity, as argued later, but they do not always materialize without interruption. This 

is especially important as researchers approaching datafication empirically often need to navigate 

between hype and materiality. 

The situated practice approach introduced in this section provides this dissertation with an overall 

shared set of concepts, assumptions, and beliefs that guided the research project. To 

operationalize this approach, I will furthermore introduce two key concepts, data assemblage and 

sociotechnical imaginaries, which have been of great use to the research project. Sociotechnical 

imaginaries allow us to understand the relationship between political power and technology in 

the promotion, production, and reception of data-driven public administration and therefore help 

us to understand what people imagine in relation to datafication. Data assemblages serve as both 

a methodological lens (further elaborated on in Chapter 4) and a practical analytical tool to 

approach datafication. It assists me in the operationalization of Dencik’s work.  

3.3 Data assemblages 
Critical data and algorithm studies make the case that data-driven systems should be regarded 

as “always already constituted within wider data assemblages” (Iliadis and Russo 2016). This helps 

us capture the multitude of ways that already-composed data structures inflect and interact with 

society, its organization, and its functioning, and the resulting impact on individuals’ daily lives. 

New data practices are always already embedded into existing practices, as pointed out by 

Couldry and Dencik. Kitchin (2014) therefore encourages one of the ways to enact critical data 

and algorithm studies is to focus attention on the socio-technical assemblages that produce, 
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circulate, and utilize data in diverse ways. This is a concrete way to think about datafication, which, 

as Couldry (2004) suggested, decenters the technology and instead pays attention to how data-

driven systems come into being and are made up by a variety of elements. Kitchin and Lauriault 

(2014) argue that data systems are not interdependent of contexts, ideology, political interests, 

and economic forces. The data assemblage is bound together in a set of contingent, relational, 

contextual, discursive, and material relations and consists of more than data and algorithms 

themselves, once again reminding us of the importance of directing our analytical attention away 

from simply regarding code.  

The framework of the data assemblage (see Table 1) as introduced by Kitchin and Lauriault 

provides this project with a grounded and situated analysis of the politics of data systems in the 

datafication of public administration. Again, this can be connected to moving beyond a simple 

critique of positivist knowledge production and toward more contextual and situated 

understandings of data in society. This also reflects Seaver’s (2019) suggestion to approach data-

driven technology as heterogeneous sociotechnical systems that are influenced by cultural 

meanings and social structures. This lens draws our attention toward flux, revisability, and 

negotiation, as demonstrated in all four papers. The technological, political, social, and economic 

apparatuses frame the assemblage’s nature and work (Kitchin and Lauriault 2014). Therefore, 

data assemblages are the result of a diverse set of actors, institutions, technologies, practices, 

structures, governmentalities, and knowledges (Kitchin 2017). These apparatuses and their 

elements interact with and shape each other, and they frame what is possible, desirable, and 

expected of data and algorithms. Critical research on data-driven systems needs to examine the 

logics that guide the apparatuses of the system. 

Kitchin and Lauriault (2014) were inspired by Foucault’s idea of power/knowledge and the 

dispositive, a “thoroughly heterogenous ensemble” (Foucault 1989:194) in their work on data 

assemblages. According to Foucault, the dispositive of data infrastructures produces knowledge 

that fulfills strategic functions, stressing the importance of regarding data systems as entangled 

with power and as non-objective or neutral. Furthermore, they draw on Ian Hacking’s (1986) work 

to argue that data assemblages are always part of a wider data landscape. “Within the public 

sector, for example, there are thousands of data systems, each surrounded by a wider 

assemblage, that interact and work in concert to produce state services and forms of state control 

at local, regional and national scales.” (Kitchin and Lauriault 2014:10) 
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Table 1. The apparatuses and elements of the data assemblage (Kitchin 2014:25) 

 

In this research project, I have made use of the idea of the data assemblage as both a 

methodological lens and an analytical tool. Placing Kitchin and Lauriault’s idea of the data 

assemblage within practice theory, this dissertation asks how the apparatuses shape what people 

and organizations do in relation to datafication. In addition, I regard the process of assembling 

data assemblages as a distinct practice worth studying as it helps us understand how apparatuses 

and elements stand in both tension and alignment under the datafication paradigm. As 

Bakardjieva (2020:2941) highlights, 

[…] new social phenomena […] arise out of the emergence of some “new combinations of doings 

and sayings, rules, teleologies, understandings, material arrangements, and relations between 

practices and arrangements” as Schatzki (2011:7) maintains, the goal of research is not simply to 

describe these new combinations, but to trace the factors and forces that make their emergence 

possible. 

The apparatuses outlined by Kitchin and Lauriault (2014) can help us understand the factors and 

forces that make datafication of public administration possible and offer us a concrete analytical 

Apparatus Elements 

System of thought Modes of thinking, philosophies, theories, models, ideologies, rationalities, 

etc. 

Forms of knowledge Research texts, manuals, magazines, websites, experience, word of mouth, 

chat forums, etc. 

Finance Business models, investment, venture capital, grants, philanthropy, profit, 

etc. 

Political economy Policy, tax regimes, incentive instruments, public and political opinion, etc. 

Governmentalities and 

legalities 

Data standards, file formats, system requirements, protocols, regulations, 

laws, licensing, intellectual property regimes, ethical considerations, etc. 

Materialities and 

infrastructures 

Paper/pens, computers, digital devices, sensors, scanners, databases, 

networks, servers, buildings, etc. 

Practices Techniques, ways of doing, learned behaviors, scientific conventions, etc. 

Organizations and 

institutions 

Archives, corporations, consultants, manufacturers, retailers, government 

agencies, universities, conferences, clubs and societies, committees and 

boards, communities of practice, etc. 

Subjectivities and 

communities 

Of data producers, experts, curators, managers, analysts, scientists, 

politicians, users, citizens, etc. 

Places Labs, offices, field sites, data centers, server farms, business parks, etc., and 

their agglomerations 

Marketplace For data, its derivatives (e.g., text, tables, graphs, maps), analysts, analytic 

software, interpretations, etc. 
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tool to study the new combinations of the elements of the data assemblage. Furthermore, in my 

work, I have continuously focused on obstacles and challenges to the embedding of datafication 

in public administration, as especially apparent in Papers 1 and 2. reframing the apparatuses as 

constraints can help us consider how distinct contextual practices stand in both tension and 

alignment with the datafication paradigm.  

What are reasons for subjecting a system to the logic of datafication in the first place (Kitchin 

2017)? Here, the concept of sociotechnical imaginaries is central. I regard the system of the 

thought apparatus as a highly interesting object of inquiry, especially in this early phase of public 

administration datafication, and argue that we need to bridge the concept of the data assemblage 

and Jasanoff and Kim’s (2009) idea of sociotechnical imaginaries to broaden our understanding 

of how the of the data-driven public sector is embedded and framed in Norway and the multiple 

practices that constitute datafication. As I pointed out in the introduction, most of the work done 

in critical data and algorithm studies is concerned with already-functioning and materialized 

systems. However, in many countries, what we deal with is future visions rather than actual 

working systems. I needed a way to address these future visions and understand their role in the 

datafication of public administration without simply denoting them as hype. This is where the 

concept of sociotechnical imaginaries was of great use.  

3.4 Sociotechnical imaginaries 
To contribute to the theory regarding the relationship between political power and science and 

technology, Jasanoff and Kim (2009) introduced the concept of the sociotechnical imaginary (STI). 

This concept serves to bridge studies on the production of science and technology with the 

promotion and reception of these by non-scientific and non-technological actors and institutions, 

such as public administrations and governments. According to Jasanoff and Kim (2009), STIs help 

us understand local science and technology variations in policy and practice. The authors define 

the concept as “collectively imagined forms of social life and social order reflected in the design 

and fulfillment of nation-specific scientific and/or technological projects” (Jasanoff and Kim 

2015:120). As with Dencik (2019), this concept emphasizes the relevance of context and future 

vision. Jasanoff suggests that STIs tend to emerge in four phases, from their origin, to embedding, 

to resistance, to extension (Jasanoff 2015). In this dissertation, especially the first two phases have 

been of great importance. Thus, STIs offer a valuable conceptual lens for exploring how various 

actors produce future visions and expectations at the intersection of politics, discourse, and 

technology (Bareis and Katzenbach 2021). I regard the concept of STIs as highly valuable in 

addressing Puzzle 2, balancing between hype and materiality, and in my quest to produce 

proactive critiques of technology. 

The concept demonstrates how visions and expectations of futures are always embedded in the 

social and institutional practices of science and technology and thereby influence technology 

development (Fujimura 2003; MacKenzie 1996). Again, this resembles Dencik’s (2020) focus on 
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social, institutional, and organizational practice. The objective of STIs as a sensitizing concept is 

not to outline STIs in detail at a particular point in time but to observe how technological 

development processes are constantly shaped and in the making at multiple sites by multiple 

actors who share and stabilize the visions and expectations of the technologies, directing our 

attention to processes associated with assembling data in specific practices. In this dissertation, 

then, the practices of embedding, maintaining, circulating, and materializing STIs is in focus. Once 

sociotechnical imaginaries are embedded, employed, and adopted, they are seen as “natural, 

inevitable, or determined in advance” (Jasanoff 2006:277). They appear inevitable and researching 

them while they are embedded and maintained is therefore important.  

STIs are future-oriented and often lack present materiality. Nevertheless, these visions provide 

the foundation on which policies are built and therefore influence and legitimate technology 

production. Drawing on Appadurai (1996) and Taylor (2004), Jasanoff and Kim (2009) argued that 

imagination is here regarded as “an organized field of social practice” and a key element in making 

social order rather than fantasy or illusion. It is important, then, that STIs have agency. This helps 

us to bridge hype and materiality as, even if they are not materialized in specific data 

assemblages, STIs have impact on current practices, such as funding allocation and the 

establishment of data teams across the public sector. As Jasanoff and Kim (2009:120) point out, 

they have “the power to influence technological design, channel public expenditures, and justify 

the inclusion or exclusion of citizens” and are therefore important objects of investigation, even 

though they are promises and visions rather than specific technologies. This concept is then 

important to help us navigate between hype and visions and material infrastructures.  

A variety of researchers have begun to investigate the STIs of datafication (Bareis and Katzenbach 

2021; Germundsson 2022; Hockenhull and Cohn 2021; Rieder 2018; Wijermars and Makhortykh 

2022). Imaginaries of datafication differ within fields and depend on a variety of factors, such as 

organization and profession and historical immersion into data practices (Christin 2017). The 

realization of STIs by producing and implementing specific technologies depends on the social 

significance afforded the technologies in the context of where they are produced and embedded 

(Wajcman 2015). What is needed, according to Beer (2016), are close examinations of the 

discursive framings of datafication, giving accounts of how data-driven public administration has 

become embedded into organizational, political, and social life to reveal the dynamics of how it is 

sustained and gains power. “The power of Big Data […] is in how those data and their potential 

are imagined and envisioned” (Beer 2016:9).  

STIs describe both what is attainable and what ought to be attainable according to actors and 

institutions. Imaginaries shape and constrain technological practices (Groves et al. 2016). This is 

also about understanding the relationship between STIs and power dynamics through 

highlighting how some STIs achieve prominence while others are silenced or remain marginal 

(Ruppert 2019). Silenced issues have been of great importance to this research project as they 

point toward how datafication might be framed and embedded differently. In this dissertation, I 
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have continuously researched what public sector employees, organizations, and policy makers 

do in relation to datafication, how they translate, embed, and imagine datafication in their 

everyday practices. Following this, I also want to argue that a situated practice approach to 

datafication needs to include a research focus on what public sector employees, organizations, 

and policy do not do or omit in relation to datafication. Unseen issues or silenced topics and 

actors can point us to how datafication might be constructed differently. This argument is inspired 

by Carol Bacchi’s (2009, 2012) “what is the problem represented to be” approach to policy analysis, 

in which she argues that we need to ask what is left unproblematic and if the problem can be 

thought about differently. By focusing on silences, both in practice and in the STIs, we are able to 

explore the critical potential of the situated practice approach.  

It is then also of importance to understand how STIs enter, are translated, and are negotiated into 

assemblages of materiality according to Jasanoff and Kim (2015). Here, we return to the data 

assemblage. Although there is a variety of critical scholarship that points to the negative impact 

of datafication on society, this body of literature seems to assume that the STIs of the data-driven 

society materialize without interruption (Caplan et al. 2020). I challenge this assumption with the 

empirical cases presented in this dissertation. To align and assemble the apparatuses of the data 

assemblage takes practical work. This work is often challenged by already-existing practices as 

data assemblages in public administration often have a long history. Again, it is necessary to direct 

scholarly attention to the context of datafication and the importance of situating datafication 

within public administration and existing data practices (Dencik 2019). This then allows me to 

position myself as suspicious toward any notion of linearity connected to the way datafication 

changes public administration (Couldry 2004).  

3.5 Summary and research questions 
In the beginning of this section, I introduced four puzzles that the scholarly debate on datafication 

often encounters and that confound me in my quest to make sense of the empirical observations 

in the field. By laying out this theoretical framework, I aim to position my dissertation at the 

intersection of these puzzles. While each of the papers makes use of a distinct analytical 

framework to answer the individual research questions posed (see Table 2), there are some 

overall theoretical assumptions that tie all four papers together. I position my work at the 

intersection of practice theory and STS and operationalize this line of thinking by making use of 

two key concepts: STIs and the apparatuses of the data assemblage. By asking the overall 

research question of how public administration datafication is framed and embedded in Norway, 

I situate datafication in public administration. The work presented in all four papers is built on the 

simple assumption that to understand how datafication impacts society and how to respond to 

datafication, we need to understand how it is framed and embedded into the everyday practices 

of public administration.  
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I regard a situated practice approach as introduced by Dencik (2029) as fundamental to the 

actionable critique, which I will elaborate upon in Chapter 5 of this dissertation. While some 

scholars associated with critical data and algorithm studies have started to investigate the 

technological, social, and political and economic apparatuses of the data assemblage (Allhutter 

et al. 2020; Redden et al. 2020), I aimed to contribute to this literature by especially paying 

attention to the unseen issues/silences in  STIs and practitioners’ discourse and to the 

obstacles/perceived challenges when producing and aligning data assemblages in the public 

sector. These questions are especially important when working on Dencik’s (2019) suggestion to 

uncover the potential for resistance or contestation and in my quest to work in close collaboration 

with public administration (Lassiter and Eric 2005). I therefore introduce two sub-questions to 

answer the overall research question of how public administration datafication is framed and 

embedded in Norway. These are as follows: Q1) What interests and agendas are inscribed into 

the STI of datafication, and what is omitted? Q2) How has this imaginary been constructed and 

embedded into the Norwegian public sector? Q3) What obstacles do practitioners experience 

when attempting to stabilize STIs into working data assemblages? In the next chapter, I will 

elaborate further on how this theoretical framework has been operationalized.  

Table 2. Overview papers and research questions 

   

 Paper 1 Paper 2 Paper 3 Paper 4 

Research 

question 

How does the 

context of public 

administration 

constrain the STIs 

of datafication as 

these are realized 

in specific data 

assemblages? 

What challenges 

are encountered 

and 

problematized in a 

nascent phase of 

data-driven public 

administration 

implementation? 

How are citizen 

perspectives 

problematized 

and included in 

policy and 

practitioner 

discourse in the 

datafication of 

public 

administration? 

What are the 

policy problems 

for which these 

technological 

developments 

seem to be the 

best solutions, 

and how has the 

STI of data as a 

resource emerged 

in public 

administration? 

Key concepts/ 

analytical 

framework  

Sociotechnical 

imaginaries and 

data assemblage 

Implementation 

theory  

Ladder of smart 

citizen 

participation 

Sociotechnical 

imaginaries and 

problematization 

Focus Embedding 

datafication  

Framing and 

embedding of 

datafication 

Framing and 

embedding of 

datafication 

Framing of 

datafication 

Sub-question Q3 Q1 and Q3 Q1 and Q2 Q1 and Q2 

Contribution 

to actionable 

critique 

Tensions/obstacles 

in practice of 

doing datafication 

 

Tension/obstacles 

and unseen issues 

in framing and 

producing 

datafication 

Focus on one 

specific unseen 

issue 

 

Unseen issues in 

framing 

datafication 
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4 Methodology 

This research project made use of a multi-method approach in its quest to answer the overall 

research question of how the practice of datafication is framed and embedded in Norwegian 

public administration. The methodological choices made are briefly described in each of the 

papers. However, the limited word count of academic journal articles does not allow for 

comprehensive accounts of choices made in the method sections of papers. This chapter will 

provide an overall introduction to the research design of this dissertation and its origins, as well 

as a detailed account of method choices, in addition to reflecting upon the quality of the overall 

scientific project.  

4.1 Research design: Investigating the data-driven public sector 
While there is a variety of studies on the uses of data-driven systems and their implications, less 

prominent are studies on the production, construction, and framing of datafication. As argued in 

Chapter 3, this research project is interested in what people and institutions do in relation to 

datafication. The opacity of data-driven technology, tied to intentional secrecy, technical 

complexity, and the lack of specialized knowledge, has been problematized by a variety of 

scholars and has resulted in debate on the methodological approaches to this phenomenon 

(Bucher 2012; Diakopoulos 2014; Lomborg et al. 2020; Seaver 2017). Opacity can be less 

problematic in public administration as the Norwegian public sector is required by law to provide 

researchers access to its inner workings. Indeed, one of the key motivations to study the public 

sector was the accessibility of research sites. In addition, the focus on datafication practices rather 

than a single technology has in many ways circumvented black box issues.  

In his paper “Thinking Critically About Researching Algorithms,” Kitchin (2017) outlines, among 

other methodological approaches, an introduction on how to unpack the sociotechnical 

assemblage of data and algorithms. The research design of this dissertation has its origins in 

Kitchin’s paper and approach. Kitchin argued to examine the full sociotechnical assemblage by 

including how these systems are framed and conditioned by forms of knowledge, legalities, 

governmentalities, institutions, and finances, in addition to investigating why data-driven systems 

are installed in the first place. Interviews and ethnographies of data teams and the institutional 

apparatus surrounding these are central. This can and must be supplied with discursive analysis 

of internal documents, legal frameworks, and policy documents to gain a better understanding 

of the practices and structures of data teams and institutions and to reveal how datafication is 

imagined, promoted, and legitimized according to Kitchin. By taking an ethnographic approach to 

these systems, we see features that are elided or obscured (Kitchin and Lauriault 2014). This is 

also in line with Dencik’s (2019) suggestion to situate data practices in relation to other social 

practices within a specific context. The value of studying the practices of embedding and 

producing data-driven practices is demonstrated, for example, by the work of Allhutter et al. 
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(2020). Researching the algorithmic profiling of job seekers, the authors investigated the inherent 

politics of data-driven technology through an in-depth analysis of technical documentation and 

policy documents to understand the conceptual, technical, and social implications of this specific 

system. Additionally, Redden et al.'s (2020) study of datafied child welfare services and work on 

unpacking data assemblages by showing how systems of thought, ownership structures, legal 

frameworks, and organizational practices influence predictive data systems has been of great 

inspiration here. More recently, Chaudhuri (2022) ethnographically unpacked the underlying 

assemblages of a public welfare distribution system in India and shows how algorithmic sorting 

is enacted in relation to various human interactions, institutional contexts, and databases, 

drawing on Kitchin’s (2017) work. 

This dissertation then presents an explorative case study on the inner workings of public 

administration datafication. Following Timmermans and Tavory (2022:9), the project does 

attempt to focus and defocus its research lens by zooming in on specific questions and zooming 

out at the interconnectedness of social life, which required a multi-method approach. As argued 

in the previous chapter, at its core, this research project can be placed within social constructivist 

studies. Its ontological and epistemological routes are within STS and practice theory, and the 

research project primarily makes use of qualitative research methods. STS has placed significant 

emphasis on the importance of ethnographic field studies on scientific practices and technology 

production and the unpacking of black boxes, analyzing both production and product (Latour 

1987; Star 1988), which have been of great inspiration to this project. Furthermore, public 

administration research encourages empirical and qualitative work to understand processes 

within the public sector (Yang and Miller 2008; Haverland and Yanow 2012).  

As this is the first empirical account of public administration datafication in Norway, the 

demarcation of the project has been highly challenging, and an explorative approach seemed 

most fitting. There was, and still is, an extensive research gap in the Norwegian context and the 

scholarly debate on this topic. In 2017, when the project was developed, there were very few 

researchers studying data-driven systems in public administration as the main focus of the field 

remained in accounts of big tech’s role in datafication. Abductive analysis, in which an element of 

surprise steers the research process, has not only been a key element of the analysis in the papers 

presented but also of the overall research design of the project. Beginning with in-depth field 

work of a specific data team in the Labor and Welfare Administration (Reutter 2018), there were 

three moments of surprise that steered much of the further development of the research project: 

First, my observations seemed to correspond very little with the research done on internet 

platforms that I had read earlier; the data team observed seemed to struggle greatly in their work.  

There was a significant misalignment observable between the imaginaries identified in previous 

research - where the public sector can make use of fast and cheap data analysis, glean data from 

entire populations, let data speak for themselves and achieve an impartial view from nowhere 

under datafication - and my own observations (Rieder & Simon 2016). Second, AI seemed to 
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present just one of many elements in an overarching focus on data recirculation/use in public 

administration. Third, policy documents and political decisions appeared to play a key role in what 

was happening in the data teams. This suggested to me to broaden the perspective on what was 

researched (see Chapter 2: Clarification of Concepts) and to include different methodological 

approaches in the project, following Timmermans and Tavory’s (2022) suggestion of agile 

adjustments to the research project and continuously defocusing and refocusing the research 

lens. Simply focusing on two isolated data teams in the public sector could not help me 

understand these moments of surprise. The presented papers thus focus on different aspects of 

datafication and provide insights into both specific projects and the whole of the public sector. 

Paper 1 is based on field work conducted in two data teams and investigates how the 

sociotechnical imaginaries of datafication are materialized in concrete settings within the public 

sector. It focuses on the multiple obstacles and contestations that data team members face when 

producing data-driven technology. However, while conducting field work in the data teams, I also 

realized that what I observed was about more than AI and big data in the specific project 

observed. Zooming out, I then provide an overview of activities on datafication in the Norwegian 

public sector in Paper 2. This paper addresses the perceived challenges in the field to realize the 

grand idea of data-driven public administration. It aims to demystify data-driven public 

administration, in addition to raising the issue of datafication within public administration studies. 

This is, to our knowledge, one of the first paper published in a public administration journal 

mentioning the term “datafication”. In this paper, we also identify several unseen issues, such as 

the lack of citizen involvement in the discourse on data-driven public administration. The third 

paper builds on the unseen issues and makes use of much of the same data to understand how 

citizen perspectives are problematized among practitioners and in policy papers. We also 

included new data sources, such as the method sections of each policy paper and web page 

material describing how the policy papers were produced and who was consulted. As argued in 

Papers 1 and 2, the public sector faces a variety of challenges when attempting to materialize the 

STIs of datafication. Despite the hype of AI and big data, little seemed to have been achieved. 

Paper 4 then fully focuses on policy papers as these are identified as key sites for maintaining and 

embedding the STIs of datafication. The research design is summarized in Table 3.  

In my research, I have been inspired by the idea of collaborative ethnography, which is attentive 

to public issues and collaborates closely with the general public and affected communities 

(Lassiter and Eric 2005; May and Pattillo-McCoy 2000). The researcher here invites commentary 

from the researched and reintegrates feedback into the research process. In this case, I had an 

ambition to not only research public administration datafication from an outside perspective or 

participant observation but also to actively discuss my findings with the public sector. Although I 

have not generated the research questions themselves in collaboration with the public sector, my 

observations have been continuously fed back to practitioners in the Norwegian public sector. My 

observations and possible explanations of what was observed have been discussed with people 
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working in and through the data-driven public sector throughout the research project. While 

collaborative ethnography is often concerned with producing an ethnographic text itself with 

consultants in the field (Lassiter 2005), I have chosen more informal modes for practitioners to 

review and comment on my findings. This includes, for example, meetings with data team 

members about obstacles in connection to Paper 1, where I present a drawn model of the variety 

of obstacles, or the presentation of preliminary findings and unseen issues at public sector 

conferences in connection to Papers 2, 3, and 4. Presenting my work, and then discussing it with 

practitioners at conferences, has proven especially valuable, and a list of these interactions is 

attached in Appendix B. Although the informal discussions with practitioners at all levels of the 

public sector are not formalized in a research paper, I regard them as important elements of this 

research project. These conversations have, for example, led me to the idea of the actionable 

critique further elaborated on in the final section of the dissertation, as well as sensitivity in how 

I present my work to different audiences. In addition, my presence in the field has been eased by 

access to public administration as many practitioners working on datafication have met me or 

seen me speak at internal conferences.  
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Table 3. Research design for Papers 1-4 

  

 Paper 1 Paper 2 Paper 3 Paper 4 

Title Constraining 

Context: Situating 

Datafication in 

Public 

Administration 

 

Towards a Data-

Driven Public 

Administration: An 

Empirical Analysis 

of Nascent Phase 

Implementation 

In Search of the 

Citizen in the 

Datafication of 

Public 

Administration 

 

Public sector data 

as a resource: 

tracing the 

emergence and 

embedding of a 

sociotechnical 

imaginary 

Research 

Question 

How does the 

context of public 

administration 

constrain the STIs 

of datafication as 

these are realized in 

specific data 

assemblages? 

 

What challenges are 

encountered and 

problematized in a 

nascent phase of 

data-driven public 

administration 

implementation? 

How are citizen 

perspectives 

problematized and 

included in policy 

and practitioner 

discourse in the 

datafication of 

public 

administration? 

What are the 

policy problems 

for which these 

technological 

developments 

seem to be the 

best solutions, 

and how has the 

STI of data as a 

resource emerged 

in public 

administration? 

Methodology Qualitative 

approach 

Qualitative and 

quantitative 

approach 

Qualitative and 

quantitative 

approach 

Qualitative 

approach 

Method of 

data 

collection 

Field work, semi-

structured 

interviews, meeting 

observations, and 

document analysis 

 

Online survey 

(n=35), semi-

structured 

interviews, and 

document analysis 

Online survey 

(n=35), semi-

structured 

interviews, and 

document analysis, 

web page 

information on 

policy production 

Publicly available 

policy documents 

Scope Data teams in two 

public sector 

organizations  

 

Meso-level, public-

sector organizations 

Meso-level, policy 

on digitalization and 

public sector 

organizations 

Policy on 

digitalization, 

national efforts 

Method of 

analysis 

Abductive analysis Abductive analysis Abductive analysis  Practice-oriented 

approach to 

document 

analysis  
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4.2 Research site and scope: The Norwegian public sector 
Before digging deeper into how data were collected, it is important to briefly reflect on the 

research site and scope of the project. This dissertation takes the Norwegian public sector as its 

case, which clearly distinguishes my research from single project accounts of data-driven 

technology (see, for example, Allhutter et al. 2020) or single public sector area accounts (see, for 

example, Germundsson 2022 on social welfare or Nikunen and Hokka 2020 on public 

broadcasting). The scope of the research project was continuously adapted throughout the 

project, zooming in and out and allowing me to research datafication as a “continuously 

constructed project, shaped by multiple, converging and conflicting forces” (Dencik, 2019:246), 

across several sites and on different administrative levels. Each of the papers includes a short 

section on the Norwegian public sector to contextualize the presented findings and thus allow 

other scholars to evaluate the relevance of the findings for their own research. These sections, 

for example, address the importance of register data in the Nordics (Frank 2000) and discuss 

specific Norwegian practices, such as corporative pluralism (Arter 2004; Rokkan 1966) and the use 

of hybrid advisory committees in policy making (Christiansen et al. 2010; Krick and Holst 2021).  

What, then, characterizes this case? First, the Norwegian welfare state has been established as a 

social democratic welfare state, with high levels of decommodification and a focus on universal 

provision of social security to all citizens through the state and the use of taxes to do so according 

to Esping-Andersen (1990). Here, the core values of solidarity, universal rights, equality, and a 

participatory democracy were central guiding principles. As with many other welfare states, the 

Norwegian public sector has undergone significant changes since its establishment through, for 

example, the introduction of new public management (Christensen et al. 2008). The welfare state 

does, however, remain a key actor of the Nordic model (Dølvik 2013), which also requires a well-

functioning public administration. Norwegian public administration is heavily regulated by law. 

The most important law for this dissertation is the Public Administration Act that among other 

regulations defines citizens’ rights in relation to the public sector, such as the right to 

explainability and transparency in case work, which are also key element in discussions on the 

automation of public administration (Schartum 2017). It is important to note that Norway 

currently is not part of the European Union. Norway has, however, signed the European Economic 

Area Agreement (EEA) and is therefore heavily influenced by EU law-making.  

Today, the Norwegian public sector consists of a variety of administrative levels and public sector 

organizations; it is both large and fragmented. On its most basic level, Norwegian public 

administration can be divided into state agencies and local government agencies (Fimreite and 

Grindheim 2007). In this dissertation, I have mainly focused on state agencies in researching the 

datafication of public administration rather than local councils as done, for example, by the Data 

Scores as Governance project (Dencik et al. 2019; Redden et al. 2019). State agencies such as the 

Norwegian Labor and Welfare Administration and the Norwegian Tax Administration operate on 

a national and centralized basis, with local offices managed by municipalities. These agencies are 
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especially interesting as they operate at the intersection between the political system, 

administration, and society, developing technology and strategies that are then introduced to 

local contexts (Fimreite and Grindheim, 2007). I have thus chosen to focus on national efforts 

rather than municipal efforts of datafication. While Papers 2, 3, and 4 focus on the whole of the 

public sector, Paper 1 presents a case study on two specific data teams within two Norwegian 

public agencies. It is important to note that intelligence agencies and the military, although part 

of the public sector, are not included in the analysis. This is because these sections of the public 

sector are less accessible for researchers and often require security assessments. As these 

sections of the public sector are also not addressed in national datafication policy, I want to argue 

that my research still largely represents the public sector on a system level.  

4.3 Data generation 
The project began with field work in the Labor and Welfare Administration (NAV) that was later 

supplemented by field work in the Norwegian Tax Administration (SKATT). The field work included 

the close shadowing of specific projects aimed to investigate how two data teams produced data-

driven technology and how they embed datafication into everyday work practices in each of the 

organizations. The survey and follow-up interviews were intended to provide a broad overview of 

activity in Norwegian public administration and gain a better understanding of the various 

activities and practices across organizations. This also provided a basis for investigating who was 

problematized and included in framing and doing datafication in Norway. The motives, 

motivation, and imaginaries of this activity were then researched through a document study of 

policy papers. This has by no means been a linear research process; most of the activity was 

conducted simultaneously, and the various methods of data generation have informed and 

inspired each other.  

4.3.1 Field work, meeting observations, and interviews 

Neyland (2016), Seaver (2017), and Kitchin (2017) encouraged ethnographic work when 

researching how data-driven systems are produced and embedded into practice. Especially in the 

beginning of this research project, qualitative ethnographic research among practitioners doing 

datafication was rare to non-existent. In addition, much existing empirical work in critical data 

and algorithm studies seemed to concentrate on already-working systems from an outside 

perspective rather than researching datafication in the making. When I found an online article 

announcing the establishment of an AI lab in the Norwegian Labor and Welfare Administration in 

2017, my scholarly curiosity was sparked, and I decided to attempt to study the work done by this 

team. Ethnographic work on the production of data-driven systems has since proven highly 

valuable to critical data and algorithm studies (Chaudhuri 2022; Passi and Sengers 2020).  

Access to NAV was gained in December 2017 in the course of the work on my master’s thesis 

(Reutter 2018). The team had started working on AI some months previously, and there were, at 

that point, just three core members and a team lead working on data-driven technology in the 
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organization. However, this team gained members rapidly over the course of the field work, and 

the IT department underwent several re-organizations. The interviews, field notes, and meeting 

observations from the first field work at NAV in connection to my master’s thesis were included 

in the analysis of my PhD project. This has then served as pilot field work for this dissertation. I 

kept in touch with the data team and leadership after the initial study and re-established contact 

when starting the presented research project in autumn 2018. When I restarted field work with 

the NAV data team, I followed them to several conferences and interorganizational meetings. This 

included meetings with the AI fagforum, a public sector meeting place where people working on 

data-driven technology (both technical and organizational) were meeting to discuss projects and 

exchange thoughts and experiences. In one of the first meetings, I established contact with the 

Norwegian Tax Administration (SKATT), which, at that time, was seen as a forerunner in data-

driven technology in Norway. NAV and SKATT represent in many ways the heart of the Norwegian 

welfare state as they are the two biggest organizations in the public sector, with responsibilities 

touching upon every citizen’s life. They were also chosen as cases as neither rely on private sector 

consultancy firms in their datafication efforts, which again has eased access to the field. The 

particularities of each data team are described in the method section of Paper 1.  

How, then, have I legitimized my presence in these organizations? As argued previously, I have 

been an active collaborator with the public sector (May and Pattillo-McCoy 2000). In the initial 

meetings with the data teams, I presented a short literature review on datafication in society and 

critical scholars’ work in this field more generally (including work by Boyd and Crawford 2012; 

Pasquale 2015; Ziewitz 2016; and Zuboff 2019). I stressed that there was very little knowledge on 

how big data and automated decision-making is produced in public administration in the social 

sciences and introduced them to Kitchin’s (2017) idea of unpacking the socio-technical 

assemblage of data and technology, as well as my intentions of conducting field work in the data 

team. Both teams welcomed research on their inner workings, although I was clear about my 

ambitions to not only map practices but also critically interrogate datafication. I think I was also 

lucky as I was the first social scientist showing interest in issues of datafication and the data teams 

seemed therefore also curious about my work and perspectives. Prior to the field work, we 

discussed the practicalities of field work (key card, office space, etc.) and any concerns the 

participants had. A contact person in each team helped me organize interviews and meetings and 

kept me informed on the data teams’ work routines.  

Practically, I spent the field days in both organizations sitting in the open landscape, following 

data team members to meetings, and scheduling one-on-one interviews and meeting with 

specific participants both inside and outside of the data teams. Most notes were taken on a small 

physical notebook as I could easily take the notebook with me everywhere and write down any 

observations. The field notes taken were directly transcribed into NVIVO, which I used as a 

searchable data storage for my empirical data material as NVIVO allows a variety of different file 



 

43 

formats. At the end of every field day, I wrote a short reflection note about my own role as 

researcher. An overview of activities is presented in Table 4.  

Table 4. Overview of field work at Norwegian Labor and Welfare Administration and Norwegian Tax 

Administration 

Norwegian Labor and Welfare Administration 

Field work 1  

January 2018 

13 days of field notes 

6 meeting observations 

11 interviews  

9 internal documents and PowerPoint presentations 

Field work 2  

March 2019 

5 days of field notes 

9 meeting observations 

6 internal documents  

Field work 3 

April 2019 

3 days of field notes 

3 meeting observations 

4 interviews 

3 internal documents 

Other 

November 2020 

2 follow-up interviews on progression of sickness-benefit project 

Norwegian Tax Administration 

Field work 1 

September 2019 

 

3 days of field notes 

2 meeting observations 

5 interviews 

Field work 2  

October 2019 

 

5 days of field notes 

2 meeting observations 

5 interviews 

3 PowerPoint presentations 

Field work 3 

November 2019 

 

5 days of field notes 

2 meeting observation 

3 interviews 

Others 

 3 days of field notes from AI fagforum observation 

2 days of field notes from Digitaliseringskonferansen 19/20 

4 days of field notes from NOKIOS 18/19 

Letters of allocation from the Ministry to both organizations, 2016 

to 2020 

Virksomhetsstrategi SKATT 

 

I had an ambition to study the practice of datafication in the public sector. It was therefore crucial 

to conduct the field work in several stages. As suggested by Tavory and Timmermans (2022), I 

entered and re-entered the field several times to familiarize myself and de-familiarize myself from 

the empirical work. Instead of conducting the field work in one take, I conducted several short 

stays with the data teams. The time between these field days was spent reading, analyzing, and 

making hypotheses that I then tested in the field or discussed with participants. This research 

design allowed me to creatively engage with the data teams and the surrounding organization, 

as well as engage in other data generation work (surveys, interviews, document studies) on other 

research sites. During the field work, the research approach needed several adjustments. In my 

first week at NAV, I struggled with the interview flow, but I noticed that many of the data team 
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members and public sector workers were using PowerPoint in their meetings. I decided to 

encourage my participants to bring PowerPoint presentations about their work to interviews as a 

conversation starter. In addition, I started calling interviews “meetings.” This contributed 

significantly to ensuring a professional yet relaxed atmosphere as meetings are an important part 

of the day-to-day work practices in public administration. After Field Work 1 at NAV, I also stopped 

recording interviews on a recording device and only used written notes for data generation. 

Although this means that not every word was written down, I am confident that it also eased 

access to participants as it replicated a workplace setting. I took rigorous notes of the interviews 

and transcribed these directly after each meeting. In addition, I kept all the original notes and 

digitized them to keep together with the transcribed meeting notes.  

4.3.2 Survey and follow-up interviews 

As Redden (2018) and others have pointed out, there is often a lack of overview on the various 

activities of datafication. In addition, as highlighted previously, I soon realized that the practices 

observed in the data teams presented just one of many elements in an overarching focus on data 

recirculation/use in public administration. The question “Are there other places you should be?” 

(Timmermans and Tavory 2022:21) was answered affirmatively. The research lens needed 

adjustment to focus on the public sector more generally. Therefore, the second part of the data 

generation made use of a survey distributed through the AI fagforum, an interorganizational 

forum for data workers across the Norwegian public sector. This mapping was closely connected 

and legitimized through the government work on a national artificial intelligence strategy in the 

summer and autumn of 2019. It was intended to produce a report that could be used by 

policymakers in the production of a national strategy,2 in addition to providing us with scholarly 

insights into the inner workings of public administration datafication.  

The AI fagforum meets regularly to present and discuss issues of machine learning and other 

associated technologies and had around 40-50 member organizations in 2019. Through the field 

work described in Section 4.3.1, I became a member of this forum. Heather Broomfield, my co-

author, was part of the organizing team of the forum at that time. This, therefore, seemed like a 

well-fitted arena to distribute our survey and access the people working on and through 

datafication in the Norwegian public sector. However, that also means that our data collection 

was limited to organizations that had already started or were planning to work on data-driven 

technology. Although surveys are not usually used in STS studies, they are a key tool within public 

administration studies to gain oversight of activities (Liu and Yuan 2015; Moon 2002). We used 

Redden’s (2018) work on the Canadian public sector as a template to map the challenges of 

becoming data-driven on a Likert scale across the Norwegian public sector, in addition to free text 

opportunities. The survey template is attached as an appendix to Paper 2 and 3. As pointed out 

previously, we were especially interested in how datafication aligns and misaligns with existing 

 
2 The report has been sent to the Norwegian Ministry of Local Government and Modernization and is publicly available at 

https://ntnuopen.ntnu.no/ntnu-xmlui/handle/11250/2634733  

https://ntnuopen.ntnu.no/ntnu-xmlui/handle/11250/2634733
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public administration practices to uncover tension in the practice of assembling new data 

practices. The survey was answered by practitioners (n=35) in 26 public organizations. Further 

details on the survey can be found in the method section of Papers 2 and 3. The sample size is of 

course small and therefore unfit for quantitative analysis beyond descriptive overviews.  

We did here decide to make use of a two-phase explanatory research design (Cresswell and Clark, 

2011). Follow-up interviews (n=12) were conducted to nuance the overall observations in the 

survey. In these interviews, we met the survey participants to discuss their survey answers and 

provide them with the opportunity to reflect more generally on their work practices. We began 

each interview with the question “What does it mean to you and your organization to become 

data-driven?” To facilitate an open dialogue, we visualized their survey answers on perceived 

challenges and asked them to reflect on the answers in the semi-structured interviews. The 

interview guides are attached to Paper 2. Again, as with the field work conducted, participants 

were allowed to bring PowerPoint presentations or demonstrate projects on screen. Interviews 

lasted between 60 and 90 minutes. The interviews were recorded, transcribed, and anonymized. 

The practitioners surveyed and interviewed were system-level designers and not street-level 

bureaucrats, as most activity was observed in this administrative level at that time. We then 

supplemented the survey and interview data with policy and strategy documents to be able to 

study the data-driven public administration at the system, organizational, and individual levels 

(Pencheva et al. 2020). 

4.3.3 Document study 

Document studies have been used in all four papers to some degree as I regard them as a key 

source for understanding how the datafied public sector is framed and embedded in Norway. 

Paper 4 stands out as it utilized document analysis as its only research method. In this 

dissertation, I have followed Asdal and Reinertsens’s (2020) practice approach to document 

analysis, acknowledging that documents bring issues into being, mobilize resources, promote 

actions, and facilitate opportunities. Jasanoff and Kim (2009) argued that national policies on 

technology are useful sites to research STIs and the role of political practices in stabilizing and 

mobilizing these imaginaries. Researchers such as Allhutter et al. (2020) and Redden et al. (2020) 

included policy documents in their analyses of public administration datafication.  

How than have the analyzed documents be selected? A quick overview of key policy documents 

in Norwegian public administration datafication can be found in Fig. 1. An appendix summarizing 

each of the policy documents has in addition been attached to Paper 4. I regard these documents 

as constituting the core of Norwegian datafication efforts, as they all discuss different aspects of 

data sharing and use within and outside the public sector. In addition, these documents address 

the whole of the public sector, rather than specific subject areas such as policing or child welfare. 

Three out of the six documents were published after this research project was initiated, which 

again indicates the importance given to issues of datafication in Norwegian public administration. 
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Figure 1 Network of datafication documents 
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Although policy and strategy documents were the key documents analyzed during the research, 

other documents have been part of the data material as well. This includes web page material 

analyzed in Paper 2 and internal strategy documents and PowerPoint presentations analyzed in 

Paper 1. Including PowerPoint presentations in the analysis was part of taking the context of 

public administration seriously, as PowerPoint presentations are a central element of 

communication and a central work tool for data workers. These secondary documents were then 

helping me to contextualize my research findings. I will elaborate on how documents and other 

data material was analyzed further.  

4.4 Data analysis 
Abductive analysis has been central to the overall analytical approach of this dissertation, where 

the element of surprise has sparked ideas and resulted in the theory-matching process (Tavory 

and Timmermans 2014; Timmermans and Tavory 2022). Abductive analysis is especially well 

suited as the research was characterized by an explorative approach and an open research 

attitude, allowing me to draw inspiration from various disciplines, fields of study, and theoretical 

perspectives (Charmaz 2006; Reichertz 2010). This is also highly relevant as critical data and 

algorithm studies themselves are an interdisciplinary collection of work combining a variety of 

theoretical traditions. While abductive analysis provided the backdrop for the research project, 

other more practically oriented analysis approaches supplemented abduction in each of the 

papers.  

Abductive analysis is about using elements of surprise as a core tool in the research process 

(Tavory and Timmermans 2014). Research astonishment arises in relation to existing knowledge, 

theory, and beliefs, and, therefore, it requires us to question our own knowledge and to scrutinize 

the data material (Charmaz 2006). Surprise is a highly subjective perception, as Rinehart 

(2020:305) stresses: “What constitutes a surprise will not necessarily be agreed between 

researchers and across groups concerned.” What I find surprising in my research will therefore 

differ from other researchers. The central puzzles presented in the theory chapter previously are 

more than surprises: they are irritations that arose when dealing with the messy empirical world. 

“[…] it refuses to be ignored. It niggles, it irritates” (Rinehart 2020:305). There were three central 

irritations that steered this research project. First, my observations seemed to correspond very 

little to the research done on internet platforms that I had read earlier as the practitioners 

struggled to make systems work. Second, AI seemed to present just one of many elements in an 

overarching focus on data recirculation and use in public administration. Third, policy documents 

and political decisions appeared to play a key role in what was happening in the data teams. The 

data teams were highly restricted by practices outside of their own realm. I will elaborate on how 

this has affected and steered the analysis process further.  

According to Timmermans and Tavory (2022), the abductive research process consists of several 

interlinked and often non-linear stages. This includes familiarization with a variety of theories, 
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facilitation of elements of surprise, and coding and re-coding of data. I began with field work at 

NAV in 2018 and 2019. At that point, I was a relatively inexperienced researcher dealing with an 

under-researched field. As a media and STS scholar, I was familiar with a variety of literature on 

algorithms, data, and the practice of assembling technology. When entering the field, I did not 

have a clear research question, but I did have the explorative ambition of observing the practice 

of how an AI system is assembled. As pointed out earlier, this research focus soon appeared to 

be too narrow. Hence, there was a “nagging” experience of the need to adjust the research scope 

as AI seemed to present just one of many elements in an overarching focus on data recirculation 

and use in public administration. This led me to the data collection conducted in Paper 2, in which 

the whole of the public sector and the idea of becoming data-driven stand central. Furthermore, 

what was observed did not correspond with the literature I had engaged with earlier, and the data 

team members struggled to make data-driven technology work. I therefore began to actively 

engage with a variety of obstacles and challenges that practitioners and data team members 

experienced in both the collection and analysis of data. These then became central elements of 

Papers 1 and 2, and indeed the whole of the dissertation. Paper 1 had its very origin in a single 

meeting when members of the NAV and SKATT teams met up to discuss their work routines. One 

of the team leads drew up a simple data science model used by Microsoft and then started to 

alter this model to fit it into the public administration context together with me and the other 

meeting attendees. The issues discussed in this meeting then resulted in the analysis presented 

in Paper 1.  

Paper 2 zoomed out and tried to understand how the production of machine learning is part of a 

bigger change in public administration. After collecting the survey data for Paper 2 and 

performing a first reading of interviews, we were struck by the immense emphasis on 

organizational issues in datafication processes. There was, however, little focus on these issues 

in the critical data and algorithm literature we had consulted earlier or in the policy documents 

with which we were familiar. This mismatch between policy prioritizations and practitioners’ 

discourse, in addition to the seeming absence of several issues discussed in critical literature on 

public administration datafication, provided an element of surprise that was further explored in 

the discussion of Paper 2. We analyzed the interviews inductively according to meaning, focusing 

especially on the many challenges drawn up and discussed. A policy analysis in which we focused 

on conceptualizations of datafication, and the prioritization of policy action then supplemented 

this analysis. This allowed us to find both discrepancies and similarities between practitioners and 

policy makers’ ideas about data-driven public administration, in addition to being able to identify 

unseen issues often drawn up in critical literature.  

After an initial reading of the interview data and a consultation of policy documents, another issue 

arose that sparked our curiosity: where is the citizen in all this? Citizen perspectives seem to be 

completely lacking in any of the data material collected. This was surprising given both the 

democratic focus on including trade unions and civil society in decision-making in Norway (Krick 
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and Holst 2021; Rokkan 1966) and an empirically observable notion of user-centered services. 

Our curiosity was sparked, and we re-entered the field in search of the citizen in public 

administration datafication. The question then was whether citizens are able to challenge and 

alter how datafication is embedded and framed in the Norwegian public sector. We started by 

reading and re-reading both interviews and policy documents searching for any traces of 

citizens/users/customers in context to be able to investigate how citizens were problematized 

and envisioned. In addition, we included accounts of how policy documents were produced and 

who was consulted in this analysis as this information is publicly available. By using and adapting 

Cardullo and Kitchin’s (2019) framework of smart citizen participation, we were able to investigate 

this further, focusing especially on the two central concepts of user-centric and needs-based 

approaches drawn up in both interviews and policy.  

Simultaneously while writing Papers 1, 2, and 3, there was another frustration bugging me: after 

continuing my field work at NAV and SKATT and focusing on obstacles and challenges in two of 

the papers, I was again and again struck by a simple question: why is public administration trying 

so hard to make datafication work when there are a lot of projects failing? What drives 

datafication? In other words, although datafication was dominating in policy and discourse, I 

struggled to find working systems. I felt a need to go back to investigate how datafication was 

legitimized in policy documents, the STIs and their role in embedding datafication in public 

administration, which resulted in Paper 4. This paper is based on an in-depth document analysis 

of policy papers. While Papers 1, 2, and 3 use documents as a secondary data source, Paper 4 

puts the documents at the center. Documents seemed to present the most concrete and 

materialized version of STIs. Combining Carol Bacchi's (2009, 2012) “What is the problem 

represented to be?” (WPR) approach to policy analysis and Asdal and Reinertsen's practice 

approach, we analyzed the documents asking the following open empirical questions: What 

happens in this document? For whom is this document a tool, and who are the addressees? What 

is the policy problem represented to be? How has this representation of the problem come about, 

and which actors speak on behalf of datafication? How does the text establish authority—that is, 

which justifications and arguments are mobilized? What is left unseen or even omitted? 

Again, abductive analysis is about using elements of surprise, which are highly subjective and 

affected by theories and perspectives that a researcher is familiar with as a core tool in the 

research process (Tavory and Timmermans 2014). Other valuable lines of inquiry could have been 

taken. As Timmermans and Tavory (2022:160) argue, “Surprises provide you with a space to 

broach a topic and ideally open up the dialogue for others to listen to what you are about to say.” 

This, I hope I have achieved through the four papers presented in the dissertation.  
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4.5 Situated knowledge production quality of research and 

research ethics 
In the social sciences, the most common way of evaluating and reflecting on the quality of 

empirical research is through the positivistic notions of reliability, validity, and generalization, 

which have their origins in the natural sciences. These criteria are, however, of little relevance for 

qualitative studies. Tracy (2010) therefore introduces eight criteria for excellent qualitative 

research that can be achieved through various means, practices, and methods. These criteria 

include a worthy topic, rich rigor, sincerity, credibility, resonance, a significant contribution, and 

ethical and meaningful coherence. Rather than discussing each of these criteria in relation to my 

dissertation, in this last section, I want to shortly reflect on my own situatedness, some core 

limitations, and the ethical aspects of researching the data-driven public sector.  

In this dissertation I have followed the constructivist methodological approach, recognizing the 

important role of the observer and society in constructing the patterns we study in the social 

sciences (Moses and Knutsen 2012:9). As Law (2004) argued, we here replace an innocent, neutral, 

singular, and technical understanding of method. Method produces realities; it re-works, re-

bundles, and re-crafts realities and creates new versions of the world. Haraway (1988) 

furthermore argues that there is no such thing as a neutral standpoint or the possibility of 

detachment for the social scientist. Observation statements hence depend on the perspective of 

the investigator and the acknowledgment of situatedness. Using abductive analysis required me 

to familiarize myself with a variety of literature on data and algorithms and technology in society, 

as well as with Norwegian public administration, before entering the field (Tavory and 

Timmermans 2014). This then has influenced the questions asked and angles taken in the field. 

Prior knowledge about technology and public administration have however also been of great 

importance in engaging and collaborating with participants and institutions. There is often a great 

distance between qualitative researchers and people working on and through datafication (Moats 

and Seaver 2019). As Atkinson and Morriss (2017) argue, practical competence is a valuable tool 

in the analysis of specialized activity (such as public administration) and in engaging with the 

observed. What is required then is to maintain a reflexive awareness and an analytical distance 

to what is researched, which is also central in discussion of collaborative ethnography (Lassiter 

and Eric 2005) 

In his review of how to unpack the sociotechnical assemblage of data and algorithms, Kitchin 

(2017:25) argues that being able to gather a vast amount of data and interlink them is no easy 

task, but it is manageable, especially if undertaken by a research team rather than a single 

individual. An obvious limitation of this dissertation is then that most of the data collection and 

analysis was undertaken by me or in collaboration with one other researcher. I did not have the 

resources or contacts to assemble a research team to conduct a large-scale case study on the 

Norwegian public sector. The survey used in Papers 2 and 3 was, for example, not able to reach 

all organizations in the Norwegian public sector, and the field work presented in Paper 1 only 
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followed the data team for a finite period. This dissertation, therefore, only presents a partial 

picture of public administration datafication in Norway at a specific point in time. Nevertheless, I 

did not abandon or exit the field completely after the survey, interviews, and field work, but I kept 

actively engaging with public administration until the very end of the research project to both 

confirm and discuss findings, which has had a positive effect on the overall quality of the research.  

I have treated “access as a kind of texture, a resistance to knowledge that is omnipresent and not 

always the same” (Seaver, 2017), constantly negotiating with the practicing field and attempting 

to find new angles when necessary. Despite the difficulties other researchers have experienced 

when attempting to study the practice of doing machine learning (see, for example, Diakopoulos 

2014; Neyland 2016), I experienced the public sector and especially the AI fagforum and the two 

field sites as open and welcoming to my research and the findings presented. The question then 

is to what degree the processes of datafication can practically be unpacked at all. Some aspects 

of datafication will always remain black-boxed or inaccessible to the researcher (Gillespie 2014b). 

I want to argue that decentering data and technology in researching datafication can bypass 

several of the black box problematics researchers face when approaching data-driven technology 

(Bucher 2012; Kitchin 2017). I did not, for example, have access to the code produced by the data 

teams in the field work presented in Paper 1. Nevertheless, I was able to present interesting 

insights into the inner workings of how datafication is embedded and produced in Norwegian 

public administration. Indeed, I did not feel a need to access all the technology or the data sets.  

Finally, I want to shortly reflect on the ethical aspects of the data collection and analysis. The 

Norwegian National Committee for Research Ethics in the Social Sciences and the Humanities has 

laid out guidelines for research ethics, which I familiarized myself with before embarking on this 

research journey (NESH, 2022). As the Committee does, I regard one of the key quality criteria of 

qualitative research as transparency. Through laying out the research design and reflecting on 

the data generation and data analysis in this section, I have attempted to be transparent in the 

way the research was conducted. I have also consistently used extracts and examples from the 

original data material in papers to enhance transparency in my analytical endeavors.  

For Papers 1, 2 and 3 I worked in close collaboration with public administration and the many 

people that make up the public sector. The overall legal aspects of the project were assessed by 

the Norwegian Center for Research Data (the assessment can be found in Appendix A). All data 

material was transcribed, anonymized, and stored on a safe and approved university server. 

Participation in research should always be based on information and consent according to the 

Committee. The public sector employees interviewed in Papers 2 and 3 gave their written consent 

to the study prior to interviews. In the field work, however, consent to participation was given by 

leadership on behalf of the participants. Interviews were always voluntary. Some of the data team 

members were not comfortable with one-on-one interviews, which both I and the leadership 

respected. I made sure to inform every individual participant about the aim and purpose of the 

study prior to interviews. In meetings with several participants, I was always introduced by one of 
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the participants as a researcher and often asked to say a few words about myself and my 

research. Meetings involved participants indirectly affected by the research, and I therefore 

decided against using recording devices, as I did not always have an overview of each of the 

participants present 

The Norwegian public sector is by law required to provide access to its inner workings to 

researchers; this does not mean, however, that researchers can bypass “human dignity and 

[consideration for] [participants’] personal integrity, safety and well-being.” (NESH, 2022). While 

we decided to anonymize the public administration organizations researched in Papers 2 and 3, 

I used a different approach in Paper 1. I decided together with the organizations researched in 

this paper that while all employees were anonymized in the paper, the organizations themselves 

should remain visible. Full anonymity could therefore not be granted. In the data collection for 

Papers 2 and 3, we wanted the public administration employees to reflect critically on the 

datafication efforts in their organizations in interviews and surveys, and we therefore used 

anonymity strategically. As Redden (2018) argued in her mapping of the Canadian public sector, 

critical voices within public administration often seem to be silenced. This, then, was a trade-off 

between anonymity and transparency. As I was able to build a stronger relationship with the 

participants researched in Paper 1, I did not regard a fear of voicing concerns as pressing. I signed 

a non-disclosure agreement with NAV. This was, however, not intended to limit or censor my 

research. As I was sitting in meetings and in the open landscape, there was a small risk of me 

being able to see sensitive information about citizens. It was therefore important that I complied 

with the confidentiality regulated by the Public Administration Act. SKATT did not require such an 

agreement; we did, however, write up a small collaboration note in which the terms of field work 

were formalized.  

Overall, this research project presents a partial and situated account of how datafication is framed 

and embedded into Norwegian public administration. This situatedness is further complicated by 

my ambition to collaborate with the public sector, constantly feeding back research findings and 

discussing my thoughts with the participants. The dissertation is a first attempt to understand the 

inner workings of public administration datafication in the Norwegian context as informed by 

critical data and algorithm studies. Nevertheless, as I have shown in the preceding chapters, this 

dissertation presents both a relevant and timely topic and a significant contribution to the field; 

the research is conducted with rich rigor, sincerity, credibility, and ethical considerations, and it 

therefore offers, according to Tracy (2010), qualitative research of high quality. Partial insights 

and situated knowledge are valuable both politically and analytically (Haraway 1988) as 

demonstrated by the findings presented in the next sections.  

  



 

53 

5 Summary of papers and key findings 

The research papers that make up the core of this dissertation present four distinct yet interlinked 

insights into the inner workings of public administration datafication. The papers were 

purposefully published in three different journals to reflect the interdisciplinary approach to the 

research question and to disseminate the findings among different groups of interest. In what 

follows, I will summarize each paper and present the key findings. This will constitute a point of 

departure for the discussion in the next chapter of the dissertation.  

5.1 Paper 1: Constraining Context 
Published in New Media & Society. 

This paper was part of a special issue on algorithmic governance in context (Gritsenko et al. 2022) 

and had a clear ambition of situating datafication beyond big tech. While the inner workings of 

producing data-driven technology in the private sector often remain inaccessible, the ever-

growing interest in data and algorithms in public administration presents a compelling field site 

to research how STIs of datafication are materialized in specific data assemblages. Two data 

teams at NAV and SKATT were followed in their everyday work practice of producing data-driven 

technology in 2018, 2019. The paper presents the first empirical account of the inner workings of 

datafication in the Norwegian public sector and offers a valuable contribution to critical data and 

algorithm studies in the Nordics.  

Projects were followed in short field works over several months. Field work included interviews, 

meeting observations, and document studies of internal documentation on projects. Within a 

short period of time among data team members, I noticed that there was a lot of frustration tied 

to their work. Although the Norwegian public sector is one of the most digitized in Europe, and 

data-driven technology is pushed in a variety of policy papers, both data teams struggled to 

develop and implement data assemblages within their organizations. They struggled to 

materialize the STI of datafication, which promises that the public sector can make use of fast and 

cheap data analysis, glean data from entire populations, let data speak for themselves and 

achieve an impartial view from nowhere (Rieder & Simon 2016).  The analysis demonstrates how 

the apparatuses and elements of the data assemblage, such as policy and strategy documents, 

organizational scope, legal mandates, and data and infrastructures, presented challenges and 

obstacles to the data teams. Letters of allocation and other internal strategy documents, for 

example, often decide on what is prioritized in the data teams. Specific projects must then be 

linked to public mandates and assessed by lawyers before data team members may even start to 

work. Public administration is built on legal frameworks that both enable work in the data teams 

and constrain what and how data practices can be enacted. Many of the observed efforts were 

additionally stopped at the pilot phase as the data teams did not receive enough funds to develop 

working systems. In addition, the members often acted as intermediaries between a variety of 
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actors, such as subject matter experts and technical staff. There was surprisingly little interest in 

data-driven technology in the public sector and the teams, therefore, spent much time presenting 

their work to other sections and thus actively circulating STIs. The analysis of this paper contains 

one of my favorite quotes from the field work: “Building the actual machine learning models is 

what takes the least time here (laughs)” (SKATT data team member). This again indicates a need 

to decenter technology in our analysis of datafication.  

In this paper, I bridge the concepts of the data assemblage (as introduced by Kitchin and Lauriault 

2014) and STIs to enhance our understanding of how STIs enter, are translated, and are 

negotiated into assemblages of materiality (Jasanoff and Kim 2015). Simultaneously, I 

demonstrate how STIs are always contingent, multiple, and contested, and how they often do not 

materialize without interruption (Mager and Katzenbach 2021; Caplan et al. 2020). The promise 

of a more effective and informed public administration was restricted by the technical, legal, 

organizational, methodological, and political constraints observed in the field work. I therefore 

argue that public administration seems to be a context where STIs of datafication thrive but new 

data assemblages struggle to materialize. Although this leads to much frustration among data 

team members, this also means that the constraints presented prohibit the data teams from 

utilizing the vastly enhanced possibilities afforded by emerging technologies to understand, 

predict, and control the activities of citizens. The obstacles can then serve as entry points to 

engage reflexively with datafication and discuss how datafication might be reconfigured. In the 

conclusion of this paper, I introduce the idea of the actionable critique, which I will elaborate upon 

in the final section of this dissertation.  

5.2 Paper 2: Towards a Data-Driven Public Administration  
Co-Authored with Heather Broomfield, published in the Scandinavian Journal of Public 

Administration. 

As observed in the field work of Paper 1, the development in the Norwegian public sector was 

about more than introducing machine learning into public service decision-making. The second 

paper of the dissertation was therefore intended to provide a general overview of datafication 

activities within the Norwegian public sector. It aimed to demystify data-driven public 

administration and directed its analytical attention to critically investigate the administrative 

reform in the making, as called for by a variety of scholars across fields (Agarwal 2018; Brauneis 

and Goodman 2018; Redden 2018; Wirtz, Weyerer, and Geyer 2019). At the same time, we 

intended to introduce datafication to public administration studies by situating this paper within 

the tradition of implementation studies (Caiden 1999; DeLeon 1999; O’Toole Jr 2000) as there 

seems to be a severe lack of attention paid to issues of datafication within the wider field of public 

administration studies. Indeed, this paper is among the first to use this concept in a public 

administration journal, distinguishing itself from earlier research on eGovernment. Focusing on 

perceived challenges and unseen issues, the paper asks the overall research question of what 
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challenges are encountered and problematized in a nascent phase of data-driven public 

administration implementation. We examine what is prioritized and problematized at the policy 

level and among practitioners to realize data-driven ambitions and identify discrepancies in 

prioritizations. 

The paper makes use of a multi-method approach, including a survey sent out to several public 

sector organizations, follow-up interviews, and document studies of policy papers, all conducted 

in 2019. The findings show that although data-driven is regarded as highly important across the 

public sector, Norwegian public administration is still in a nascent phase when it comes to 

realizing datafication. In addition, there is a clear lack of common understanding of what data-

driven public administration is and how it should be materialized among policymakers, 

practitioners, and leaders in the public sector. Many organizations are in a planning, strategy, or 

piloting phase regarding data-driven technology as a main enabler of efficiency in the sector but 

remain unsure of how to make use of it. Practitioners experience a variety of challenges when 

attempting to become data-driven. Organizational issues, privacy and security concerns, and legal 

frameworks rank high among the obstacles. However, challenges also differ widely across the 

sector, which is especially apparent in the interviews. The analysis then goes on to show how 

policy papers often prioritize technical infrastructure, access, and quality of data when 

problematizing data-drivenness, while practitioners are more concerned with organization, 

internal culture, and competence issues. Both policy makers and practitioners regard insecurities 

tied to law, privacy, and security issues as hindering datafication work. The challenges are 

interwoven and mutually dependent. The paper culminates in a discussion on unseen issues.  

None of the involved actors addressed the potential for the changing power dynamics between 

citizens and state due to the increased possibility to predict and monitor citizen behavior. 

Although practitioners state that they are using technology “for the best of society,” there is no 

clear, common understanding of how this is translated into practice. The risk of unintended 

consequences is recognized but not problematized by practitioners, who often deal with single 

projects in isolation. The increased influence of private sector companies over technology 

production and implementation in the public sector also remains an area of silence. Although 

ethics is a hot topic in the field, this was not regarded as challenging by many practitioners as 

anonymized data is regarded as unproblematic, and many argue that ethical issues are solved 

through legal frameworks. Many of the classic questions of public administration dealing with 

equity, accountability, political legitimacy, discretion, and human agency in decision-making are 

not addressed by any of the actors. This reinforces the importance of public administration 

scholars becoming involved in the scholarly and practical debate over datafication.  
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5.3 Paper 3: In Search of the Citizen  
Co-Authored with Heather Broomfield, published in Big Data & Society. 

This paper originated in the initial analysis of the data material presented in Paper 2, where we 

found a surprising dearth of the terms “citizen” and “residents” in both the quantitative and 

qualitative data presented. This sparked our curiosity and urged us to do a secondary analysis of 

the data material and an investigation of the production of policy documents. Datafication has 

the potential to significantly change citizen-state relations. How are citizens problematized and 

included in policy and practitioners’ discourse in the datafication of public administration? In this 

paper, we aimed to answer this research question by investigating who is consulted in the policy-

making process and the discourse within the resulting policy documents among practitioners. 

Cardullo and Kitchin's (2019) scaffold of smart citizen participation served here as a blueprint for 

examining citizen participation in public administration datafication. We adapted this scaffold to 

investigate data-driven efforts on a system level. In addition, we included contextual factors in 

this analysis, such as the idea of Norwegian corporative pluralism, which encourages the inclusion 

of civil society and organized interests in policy-making and implementation through, for 

example, hybrid public advisory committees (Christiansen et al. 2010; Krick and Holst 2021; 

Rokkan 1966). This paper makes use of a multi-method approach to provide a situated analysis 

of datafication efforts that allowed us to research the underlying social mechanisms and the 

imaginaries of the agents responsible for framing and embedding the data-driven public sector.  

The results of the analysis show a clear lack of citizen participation in the framing of policy papers. 

Although all the policy papers analyzed illustrated an extensive need for analysis and consultation 

with stakeholders, this is limited to consultations within the private and public sectors. 

Datafication was presented as both necessary and inevitable in the resulting policy papers, often 

linked to large societal challenges such as demographics, the oil sector’s decline, and 

sustainability goals. Nevertheless, policy documents also placed significant emphasis on the 

concepts of being user-centric and needs-based. Clearly, it was mainly the private sector’s needs 

that were considered in the policy papers. User-centered ideas are more about the solution than 

the process itself. Seamless services are, for example, juxtaposed with user-centricness. Here, 

data are imagined to flow seamlessly across organizational boundaries to provide better user 

experiences. Although practitioners state that their work on datafication is intended for “the good 

for society,” this often translates into a narrow focus on privacy in projects and a vague idea of 

digitalization in a transparent, inclusive, and trustworthy way.  

Overall, this paper found that citizens and civil society are rarely actively included in the policy-

making process on data-driven public administration beyond specific and highly specialized 

projects. This is surprising as Norwegian corporative pluralism encourages the inclusion of 

stakeholders in policymaking and implementation on all levels. We argue that there is an overall 

top-down and paternalistic approach to datafication as these issues are often seen as both 

inevitable and apolitical. The context, values, and agendas embedded in data-driven public 
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administration are therefore obscured from citizens and civil society, and they are not actively 

encouraged to discuss or challenge current datafication efforts. It seems, therefore, that 

datafication is seen as an internal or public sector issue, not as a democratic or political one.  

5.4 Paper 4: Public Sector Data as a Resource 
Co-Authored with Heidrun Åm  

Policy documents and government white papers are central to the datafication of public 

administration in Norway as they promote, frame, and enact data-driven public administration. 

In addition, these documents present the most definite and materialized version of the 

datafication STI as most projects seem to still remain pilots, as shown in Papers 1 and 2. In this 

final paper, we therefore studied how sociotechnical imaginaries of datafication are constructed, 

embedded, and maintained in the Norwegian public sector. This paper is situated within studies 

on technology policies and made use of Bacchi’s (2009, 2012) WPR approach and Asdal and 

Reinertsen’s (2020) practice approach to document analysis. We analyzed six documents 

published between 2015 and 2021, identifying the policy problems for which these technological 

developments seem to be the best solutions, and investigating how the STI of ‘data as a resource’ 

emerged in public administration.  

Problematizations are central to modern governing processes as policy itself is actively engaged 

in defining and producing problems according to Bacchi (2009). By marrying the WPR approach 

with Jasanoff and Kim’s (2015) account of STIs, we show how a variety of actors produce future 

visions and expectations of datafication. We began the analysis with a historical account of 

developments in the public sector and argued that there has a been a shift in prioritizations in 

recent years. The policy problem representations addressed in the documents can be divided into 

two major categories: the problem of public administration, where efficiency and better services 

are central, and the problem of data-driven innovation, where data-sharing from the public to the 

private sector and value creation is central. While the first policy problem addresses mostly 

internal public administration processes and service delivery, the second overarching policy 

problem addresses the whole of the economy in Norway. Both have been equally addressed in 

earlier policy; however, recent documents all emphasize the second problem. There is also an 

increased certainty in language in later policy documents.  

The analysis then goes on to discuss and present actors, drivers, and justifications of datafication 

in the policy papers. This is about both an idea of technological drivers that force the public sector 

to adapt and an assumption that the sheer availability of technology such as AI and big data 

makes these relevant and important to public administration. The documents go on to justify 

action through international rankings and the implicit notion of a race between nations. 

Interestingly, the OECD and EU are both important actors in the policy papers analyzed. We can 

read such references to supranational actors as ethos-oriented argumentation, in which the truth 

and authority of the claims become justified through their international reach and the standing 
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of these institutions. These institutions also contribute to justifying datafication efforts by 

administrating a variety of international rankings and quantified economic analyses projecting 

the future revenue of data-driven public administration.  

The discussion of Paper 4 once again culminates in unseen issues and issues left unproblematic. 

Overall, the analyzed documents all focus on enabling datafication rather than governing or 

constraining this development. The documents draw on a variety of success stories from the 

public and private sectors to legitimate this development. Regarding data as a resource that just 

needs to be shared and utilized renders it natural and beyond political control. While the 

documents address data more generally, only certain types of data are used as examples in the 

documents. Democratic principles and societal issues are not addressed in any of the analyzed 

documents as regulation and welfare distribution efforts are left unseen. This is a surprising 

finding as the Norwegian welfare state has long traditions of collectively distributing benefits from 

common resources (Ryggvik 2009; Thue 2003).  
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6 Discussion and conclusion 

Although each of the four papers presents an individual contribution to the scholarly debate on 

the data-driven public sector, as elaborated upon in the previous chapter, an additional 

contribution of this dissertation lies in the intersection and synthesis of all four papers. I set out 

to investigate how datafication is framed and embedded in Norwegian public administration by 

studying the inner workings of the data-driven public sector. I begin this concluding section by 

highlighting the importance of a situated practice approach to datafication. I wish to emphasize 

challenges and silences as examples of how a situated practice approach can help us identify new 

avenues of citizen intervention or contestation. The discussion will culminate in reflections on 

how critical data and algorithm studies might work toward an actionable critique of public 

administration datafication.  

6.1  Situating datafication in public administration 
In the introduction section of this dissertation, I presented several shortcomings regarding the 

current state of research on datafication in the social sciences. There has been an overwhelming 

focus on the private sector application of data-driven technology and its consequences for 

society. This body of literature often treats datafication as something that is already being used 

in all aspects of social life. As argued in Papers 1, 2, and 4, the data-driven public sector is still in 

a nascent phase of development and remains, in many cases, a future vision. These visions and 

imaginaries are, however, still performative and deserve scholarly attention. Although an 

emerging body of literature on the public sector application of data-driven systems is evident, 

empirical work is often confined to case studies on single projects within specific sectors or 

organizations in the public sector. This dissertation aimed to research datafication at different 

levels to understand how it is embedded and framed in the Norwegian public sector and to ask 

what practitioners, institutions, and policy makers do (not) and say in relation to datafication. 

Asking these questions allowed me to assert the political dimension of datafication and “point to 

both the (re)construction of citizens in data systems and the emerging opportunities for citizen 

intervention and resistance” (Dencik 2019:244). 

One of the key ambitions of critical data and algorithm studies is to illuminate the various 

processes in which our lives are turned into data and then recirculated into action, so as to 

question the assumptions they are built upon and critically intervene in their deployment (Beer 

2016; Iliadis and Russo 2016; Kitchin and Lauriault 2014; Ruppert et al. 2017). Through this 

dissertation, I wish to demonstrate that critical data and algorithm studies benefit greatly from a 

situated practice approach to datafication, as introduced by Dencik (2019). Following Bakardjieva 

(2020), I furthermore want to argue that practice theory is best used here as a sensitizing 

concept—a reference and guidance for approaching empirical instances—that can be 

supplemented with a variety of other concepts and approaches to enhance our understanding of 
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the data-driven public sector. A situated account of datafication shifts the focus of data or data 

harms away from entry points of contestations and toward the importance of understanding the 

interests, agendas, and power relations in which datafication is embedded. Rather than focusing 

solely on the immediate consequences and impact of datafication, the situated practice approach 

places this phenomenon within a wider landscape of practices. Paper 1 is based on fieldwork 

among data teams in two Norwegian public sector organizations and offers valuable insights into 

how data team members struggle to align new data practices with existing practices and material 

infrastructures in their organizations. Paper 2 then highlights the tensions that arise when 

datafication enters public administration more generally, as well as the challenges experienced 

by practitioners. In Paper 3, we included two key social and democratic practices in our analysis 

of how citizens are problematized and included in datafication, the corporate pluralism model 

that has a long tradition in Norwegian policy making (Rokkan 1966), and hybrid advisory 

committees (Krick and Holst 2021). We argued that both practices are disregarded in the 

constructing and framing of datafication, as datafication is presented as apolitical and, therefore, 

seemingly not in need of the inclusion of citizens and civil society in policymaking; citizens are not 

able to challenge or mediate datafication through informal or formal practices of participation in 

public administration. Paper 4 then studies how the STI of data as a resource has emerged and is 

embedded into the Norwegian public sector and what problematizations this is built upon. In this 

paper, we argue that although the Norwegian public sector has previously focused its practices 

on collectively distributing the benefits of resources (Ryggvik 2009; Thue 2003), democratic 

arguments are solely used to make public data available for business development. The 

relationship between existing public administration practices and datafication has thus been 

explored in several of the papers.  

As argued by Bareis and Katzenbach (2021), although the STIs of datafication often resemble each 

other, they also exhibit distinct local features. This points to the importance of context in 

producing a critique of datafication. Again, much of the empirical and conceptual work on issues 

of datafication is still done in the context of private internet platforms and social media. The 

critique of datafication produced in this context is of great importance to both academic and 

societal discussions, but as demonstrated in all four papers, datafication needs to be situated 

beyond internet platforms. We need to challenge universal assumptions about datafication and 

look more closely at how it is translated into specific contexts (Milan and Treré 2019; Wijermars 

and Makhortykh 2022). Public administration is different; it operates under the bottom line of 

creating public value—however this might be interpreted—and is highly regulated by law. The 

public sector already operates with thousands of data assemblages and has a long history of data 

collection, management, and use (Desrosières 1998; Porter 1996). Furthermore, Norwegian 

public administration differs from other public administration organization models. The 

Norwegian public sector keeps vast registers on its citizens, who cannot opt out of these practices 

of data collection and management. While Norway is one of the most digitized countries 

worldwide, the Norwegian public sector also enjoys high levels of trust among its citizens. As 
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Mergel et al. (2019) pointed out, how digital transformation and other administrative reforms are 

perceived and interpreted is strongly influenced by different bureaucratic traditions. Even within 

public administration, we can identify significant variations regarding how and why datafication 

is approached. Paper 1, for example, shows how the SKATT data team struggled less with 

producing machine learning than the NAV data team because of its relatively wide control 

mandates and long tradition of data analysis and if/then automation. Paper 2 demonstrates how 

practitioners across the Norwegian public sector interpret datafication differently and how each 

organization has a distinct and unique set of perceived challenges that is tied to their 

organization, operation, and existing data practices. There is, therefore, a need to produce 

context-specific accounts of how datafication is understood “as well as to question the 

assumptions on which its evaluation within different domains is based” (Wijermars and 

Makhortykh 2022:947). This is about understanding and taking into account the distinct 

apparatuses of public administration data assemblages when researching the data-driven public 

sector.  

A situated practice approach to datafication decenters technology and researches the values and 

interests that pertain to data in different contexts. It pays special attention to the institutional 

practices and material resources of specific environments that shape the new social order under 

datafication: in public administration. In this dissertation, I have operationalized this approach by 

paying analytical attention to the apparatuses of the data assemblage, the STIs of practitioners 

and policy makers, and how these are constructed and embedded into public administration 

practice. The concepts of the data assemblage and STIs have here been used both as 

methodological lenses and analytical tools and have assisted in implementing a practice 

approach, as introduced by Couldry (2004, 2012) and Dencik (2019, 2020). This was achieved by 

addressing the following research questions: What interests and agendas are inscribed into the 

STI of datafication, and what are omitted? How has this imaginary been constructed and 

embedded into the Norwegian public sector? What obstacles do practitioners experience when 

attempting to stabilize STIs into working data assemblages?  

Operating within a new and emerging subfield within the social sciences comes with several 

challenges. As there were only a few studies available on public administration datafication in 

2018 and 2019, I initially struggled to pinpoint a specific research gap because there seemed to 

be more gaps than was possible to grasp. This required an explorative research design. I 

benefited greatly from abductive analysis and its emphasis on elements of surprise (Tavory and 

Timmermans 2014; Timmermans and Tavory 2022). I used elements such as the observation that 

AI just seemed to be one of many developments in the public sector circling around data and the 

absence of successful projects in the observed organizations strategically to steer and confine my 

work. A situated approach allows us to ask new questions and follow our subjective yet 

theoretically informed moments of surprise. The sub-questions developed throughout the 

project are thus just one of many ways to approach datafication.  
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In working on finding an appropriate scope for this dissertation, I have developed an 

understanding of public administration datafication, as follows: 

Data-driven administration consists of two interwoven processes: the use of more and/or 

different kinds of data and the recirculation of data through ever more complex methods, such 

as machine learning or automatic decision-making.  

This definition is central to all papers and attempts to promote an understanding of datafication 

that goes beyond simple notions of quantification and extractivism. However, as argued across 

papers, how datafication is understood and translated into practice varies across time and space. 

In Paper 4, we demonstrated, for example, that while improving services through internal data 

sharing was highlighted in policy papers analyzed earlier, we observed an increasing interest in 

the commodification of public data in later policy papers. Therefore, I suggest that we need to 

move beyond a static and linear understanding of the data-driven public sector and be sensitive 

to the contested and multiple nature of datafication processes across time and space.  

Although the situated practice approach does not focus on the immediate consequences of 

datafication, it does not render the data-driven public sector harmless. As Dencik (2020:251) 

stresses, “the extent to which citizens are able to challenge, avoid or mediate their data doubles—

that is the relation between data practices and other social practices—becomes a key political 

question of our time.” In this final discussion, I want to briefly reflect on the opportunities of 

citizen intervention, contestation, and resistance, as these emerge across papers. A situated 

practice approach actively researches and discusses potential entry points for contestations to 

avoid determinism. In this dissertation, I have explored two such entry points: obstacles and 

silences.  

6.2 Challenges and obstacles 
What do practitioners, institutions, and policy makers do in relation to datafication? First and 

foremost, they seem to struggle, as is especially apparent in Papers 1 and 2. My empirical work 

has repeatedly encountered frustration among practitioners, which led to one of many moments 

of surprise: this seemed to correspond little with previous empirical work on datafication on 

internet platforms, where the myth and hype about datafication often seemed to obscure the 

many struggles of making data-driven technology work (Elish and boyd 2018; Hagendorff and 

Wezel 2020). In addition, the work observed seemed to misalign with the imaginaries identified 

in previous research, where the public sector can make use of fast and cheap data analysis, glean 

data from entire populations, let data speak for themselves and achieve a impartial view from 

nowhere under datafication (Rieder & Simon 2016). Many researchers seemed to assume that 

the STIs of datafication materialize without interruption across society (Caplan et al. 2020). The 

findings presented in Papers 1 and 2, however, clearly demonstrate that this is not the case. 

Following Dencik’s (2019) suggestion that we need to pay close attention to the multiple, 

converging, and conflicting forces that shape the continuously constructed process of 
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datafication, I have consciously focused on tensions in this dissertation. This was also part of my 

ambition to present alternative narratives about datafication and move beyond the hype of AI 

and big data. While researchers such as Zejnilović et al. (2020) have focused on the frictions 

between data-driven systems and street-level bureaucrats using these systems in casework and 

welfare provision, I have concentrated on the tension that can be observed when data-driven 

technology and the idea of the data-driven public sector are embedded and produced in public 

administration prior to systems being used in actual casework or in internal processes.  

While entering public administration through my fieldwork at NAV in 2018 and 2019, I struggled 

to find working systems beyond simple and confined pilot projects. Although conferences and 

policy papers all stressed the importance of becoming data-driven, little seemed to materialize in 

practice. This continued throughout my fieldwork and was also a recurring topic in the AI 

fagforum. I observed small and confined projects or pilots, but only a few systems that were doing 

work automatically every day. Rather than only regarding the apparatuses of the data assemblage 

as a set of contingent, relational, contextual, discursive, and material relations, I argue in Paper 1 

that we might regard the elements and apparatuses of the data assemblage as mediators and 

possible counter forces. Focusing on obstacles allowed me to show the distinct features of public 

administration data assemblages. I show how the two data teams researched face different 

challenges based on, for example, existing material infrastructures and data practices, 

organization-specific laws, and a focus on differing subject matter expertise.  

Paper 2 follows this focus on obstacles and challenges and presents a general mapping of the 

Norwegian public sector in which we introduce a variety of perceived challenges that public sector 

practitioners encounter when trying to embed datafication into their everyday work practices. 

This includes issues such as legal assessments, data quality, data access, and a lack of financing. 

We also find that many of the challenges are drawn up in policy documents. However, what is 

problematized differs greatly between policy makers and practitioners. While policy papers seem 

to simply regard datafication as a matter of making data and infrastructure available and to give 

more leeway in the law to unlock the effectivization potential, practitioners struggle with a variety 

of obstacles beyond these issues.  

The focus on challenges has several aims in the work of this dissertation. First, the outlined 

challenges clearly demonstrate that datafication rarely materializes fully and without interruption 

in public administration. As argued in Paper 1, public administration seems to be a context in 

which the STIs of datafication thrive but struggle to materialize. This once again reinforces the 

importance of situating datafication in public administration, paying attention to its distinct 

practices and apparatuses. By focusing on challenges and obstacles, we draw attention toward 

the often-invisible work involved in assembling data assemblages. This also redirects our 

analytical focus away from researching the negative outcomes of datafication and toward the 

tensions between existing practices and values and the datafication paradigm. 
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Second, the challenges of technology production and implementation are popular topics within 

public administration scholarship (Agarwal 2018; Chen and Hsieh 2014). As demonstrated in 

Paper 2, many of the challenges experienced by practitioners resemble earlier research on 

administrative reform (Kraemer and King 2006; O’Toole Jr. 2000). Challenges can therefore serve 

as boundary objects between critical data and algorithm studies and public administration 

scholarship to facilitate dialogue between the fields, as demonstrated by the publication of Paper 

2 in a public administration journal. Third, challenges are of great interest to practitioners in the 

field. Both Papers 1 and 2 show how practitioners experience much frustration in their everyday 

work on datafication, as there are a variety of obstacles hindering work. I have used challenges in 

several of the presentations to practitioners to find common ground from which to discuss 

datafication more generally. The visualization and focus on the complexity of interlinked 

challenges has led to interesting discussions with practitioners.  

Finally, as argued in Paper 1, these challenges can also be seen as contestations and aid us to 

reflexively engage with public administration datafication. Why do projects fail? An easy 

explanation often cited in the interviews contained in Papers 2 and 3 was the internal resistance 

to change within public administration or the lack of data readily available for analysis. This 

reflects the public administration literature, which often focuses on the uncertainties and 

readiness of the sector to adopt new technology (Guenduez et al. 2020; Kim, Trimi, and Chung 

2014; Klievink et al. 2017). This literature attempted to explain failures or non-adoptions by, for 

example, focusing on the lack of common understandings among public managers (Guenduez et 

al. 2020). A more complex explanation might be that data-driven systems have the potential to 

fundamentally change public administration and social order. As Hintz et al. (2018) argued, 

datafication enhances the state’s ability to predict, control, and classify citizen activities, thereby 

changing power dynamics. Norwegian public administration has installed a variety of both formal 

and informal mechanisms to safeguard some of the core principles of the welfare state, which I 

argue often become visible in the challenges encountered by practitioners. Engaging reflexively 

with obstacles and challenges might also help us understand how we can counter the datafication 

of public administration and produce actionable critiques of the phenomenon. It is concerning 

that both policy makers and practitioners actively engage in identifying and eradicating obstacles 

in the public sector. As all papers show, there is a sense of urgency to enable datafication within 

public administration, which is often translated into eliminating all challenges and obstacles 

rather than critically engaging with them. This leads us to the issue of silences in policy and 

practice.   

6.3 Silences 
As argued in the theory chapter of this dissertation, I regard it as highly important to research 

what people, institutions, and policy makers do not do and say in relation to datafication, as these 

silences and omitted issues might point us toward asking new questions and broadening the 

discourse on datafication in public administration. Focusing on what is left unproblematic or what 
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and who is silenced helps me explore the critical potential of the situated practice approach. As 

boyd and Elish (2018) argue, the discourse of myth and hype related to datafication often 

disguises problematic issues of data and technology and therefore contributes to the disguising 

of the power of data-driven systems. My work on answering the overall research question of how 

datafication is framed and embedded in the Norwegian public sector has uncovered a clear 

misalignment between the practicing field and critical data and algorithm studies. While the 

practicing field and policy documents seem to closely resemble public administration 

scholarship’s focus on enabling datafication, critical data and algorithm studies have pointed out 

a variety of problematic issues of datafication that often do not appear in practitioner and policy 

discourse.  

Focusing on silences was initially inspired by Redden’s (2018) counter-mapping of the Canadian 

public sector, where she identified two significant areas of silence: the impact of public-private 

partnerships in datafication efforts and a lack of addressing how data-driven systems may change 

the way citizens are governed and understood. In Paper 2, we take this as a point of departure 

and identify several omitted issues, including the disregarding of changing citizen-state relations 

and a lack of oversight within the public sector on what is done and where. Practitioners regard 

ethics as something that can be solved through legal frameworks. There was little consideration 

of the unintended social consequences of datafication and the impact of automation on the role 

of discretional decision-making in public administration, which was surprising, as there are 

several public examples of harmful systems in Europe, such as the Swedish Trelleborgmodellen 

or the famous Dutch fraud detection model. We argue that many of these omitted issues are far 

more complex than technical or legal issues drawn up in policy documents; therefore, they often 

receive little attention in practice and policy. This is then also paired with an overall paternalism 

in public administration, under which practitioners and policy makers argue that their work is 

always for the best of society, without having a concrete understanding or idea of what this may 

contain. Citizen perspectives are one specific issue that remains unseen by the practitioners and 

policymakers identified in Paper 2. In Paper 3, we take this silence as a point of departure to 

further investigate how citizens are involved in making policy, and thus how they are included in 

constructing and embedding the STI of datafication. What we find is a paternalistic and top-down 

approach to datafication, under which the presence of citizens seems to be regarded as 

unnecessary in policy-making processes. Although the Norwegian public sector encourages user 

involvement in projects, this is mostly limited to the late stages of projects and very confined 

areas. We argue that this is because datafication is regarded as inevitable, apolitical, and problem-

free by many practitioners and policy makers, and we try to challenge this understanding in the 

paper, as citizens and civil society seem to be actively silenced in the pursuit of public 

administration datafication.  

Paper 4 continues to argue that policy papers often consider data as neutral and beyond political 

control. These documents often argue that what can be controlled are the varieties of obstacles 



 

66 

currently hindering datafication.  Interestingly, the policy papers focused on enabling datafication 

rather than regulating or governing datafication and once again fail to address the potential 

negative societal impacts of data so often drawn up in critical data and algorithm studies. 

Although the Norwegian public sector has established practices to safeguard the collective 

distribution of benefits from common resources (such as public administration data), this is often 

disregarded in the datafication discourse. The public sector’s responsibility confined to make data 

available and eradicate any obstacles that hinder datafication today, to avoid ‘lacking behind’. The 

inherent uncertainty tied to the STI of data as a resource is masked by calculations and 

international comparisons, again establishing a deterministic view of datafication and an idea of 

inevitability. This renders alternative ways of imagining the future absent from the analyzed 

documents. Although STIs are often multiple and contested (Mager and Katzenbach 2021; 

Ruppert 2018), contestations become difficult when facing this complex network of justifications, 

coupled with increased discursive certainty. The documents establish authority through 

constantly referring to themselves and drawing on a variety of actors to do so. Again, going back 

to Paper 3, we can also see that several societal actors are fully excluded in producing these policy 

papers and possible contestations or alternative ways of imagining the future might therefore be 

omitted or silenced in documents.   

An unseen issue I find particularly interesting is the absence of any mentions of (partly) failed 

attempts at public administration datafication. Indeed, one of the motivations for writing Paper 4 

was to understand why public administration continues to encourage datafication through 

publishing policy papers when various projects seem to meet significant obstacles. As Paper 4 

shows, there is an overwhelming focus on success stories of datafication in policy documents, 

often drawing on real-life yet isolated example applications of data-driven systems (in early policy 

papers these examples were often ‘imported’ from very different contexts). Initially, I aimed to 

follow a specific project on data-driven assessment of sickness absence from its origins through 

implementation and then observe it working in the world to be able to follow Dencik’s (2019) 

suggestion to research what users and citizens do in relation to datafication. However, I had to 

abandon this idea, as the project was delayed repeatedly. It simply did not fit into the narrow 

timeframe of a PhD. However, this is not the only example of delayed or restricted projects. 

Difficulties in producing data-driven technology in public administration often gain little attention 

from either policy makers or practitioners, as the STI of public administration datafication 

depends on success stories to function. Therefore, it also becomes important for researchers to 

illuminate this silence by showing the various challenges and failed attempts at datafication and 

reflexively engaging with what these might tell us about the relation between existing and 

emerging (data/social) practices.   

Focusing on silences, I had a clear ambition on broadening the discourse on public administration 

datafication and present alternative problematizations, without simply pointing to negative 

outcomes of data-driven technology (such as bias and discrimination) in isolation. As Schiølin 
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(2020, 545) argues, powerful STIs, such as datafication, “risk curtailing the possibility of imagining 

alternative futures, impede public reasoning about how to inhabit them, and favor some modes 

of being over others”.  By drawing attention to alternative ways of imagining the future through 

silences and omitted issues in policy papers and practitioner’s discourse, I was able to critically 

investigate current datafication efforts, again focusing on the political dimension of this 

administrative reform. The outlined silences seem to point toward a misalignment between 

critical data and algorithm studies and public administration practitioners in what datafication is 

and how it is discussed. This then leads us to the last point I would like to make in this dissertation: 

How can we as social scientists work toward an actionable critique of datafication?  

6.4 Toward an actionable critique of public administration 

datafication 

In academic circles there is often a discussion about the supposed tradeoff between rigor and 

relevance. Some fear that more emphasis on the societal value of research could interfere with 

academic robustness. […] We believe that the two are intertwined and reflecting on the societal 

value of our research can help us to strengthen the robustness of our work by enhancing the 

quality of the ways in which we communicate our research objectives, methodology and findings. 

(Meijer and Webster 2022:1) 

Following this argument, I want to use the last pages of the introduction to public administration 

datafication to reflect on the societal value of my work. In the theory chapter of this dissertation, 

I introduced four puzzles that social scientists face when researching public administration 

datafication: avoiding determinism in the analysis of data-driven public administration, balancing 

between discourse/hype and materiality/real world in studying public administration datafication, 

balancing between critical accounts of specific applications of data-driven technology in the public 

sector and a general critique of the datafication of public administration, and balancing between 

reactive and proactive critiques of datafication. I position my research at the intersection of these 

puzzles, approaching datafication as a continuous process aiming to alter existing data practices 

and introduce new ones to public administration. I focus on both the framing and embedding of 

datafication as a multitude of practices that can be observed and researched by social scientists 

through a multi-method explorative research design. When positioning my research based on the 

four presented puzzles, I had the overall ambition to make the findings of the dissertation 

relevant to the practicing field of public administration—in other words, to produce an actionable 

critique of datafication. This normative ambition has always influenced what I have done directly 

or indirectly, and therefore deserves to be elaborated upon in this concluding section of the 

dissertation. It follows Andrews (2019) suggestion to avoid a gotcha-style of research and work in 

close collaboration with the practicing field. 

The Oxford English Dictionary defines “actionable” as “able to be acted upon or put into practice; 

useful, practical” (OED Online 2022). It is the practical value of the critique produced through this 

dissertation, in addition to its potential for being acted upon, that is central to my work—both 
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influenced the choice of research design, theoretical framework, and questions asked. As Bastow, 

Dunleavy, and Tinkler (2014:272) pointed out, the social sciences predominantly reconfigure by  

[…] influencing people to think about things in a different, more precisely reasoned and better-

informed way, one that will (hopefully) produce better decisions and societal outcomes than 

would have been achieved without the presence of these disciplines.  

This ambition to influence public administration to think differently about datafication and 

produce better or different decisions when it comes to the framing and embedding of datafication 

is at the heart of the actionable critique. This is based on the understanding that theoretical and 

practical work do not rule out each other. What, then, is an actionable critique of public 

administration datafication? An actionable critique of datafication is social constructivist in its 

epistemology. As Seaver (2019:413) pointed out, “The point of declaring something a construction 

is to argue that it might be constructed differently.” This means that the critique questions the 

determinism often present in the field and offers contestations. 

The actionable critique is situated in and focuses on the practices and imaginaries of people 

working through, on, and with datafication. Furthermore, the situatedness and research focus on 

contexts are of high importance. Although my own work is inspired by and builds on researchers 

focusing on private sector applications of datafication (for example, Beer 2016; Bucher 2012, 

2017; Gillespie 2014b), I argue that we cannot produce an actionable critique of datafication 

without paying attention to the context within which it is embedded. It is in the distinct 

apparatuses of the public sector data assemblage that new contestations can be found. If we 

apply the same critique to public administration datafication as to the datafication of internet 

platforms, we falsely assume that datafication enfolds and materializes fully in all aspects of 

society and, therefore, run the risk of overdetermining its power and buying into the myth and 

hype surrounding big data and AI. This is in addition important, as the public sector increasingly 

seems to distance itself from the private sector origins of datafication, as argued in Paper 4. 

Several of the papers show that datafication is often in tension with public sector apparatuses 

and existing practices. Ultimately, we need to avoid a substantivist idea of datafication embodied 

with the values of rationalization and domination over society, as expressed by members of the 

Frankfurt School. Following this, I also want to argue against an understanding of datafication as 

simply yet an iteration of neoliberalism. We need to actively argue against the determinist 

understanding of practitioners and policy that I have pointed out in Papers 3 and 4, where 

datafication is seen as the inevitable future of public administration and provide alternative 

narratives.  

In addition to context, I argue that temporality is an important aspect of actionable critique. Data 

activism studies often focus on mitigating harm from existing systems (Lehtiniemi and 

Ruckenstein 2018; Milan 2017). Contrary to this, I consciously researched datafication in the 

making and the practices around constructing and embedding STIs and data assemblages. Much 

research on data activism and resistance to algorithms directs its analytical attention toward 
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reactive measures or user agency (Milan 2017; Meng and DiSalvo 2018; Velkova and Kaun 2021). 

This body of work offers valuable insights into how citizens and users react to and resist the 

harmful effects of datafication. I want to highlight, however, that we also need to pay close 

attention to the agency of citizens in framing, constructing, and embedding datafication into 

society proactively. This requires us, as researchers, to engage with the STIs of datafication and 

the messy world of producing data-driven technology. It requires us to engage in the area of 

tension between discourse/hype and real world/materiality, not always sure what we are actually 

dealing with. In many ways, I have taken a step back with this dissertation, often refraining from 

discussing the immediate consequences of public administration datafication or data harm and 

focusing on what people do in relation to datafication in its nascent phase. This is especially 

important, as many of the datafication visions remain future visions. They are not yet 

materialized, but they still have performativity. As we conclude in Paper 2 “given that this is still 

in the nascent phase, there is time to adjust the course.”  

A situated critique of datafication should enable researchers and citizens to find emerging 

opportunities for intervention and resistance (Dencik 2019), rather than simply focusing on 

pointing out data threats. As Velkova and Kaun (2021:523) stressed, “Most research has focused 

on negative outcomes, including ethical problems of machine bias and accountability, little has 

been said about the possibilities of users to resist algorithmic power.” These might be found in 

the unseen issues outlined in Papers 2 and 4. By communicating and making these silences 

visible, these papers introduce new ways of approaching and discussing datafication to policy 

makers and practitioners. Papers 1 and 2 outlined the various obstacles of datafication that might 

be used to critically and reflexively engage with datafication, thus providing an alternative to the 

dominant narratives of AI and big data hype. Paper 3 argues that there is a lack of citizen 

participation in policy development and implementation in Norway and an all-encompassing 

paternalistic approach to the problem and attempts to problematize this issue. What if we started 

including citizens and civil society in the framing of data-driven public administration? 

Furthermore, Paper 4 deconstructed the STIs of datafication and showed how policy has a narrow 

focus on efficiencies and digital markets in its work toward a data-driven public sector. How might 

we introduce alternative imaginaries of data and technology into society? By deconstructing and 

critically investigating the justifications used to promote and embed datafication, we might 

produce a more precise critique of the phenomenon and question the taken-for-granted 

assumptions of these documents.  

Producing an actionable critique comes with the responsibility of feeding findings back into the 

public sector. As Moats and Seaver (2019) point out, social scientists often struggle to bring 

important insights into the practice of data science. Drawing on an editorial by Cathy O’Neil (2017), 

Moats and Seaver argue that critical data and algorithm studies need to become more interesting 

or useful to data scientists. However, as argued in this dissertation, data scientists are just one of 

many groups of actors involved in the process of public administration datafication. I therefore 



 

70 

also wish to stress the importance of critical data and algorithm studies becoming more 

interesting and useful to public sector practitioners of all kinds, policy makers, and citizens. Critical 

data and algorithm studies should emphasize an applied and practical approach according to 

Iliadis and Russo (2016), identifying social data problems, contributing to enhancing data literacy 

and data justice, and providing citizens with the knowledge to question data practices. Public 

administration research has a long tradition of working in close collaboration with its research 

object (Yang and Miller 2008; Haverland and Yanow 2012). Taking into account both fields, making 

knowledge available to practitioners, and trying to understand their contexts have been of great 

importance to my research.  

Inspired by the turn toward critical collaborative ethnography (Lassiter 2005; Lassiter and Eric 

2005), in which research subjects are included not only in the data collection but also in the whole 

of the research project, I have actively fed back research findings into the practicing field of public 

administration, discussing my findings and observations with both policy makers and data teams 

in meetings and presenting my work at a variety of conferences (an example presentation can be 

found in Appendix C)  Like Moats and Seaver (2019), I have also found that many practitioners are 

far more critical of their tools and the limitations of datafication than is often assumed in critical 

literature. In my first presentations, I simply presented research from critical data and algorithm 

studies. My arguments were often dismissed with a side note of “but we are not Facebook or the 

Chinese social credit system.” The practitioners did not see any relevance in my accounts. 

However, when I started to present findings from my own research on the Norwegian public 

sector and connected these to more general critiques of data and technology in society, my 

research was often received with much discussion and dialogue with and among practitioners. In 

these presentations, I focused on establishing a common understanding of data-driven public 

administration with the audience and drew up practical challenges (as presented in Papers 1 and 

2) and unseen issues (as presented in Papers 2, 3, and 4) before highlighting the importance of 

understanding that producing data-driven technology in the private sector is not the same as 

producing data-driven technology in the public sector. I was invited to ever more events (and will 

continue to attend those), often explicitly asked to question their perception of datafication. In 

many ways, this has challenged and proven the “actionability” of my critique. The presentations 

had the clear normative ambition of broadening the discussion on public administration 

datafication and putting Bastow, Dunleavy, and Tinkler’s (2014) proposition into action. Although 

many of the findings presented in these presentations might seem mundane or even trivial to 

scholars within critical data and algorithm studies, they were not perceived as such by the 

intended audience. I think there is a great but often-unexplored potential for social scientists to 

critically investigate the datafication of public administration and then to engage with both the 

practicing and scholarly fields of public administration.  
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6.5 Avenues for further research 
This research project presents a partial and situated account of how datafication is framed and 

embedded into Norwegian public administration. It presents a first empirical and explorative 

encounter with the public sector and offers various avenues for further research. As pointed out, 

we need to recognize that public administration differs greatly from the private sector and across 

countries to produce more precise critiques of datafication, yet also recognize the similarities of 

datafication practices across contexts.  There is a need for comparative case studies between 

countries to identify the unique local features of what people and institutions do and say in 

relation to datafication and to enhance our understanding of how material infrastructures and 

existing practices shape data-driven efforts. In other words, identifying similarities and 

differences between the apparatuses of data assemblages. Comparative research should then 

also include studies beyond the American and European standpoint, as advocated by researchers 

such as Liu (2022) and Milan and Treré (2019).  

As datafication efforts in the Norwegian public sector progress, it is important to continue 

empirical work on the inner-working of the data-driven public sector to investigate how 

datafication enters and is embedded into the day-to-day work practices of case workers, street-

level bureaucrats, and other operations of the public sector. Here studies on emerging and 

changing citizen state practices are of great importance. Following the work done by researcher 

such as Kennedy et al. (2020) and Hintz et. al (2022) these empirical encounters should then also 

pay close attention to the multiple ways in which citizens might react, feel, alter, and resist the 

data-driven public sector.  

I started this introduction to public administration datafication with a quote about how the 

massive success of Facebook and other internet platform companies have inspired the public 

sector in Norway to embed the STI of datafication. However, it seems that the public sector has 

since detached itself both discursively and practically from datafication’s’ origins in the private 

sector. We therefore need more research on the specific ways in which the public sector has 

translated and taken ownership over the idea of data as a resource, as well as the justifications 

and practices associated with the datadriven public sector.  As I have here focused on national 

efforts of datafication, there is a need to deepen our critical understanding of how these local 

efforts are tied to international advocates such as the European Union and the OECD.  

The datafication of public administration remains an under-researched and emerging object of 

inquiry for the social science. Indeed, at the end of conducting this research project, I am left with 

more questions than ever.  As Kitchin (2014:186) points out, we need “deep, careful, and critical 

reflection […] putting theory to work through empirical case studies”. Through this dissertation I 

have hopefully demonstrated the value of situated practice approaches to datafication that can 

inspire other social scientists to engage with the messy inner workings of public administration 

datafication. What is required then are deep, careful, and critical engagements with what citizens, 

practitioners and policymakers imagine, say, and do in relation to datafication across both the 
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public and private sector. More interdisciplinary work is needed to help us recognize the social 

and political dimension of public administration datafication and find new ways of citizen 

resistance and contestation.  
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Abstract 
The imaginary of data-driven public administration promises a more effective and 
knowing public sector. At the same time, corporate practices of datafication are often 
hidden behind closed doors. Critical algorithm studies, therefore, struggle to access and 
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empirical account of the inner workings of data-driven public administration, asking the 
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the context of public administration. Teams working on datafication in two Norwegian 
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Introduction
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to deliver more effective state benefits to families in need, save the lives of patients, pro- 
tect children from abuse, and predict possible terrorist attacks (van Ooijen et al., 2019)— 
in other words, improving both service delivery and the efficiency of the public sector. 
While sociotechnical imaginaries represent collectively held and institutionally stabilized 
future visions of society, they nevertheless can be multiplied and contested (Mager and 
Katzenbach, 2021). Furthermore, future visions of datafication are mediated and negoti- 
ated by the institutions, workers, and users set on the quest to materialize the grand ideas of 
datafication (Caplan et al., 2020). This article asks the overall question: how does the con- 
text of public administration constrain the sociotechnical imaginaries of datafication as 
these are realized in specific data assemblages? The article offers unique empirical insight 
into the inner workings of public administration datafication in Norway and contributes to 
critical data and algorithm studies by situating datafication beyond Internet platforms, pro- 
viding possible entry points for the reconfiguration of the data-driven society. 

Data-driven technology is far from benign. Social scientists have pointed out a variety 
of shortcomings tied to the ever-growing influence of datafication in society, such as its 
impenetrable opaqueness, reinforcement of discrimination, and facilitation of surveil- 
lance (boyd and Crawford, 2012; Pasquale, 2015; van Dijck, 2014; Zuboff, 2019). A 
growing body of case studies has begun to address the unintended consequences of data- 
driven systems in public administration (Allhutter et al., 2020; Eubanks, 2018). 
Ultimately, this critique addresses a shift in the power dynamics between governments 
and citizens, as the state’s potential to understand, predict, and control the activities of 
citizens is vastly enhanced (Dencik, Hintz, et al., 2019). Data activist studies have, there- 
fore, started to research bottom-up initiatives in response to unjust data practices (Beraldo 
and Milan, 2019). This article builds on this research and directs analytical attention 
toward the ways dominant imaginaries of datafication are mediated and responded to 
within various contexts in which they are employed, prior to their working in the world 
(Kazansky and Milan, 2021). By doing so, the article aims to produce an actionable cri- 
tique rather than a general and oversimplified account of datafication. This critique takes 
into consideration the variety of conditions of production and implementation and how 
these might mediate the power and influence of data-driven technology. Recognizing the 
already existing mediations helps to extend the understanding of how to respond to and 
govern datafication, to mitigate data harms, and to facilitate discussion about the ways in 
which datafication is contingent and therefore might be otherwise. 

Social science researchers must find a balance between problematizing general 
trends in society and particular applications (Dencik, Redden, et al., 2019). Internet 
platform datafication has received significant scholarly interest (Bucher, 2018; Mejias 
and Couldry, 2019). Corporate practices of datafication, however, are often hidden 
behind closed doors. Researchers, therefore, struggle to access and explore datafica- 
tion practices and to establish a balance between myth and hype and actual applica- 
tions of data-driven systems (Elish and boyd, 2018; Ziewitz, 2015). Research carries 
the risk of disregarding how imaginaries are negotiated by the institutions, workers, 
and users as they strive to realize these future visions, and researchers may overdeter- 
mine its power or fetishize data and algorithms in this regard (Caplan et al., 2020; 
Thomas et al., 2018). Earlier research on administrative reforms related to data-driven 
public administration has already shown that the public sector encounters a variety of
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obstacles when negotiating such visions of the future (Andrews, 2019; Mergel et al., 
2016; Redden, 2018). Observed obstacles are often tied to the very nature of public 
administration and its constituent institution. Public administration consists of thou- 
sands of human minds; the work of its organizational units is heavily governed by legal 
documents, organizational structures, and existing data infrastructures. Its subjects are 
not consumers, but citizens; its goals are decided by politicians rather than corporate 
managers. Its inner workings are not “black boxed” because of trade secrets, but 
instead open for scrutiny by law. 

The case studies presented in this article were conducted in two Norwegian public 
sector entities and use machine learning projects as an entry point into newly established 
data assemblages. The Norwegian Tax Administration and the Norwegian Labor and 
Welfare Administration are the two largest public sector entities in Norway, owning and 
managing vast amounts of data on its citizens and entrusted with broad public mandates. 
Data teams have been followed and interviewed over the course of 2years (2018–2020). 
Before presenting the analysis of public administration mediations, the article introduces 
the concepts of datafication, sociotechnical imaginaries, and data assemblages, along 
with its research design. 

Approaching datafication: from sociotechnical imaginaries 
to data assemblages 

Datafication is the practice of quantifying every aspect of life so that it can be analyzed 
(Mayer- Schönberger and Cukier, 2013). The datafication of public administration con- 
sists of two interwoven processes: the use of more and different data (big government 
data) and the deployment of more advanced methods to analyze these data and feed it 
back into existing work processes. These interwoven practices materialize in concrete 
projects of automated decision-making, sorting algorithms, and the development of deci- 
sion support tools enabled by machine learning. Datafication represents a strategy of 
administrative reform primarily concerned with the reform of knowledge production 
practices and the introduction of algorithmic forms of ordering (Yeung, 2020). Data- 
driven public administration operates according to the logics of categorization, classifi- 
cation, scoring, and selection and presents an extension and profound change in public 
sector data practices (Dencik et al., 2019). The datafication of public administration is 
built on the ideological foundation of dataism, the belief that data can promote a better, 
more effective, and more ‘objective’ societal apparatus (van Dijk, 2014). It is this belief 
in data’s potential that is the core of the sociotechnical imaginary of data-driven public 
administration. 

The concept of sociotechnical imaginaries addresses the normative function of 
“collectively held, institutionally stabilized, and publicly performed visions of desir- 
able futures, animated by shared understandings of forms of social life and social 
order attainable through, and supportive of, advances in science and technology” 
(Jasanoff and Kim, 2015: 4). This analytical tool addresses the co-production of tech- 
nology, society, and politics and provides researchers with a framework within which 
to investigate how practitioners and institutions make sense of technological change. 
Sociotechnical imaginaries provide visions of the kinds of society that sociotechnical
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change could bring into being; they shape what is thinkable and the practices through 
which actors perform their roles (Ruppert, 2018). Connected to social and technologi- 
cal order, they are, therefore, often associated with state power and the selection of 
priorities, allocation of funds, and investment in material infrastructures (Jasanoff 
and Kim, 2009). Datafication lies at the heart of the future imaginary of the welfare 
state and guides and informs public administration reforms (Dencik and Kaun, 2020). 
The data-driven imaginary is built on the idea of fast and cheap data analysis, the pos- 
sibility of gleaning data from entire populations, data speaking for itself, and agnostic 
algorithms that guarantee an impartial view from nowhere (Rieder and Simon, 2016). 
Such sociotechnical imaginaries include notions of proactive, rather than reactive, 
modes of governance. Datafication provides the public sector with a sense of being 
able to do more, better, faster, and more cheaply and is therefore perceived as a solu- 
tion to the growing complexity of society and administration and as a tool to reduce 
uncertainty (Maciejewski, 2017; Strauß, 2015). The vast amounts of data in Nordic 
registries were into this overall sociotechnical imaginary of the public sector as a data 
gold mine (Tupasela et al., 2020). 

The content and performativity of sociotechnical imaginaries of datafication has been 
discussed and assessed in a variety of ways in recent years (see, for example, Lehtiniemi 
and Ruckenstein, 2019; Tupasela et al., 2020; Williamson, 2018). Although studying 
sociotechnical imaginaries themselves presents interesting insights into the wider origin 
and legitimation of data-driven technology in public administration, it provides little 
insight into the ways they reconfigure public administration and are themselves altered 
in concrete settings. Jasanoff and Kim (2015) therefore emphasize the need to investigate 
how sociotechnical imaginaries enter, are translated, and negotiated into assemblages of 
materiality, which this article intends to do. 

Kitchin and Lauriault’s (2014) framework of the data assemblage holds the potential 
to advance this understanding further. This framework is intended to illuminate the con- 
textual and situational forces that influence the way data systems are shaped, to gain a 
better appreciation of the work they do in the world (Kitchin, 2014: 24). Data assem- 
blages consist of a variety of apparatuses (entwined and contingent parts of the larger 
system) and elements (see Table 1). 

These elements work together to produce a data assemblage not only discursively but 
also materially. Deconstructing the assemblage of data-driven technology allows 
researchers to show that these technologies are value-laden, socially constructed entities 
influenced by a variety of technological, political, social, and economic apparatuses 
(Kitchin, 2017). In their analysis of datafied child welfare services, Redden et al. (2020) 
apply this framework and show how systems of thought, ownership structures, policy 
agendas, organizational practices, and legal frameworks influence the datafication of 
public administration. They use these influencing factors to point out the sociotechnical 
aspects of datafication and the value-ladenness of systems. The following analysis is an 
attempt to reframe this argument: rather than regarding the apparatuses presented by 
Kitchin and Lauriault (2014) only as value-laden influencing factors, this analysis 
attempts to regard them as possible mediators that constrain sociotechnical imaginaries 
and allow for reconfigurations as these become specific data assemblages. This builds on 
the idea advocated by Tanweer et al. (2016) and Redden and Grant (2020) to study points
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of breakdown, where progress is stopped due to material and discursive limitations; these 
provide valuable insights and allow new imaginations and configurations of data assem- 
blages to be developed. Bridging the concepts of sociotechnical imaginaries and data 
assemblages, this article shows how collectively held future visions are translated and 
negotiated into assemblages of materiality. This also creates the potential to find an ana- 
lytical balance between problematizing general trends in society and emphasizing par- 
ticular applications (Dencik et al., 2019). The sociotechnical imaginary of the data-driven 
society can be observed across both private and public institutions, but the apparatuses 
of data assemblages are highly context-dependent.

Researching public administration datafication

Machine learning, where algorithms are fed with big government data, is only one of the 
technologies associated with the datafication of public administration. This article uses 
this to illustrate the realization of sociotechnical imaginaries of data-driven public 
administration into specific data assemblages. Machine learning projects present an 
entry point into the data assemblage of data-driven technology; this article offers a con- 
crete example of how such administrative reforms are (or are not) implemented.

Table 1. The apparatus and elements of a data assemblage (Kitchin, 2014). 

Apparatus Elements

Systems of thought Modes of thinking, philosophies, theories, models, 
ideologies, rationalities, etc..

Forms of knowledge Research texts, manuals, magazines, websites, experiences, 
word of mouth, chat forums, etc..

Finance Business models, investment, venture capital, grants, 
philanthropy, profit, etc..

Political economy Policy, tax regimes, public and political opinion, ethical 
considerations, etc..

Governmentalities and legalities Data standards, file formats, system requirements, 
protocols, regulations, laws, licensing, intellectual property 
regimes, etc..

Materialities and infrastructures Paper/pens, computers, digital devices, sensors, scanners, 
databases, networks, servers, etc..

Practices Techniques, ways of doing, learned behavior, scientific 
conventions, etc..

Organizations and institutions Archives, corporations, consultants, retailers, government 
agencies, universities, conferences, clubs and societies, 
committees and boards, communities of practice, etc..

Subjectivities and communities Of data producers, curators, managers, analysts, scientists, 
politicians, users, citizens, etc..

Places Laboratories, offices, field sites, data centers, etc., and their 
agglomerations

Marketplace For data, its derivates, analysist, analytical software, 
interpretations, etc..
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Kitchin (2017) and Dencik (2019) encourage research into specific datafication pro- 
jects and their contexts. This article therefore employs an empirical research design con- 
sisting of fieldwork, interviews, meeting observations, and document study. By law, the 
Norwegian public sector is required to provide access for researchers, which provides 
unique insight into its inner workings.1 Two data teams in two different public entities 
have been followed over 2years, the Norwegian Labour and Welfare Administration 
(NAV) and the Norwegian Tax administration (SKATT). Neither entity relies on private 
sector competence, which further eases access to the field itself. Contact with the NAV 
team was established in 2017 and with SKATT at an AI fagforum meeting in 2018. As 
the progression of these projects is slow, the NAV team was followed from January 2018 
to May 2019 and the SKATT team from June 2019 to November 2019. This included five 
visits to each of these public entities, with each visit lasting 1week or less. In total, the 
assembled data include 37days of field notes, 17 interviews with key organizational 
actors and interviews with the data team, 16 meeting observations, 12 PowerPoint pres- 
entations, and approximately 60 pages of strategic documents or internal documentation. 
Several check-in meetings were conducted after the initial field work to follow-up on the 
projects. To understand the wider foundations of the work more thoroughly, I also 
attended and observed several industry and public sector conferences in 2018 and 2019. 
At conferences, notes were taken both at presentations and reflecting informal discus- 
sions among data team members. Key policy documents were analyzed: these included 
the digitalization strategy for the public sector, the Norwegian AI strategy, the concept 
selection study on sharing of data within the public sector, and mandate letters for the 
two organizations (2017–2019). An abductive analysis of the data material was con- 
ducted (as described by Tavory and Timmermans, 2014), based on in-depth reading of 
literature, immersion in fieldwork, and subsequent coding in NVivo. The element of 
surprise—the fact that most observed datafication efforts seem to meet a variety of obsta- 
cles along the way despite strong sociotechnical imaginaries—guided this research pro- 
ject significantly.

Research site: the NAV data team

NAV is the largest Norwegian public agency and is at the forefront of an ongoing nationwide 
digital transformation. It is a public welfare agency that delivers over 60 benefits and ser- 
vices, such as unemployment benefits and pensions. Operating under the Ministry of Labour, 
NAV has approximately 19,000 employees and manages approximately one-third of the 
overall state budget. NAV established a “big data”-laboratory in 2016, collecting a variety of 
actors from across the organization and exploring possibilities for big government data 
recirculation. The NAV data team resulted from this initiative, as part of the newly estab- 
lished division for Data and Insight. This section is mandated to collect all environments that 
develop and manage data products in the organization and is placed within the IT depart- 
ment. The NAV data team has now approximately 10 data workers from a variety of back- 
grounds, including physics, political science, and data engineering. At the time of writing, 
NAV has no machine learning model in production (November 2020). 

One of the major projects followed in the fieldwork was the “sickness benefit” pro- 
ject. This project was established in 2018 and aims to have a first pilot in production by
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December 2020. The project intends to predict the sickness absence of employees and 
give an indication for the necessity of an assessment meeting between a NAV case 
worker, the employee on sick leave, and the employer. The project has two full-time data 
team members and trains its models with sick leave certificates, using a boosting tree 
model. At this time, the final product is intended to be a decision support tool in the 
expert system for the case workers.

Research site: the SKATT data team

SKATT operates under the Ministry of Finance. Its main objective is to secure the fund- 
ing of the welfare state through tax collection. It employs approximately 6500 people 
and has a variety of control and tax functions. The SKATT data group has a well-estab- 
lished team of data analysists, having existed since the early 2000s. Its main tasks include 
both traditional data analysis and report production, and project-based recirculation of 
data. This team has 27 employees based in two locations, and most of these employees 
still work on traditional analysis. SKATT has seven models in production that can be 
classified as machine learning. 

One of the main projects followed in the field is the value-added tax project (PSU 
project). This project was established around 2013, aiming to systemize and automate 
the selection of control cases in value-added tax reporting by companies. Initially a rule- 
based engine (using if-then selection criteria) was employed in this process, but the 
organization’s control unit wished to further optimize this process. Machine learning was 
not within the initial mandate of the data team’s work but was explored along the way. 
The developed PSU model, a supervised machine learning model, is now one out of the 
seven working machine learning models in production within the agency. Based on his- 
torical data, it risk-scores and sorts all incoming reports, which are then controlled by 
street-level bureaucrats. Controlled and resolved cases are then fed back into the machine 
learning model. 

Constraining context: toward a data-driven Norwegian 
public administration 

Although the Norwegian public sector is one of the most digitized in Europe and socio- 
technical imaginaries are enacted widely, a recent general mapping shows that there are 
few data-driven technologies in production (Broomfield and Reutter, 2019). Both data 
teams observed in this study have struggled to develop and implement new data assem- 
blages within their organizations. It therefore appears that the context of Norwegian 
public administration is one where sociotechnical imaginaries flourish within the organi- 
zational discourse but where new data assemblages struggle to stabilize, despite the vast 
amounts of registry and case-work data on citizens. The following analysis reflects an 
attempt to deconstruct data-driven technology production and implementation within 
Norwegian public administration. It follows the sociotechnical imaginary from collec- 
tively held visions of the future as they do or do not stabilize into concrete data assem- 
blages. This analysis begins by presenting the policy and the strategy guiding the work 
of data teams; then it moves on to the organizational and institutional constraints that
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provide the framework within which the data teams work, the legal and regulatory envi- 
ronment for data utilization, the data infrastructure, and the practical aspects of imple- 
menting machine learning. The apparatuses presented in the analysis do not offer an 
exhaustive list of obstacles that mediate data-driven technologies in the process of their 
production. They serve, however, as a starting point to engage with these administrative 
reforms, to better understand how future visions are negotiated and translated into public 
administration practices.

Policy and strategy

Sociotechnical imaginaries are often associated with the ways nation states and govern- 
mental actors envision technological development and unfold their power to imagine, 
govern, and program technologies (Jasanoff and Kim, 2009). This is strongly evident in 
the field of public administration. Systems of thought and sociotechnical imaginaries 
about data-driven public administration are interwoven, manifested, circulated, and 
enacted in both national and multinational policy and strategy documents, as, for exam- 
ple, shown in the introduction of the national AI strategy: 

We know that Norway will be affected by an aging population, climate change and increased 
globalization, and that we must work smarter and more efficiently to maintain competitiveness 
and the level of welfare in the years to come. Digitalisation and new technology are the key to 
achieve this—and artificial intelligence will be central. (Ministry of Local Government and 
Modernisation, 2020) 

The sociotechnical imaginary of public sector datafication in Norway promises to 
solve the problem of ineffective public administration. As do other countries, Norway 
supposedly faces a variety of future challenges, any of which might decrease the level of 
national welfare. These challenges include the downsizing of the oil sector, growing 
immigration, climate change, and globalization. Norwegian value creation in both public 
and private entities is deemed to be dependent on a thriving data-driven economy and 
government, according to policy documents. Datafication is thus regarded a common 
sense solution and part of the evolution of public administration. Public administration is 
concerned with the implementation of government policy and the administration and 
execution of public law. Policy documents, therefore, reduce sociotechnical imaginaries 
to actionable plans and focus areas. 

Policy documents stress the tremendous unused potential in Norway’s data sources. 
Much emphasis is placed on the sharing and re-use of data in public administration and 
between public and private organizations. The sheer availability of data is expected to 
lead to new solutions and improved services. This vision of the future is increasingly 
influenced by the private sector propagating notions of technological progress and ben- 
efit, as evident in a public spheres elsewhere (Hockenhull and Cohn, 2021). This could 
be observed in relation to the stakeholders consulted in policy production and the confer- 
ences visited in the field work. The private sector regards data as a key value-creation 
opportunity. According to national policy, users of public services also experience the 
services provided by the public sector as bothersome. Data sharing is expected to enable 
new data practices and more effective and seamless public service.
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Policy documents are an important apparatus within the data assemblage, as they 
frame what and how data are used and recirculated (Kitchin, 2014). They provide public 
sector leadership with legitimation and a planning framework for the implementation of 
administrative reforms. Mandate letters, given to the public entities observed, shape the 
actual day-to-day work in the public entities. These are produced every year by the gov- 
erning ministry and determine what the public entity is to work on through a 1-year 
period. They provide fiscal frameworks, priorities, expected results, and reporting 
requirements. The areas of special interest within these documents often define where 
the data teams will work and what kind of projects are initiated. Sickness benefit follow- 
up, for example, has been key to several mandate letters.

Organizational scope

Organizations and institutions are key apparatuses of the data assemblage (Kitchin, 
2014). In addition to mandate letters, each of the organizations has detailed strategies 
which lay out long-term plans for the organization. These offer descriptions of how the 
organization is expected to operate in the future, echoing the sociotechnical imaginaries 
outlined at policy level and emphasizing the tremendous potential for effective change 
and the fear of missing out on a technological opportunity. 

Technological developments can make the agency more efficient and free up resources for 
other tasks. [. . .] It is likely that several of the agency’s tasks over time, in whole or in part, will 
be replaced by smart ICT solutions. The Tax Administration must avoid ending up in a situation 
where the agency's systems and solutions become outdated and incompatible with the rapidly 
changing outside world. (Skatteetaten 2025, 2017) 

The institutional framework of public administration, therefore, is an important factor 
shaping the data assemblage. Data teams act as executive agents of sociotechnical imagi- 
naries within their organizations and play a key role in maintaining and circulating these 
imaginaries. Within a public sector organization, however, the data team’s influence is 
mediated by its assigned scope. Both of the data teams observed are relatively small 
compared to the size of their organizations. The teams are part of a larger effort to recir- 
culate data with stakeholders across the whole organization. Meanwhile, the two teams 
are placed in different sections in their organizations. The SKATT data team is relatively 
well-established within the analysis department, having its origins in the data warehouse 
section established in the early 2000s. The NAV data team, however, was created recently 
and is part of the IT department. The placement of a data team and its size, in addition to 
its organizational constraints, limits what it can do. Tight connections to the IT depart- 
ment ease the integration of systems into already existing digital infrastructure, as 
observed in NAV. At the same time, extensive experience curating, accessing, and ana- 
lyzing data provide the SKATT data team with competence in the field of data analysis 
and existing data infrastructures. 

Most datafication efforts and projects are led by the central core of public administra- 
tion and are intended to be spread to lower levels. The public entities examined in this 
study differ in size, organization, and administrative scope. The NAV data team has a
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wider administrative scope and a more fragmented and distributed organizational struc- 
ture than the SKATT data team. This has complicated data access, due to differences in 
legal mandates between the municipal entities and the central level at NAV, according to 
member of the data team. 

The financial apparatus of Norwegian public administration places great emphasis on 
project-based practices. Projects are mostly owned and ordered by other entities within 
the organization. Data teams are expected to deliver projects to these entities, which 
manage and decide how much to spend. As projects are time-limited, and data-driven 
efforts are often costly and regarded as long-term strategies by these organizations, sev- 
eral projects were ‘‘put on ice’’ during the period of observation because they either 
lacked resources or were not prioritized by the project owner. The data teams do not initi- 
ate projects by themselves, but instead are expected to act on “needs” identified by others 
within the organization. Surprisingly, both teams experienced little interest in data-driven 
technologies in their wider organizational environment. The SKATT team has struggled 
to identify possible future projects and, on multiple occasions, had to initiate an internal 
effort to find projects. The NAV data team spent its first months in existence presenting 
what machine learning is, and how it can be used, to a variety of actors within the organi- 
zation. Both data teams highlighted that the so-called “need” for data-driven technology 
often needs to be produced by the data team together with the domain knowledge experts. 
Presentations about what data-driven technology is, and what it can help to accomplish, 
seemed to be a key activity for the circulation and enactment of sociotechnical imaginar- 
ies. The data teams use significant resources to distribute and circulate these visions of 
desirable futures for data-driven public administration, building authenticity through 
pilot projects or success stories. This has been especially difficult for the NAV data team, 
as they do not yet have a success story of their own. As Hockenhull and Cohn (2021: 16) 
point out in their study on corporate sociotechnical imaginaries of datafication, these 
imaginaries work in complex ways, being both vacuous and productive. These authors 
use the notion of “hot air” to point out the way sociotechnical imaginaries can reinforce 
common sense notions of progress, using buzz words to create a rhetorical ethos and 
building authority through exemplars. 

Overall frameworks for projects are decided on by the domain experts as project own- 
ers. The framework of the sickness benefit project and its goals were assigned to the data 
team members, with the specific goal being to predict the necessity of assessment meet- 
ings. What the data team members actually attempted to predict is whether a worker 
would be on sick leave for longer than 16weeks, which according to subject matter 
experts indicates a need for follow-up. What can be done, and how, is therefore often 
quite restricted and rule-based and is not steered by data as such. As one of the data team 
members points out: “The 16weeks are maybe not an ideal cut. But we make the best out 
of it” (NAV data team member). 

The project-based organization of work also leads to a high degree of dependence on 
other actors and sections within the organization. The data teams’ progress, therefore, 
also depends on their ability to cooperate across the organization and to include key 
actors in their work: this includes subject matter experts, data managers, and legal staff. 
A key apparatus of the data assemblage is the form of knowledge itself. The public man- 
date of NAV is often connected to relatively vulnerable situations in people’s lives, such
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as unemployment, pensions, and illness; the organization therefore regards social work 
as a key form of knowledge. SKATT, on the contrary, regards accounting as its key form 
of knowledge, which is often connected to the practice of control.

Legal mandates

Legal frameworks are regarded as inhibiting the progress of datafication by data team 
members and have therefore received significant attention in recent policy documents. 
The translation and negotiation of sociotechnical imaginaries into material assemblages 
depends on an apparatus of governmentalities and legalities (Kitchin, 2014). Public 
administration represents the executive sphere of politics in modern democracies, and its 
realm of action is tied to some legal frameworks and mandates. In the Norwegian con-
text, the public administration act, the context specific NAV law, and the tax administra-
tion act are each central to how specific public services are regulated, encompassing 
everything from what services are provided to how they should be performed. The analy-
sis arising from this study clearly shows that mediation through law heavily influences 
new data assemblages in both data teams; this apparatus also manages to stop or delay 
most projects in these organizations.

“Legal assessments are a real show-stopper” (Project lead, SKATT). These data 
teams experience two main areas as especially challenging: (1) legal mandates that pro-
hibit the recirculation of data collected in one area of the public entity into other areas of 
practice, and (2) the lack of legal frameworks to regulate the linking of different data 
sources. This concerns both existing legal frameworks and the absence of frameworks. 
Where legal frameworks do not yet exist juridical decisions can be restrictive, stopping 
projects before they start or along the way. Legal staff in both organizations struggle with 
the concept of government data recirculation. For example, the SKATT data team repeat-
edly noted that the assessment of projects can be frustrating and unpredictable and, in 
some cases, is experienced as essentially random. Existing legal frameworks signifi-
cantly constrain projects in both data teams, for example, by excluding specific variables 
or datasets from use or analysis.

All data projects must be tied to a legal mandate, meaning that data teams and 
subject matter experts spend a significant amount of time identifying sections in the 
public administration act that can be connected to their projects, to legitimate the use 
of data-driven technology. In the case of the NAV sickness benefit project, the folket-
rygdloven, Chapter 8, § 8–7 a states that NAV must hold a meeting together with the 
sick employee, the employer, before the illness benefit reaches 26 weeks. This is unless 
a meeting is considered to be clearly unnecessary. Here, the sentence “considered to 
be clearly unnecessary” has been used to legitimize the whole project. The machine 
learning model is supposed to show what is “clearly unnecessary” by predicting cases 
that do not require follow-up. This decision was previously taken by the case worker 
responsible for sickness benefit follow-up, independent of any data analysis. It is now 
intended to be taken by case workers informed by the decision support tool the team 
has developed. As both the SKATT and NAV data teams point out, the legal mandates 
tied to control issues are often wider. It is therefore easier to get projects tied to con-
trol approved.
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Most machine learning work at SKATT begins with simple logistic regressions, as 
nearly all projects are built on already existing rule-based automated sorting. The 
Norwegian Public Administration Act clearly states that decisions must be explainable 
and transparent (Public Administration Act, 2021). The data teams therefore perceive 
that the range of methods allowed is small. Most of the models developed and discussed 
at the point of observation were decision tree models or advanced logistic regressions. 
Supervised machine learning is often chosen rather than complex deep learning or neural 
networks: the latter are not explainable and therefore cannot be used, even if they score 
higher for accuracy in the test data. The NAV data team, for example, has developed a 
neural network to analyze the text in the certificates but decided to stop as this would 
require further legal assessments. It is often not the coding work itself that is negotiated, 
but its outcomes and foundations. Both teams spent a significant amount of time assess-
ing the question of fairness in their machine learning models, asking questions, such as 
what is fairness in machine learning models in general? What kind of fairness measures 
should be used in which situation, and who can decide on this? The NAV team in particu-
lar has worked both methodologically and practically on this issue.

While the SKATT data team has obtained approval for several projects, the NAV 
data team has often been blocked in their work. Again, this may be connected to the 
nature of the work in NAV, which is often connected to vulnerable situations in the 
lives of citizens and is therefore regarded as more complex than taxation. The NAV 
data team has, therefore, initiated a project to standardize the overall process of impact 
assessment and juridical work. This data impact assessment contains a detailed descrip-
tion of the work processes and different phases of projects, in addition to risk descrip-
tions tied to different variables. It also attempts to assess the potential societal 
consequences of the system as a whole.

The most interesting aspect is the perception by both data teams of gaps in the legal 
frameworks governing their work. This was also connected to the fact that, although 
there is a significant body of regulations dealing with privacy issues, machine learning 
regulation has often been left to vaguer ethical guidelines. These guidelines, however, 
are not the core domain of legal staff in public administration in these organizations. 
Making decisions concerning what are good enough reasons to use data, where data 
can be combined, and what decisions can be influenced by machine learning is left to 
individual organizations and data team members. They, however, are not comfortable 
making these decisions, while questions of fairness or transparency are not resolved by 
clear guidelines.

Data and infrastructure

Data both limit and enable the work of the data teams observed in this study. Policymakers 
and public sector leaders see the availability of data as a key enabler and force within the 
sociotechnical imaginary of public administration. According to these data teams, how 
data can be used depend on access, quality, and the context within which the data are 
collected. Both teams have expressed their requirement for resources to make data 
machine learnable. Data thus are mutually constituted and bound together in a variety of 
practices (Kitchin, 2014).



Reutter	 915

All policy and strategy documents examined for this study highlight the tremendous 
potential within the public sector’s gold mine of data. However, existing materialities 
and infrastructures have not been constructed with this in mind. The data infrastructure 
of both organizations is, therefore, currently being upgraded. Although their efforts differ 
in size and original impetus, both public entities envision a new data platform to ease 
data analysis and the re-circulation and use of existing data. A visionary in the NAV IT 
department used the metaphor of a self-serve buffet to describe their project, where data 
could easily be picked and combined by a variety of actors. These infrastructures are 
envisioned to replace traditional data warehouses in both organizations. Both envision 
data platforms as strategic goals for the future. The NAV data team was required to build 
their own data infrastructure to start their work, to realize a sociotechnical imaginary on 
their own. As projects often do not start with data, but are required to be connected to a 
need or problem and a legal mandate in the organization, data enter the scene after a 
variety of apparatuses are already arranged. What data are available, and in what quality, 
is often unclear to the data teams. How to access previously unused data or acquire suf-
ficient information on datasets is regarded by both data teams as difficult. Data are often 
not organized and curated for data analysis, in either organization. According to data 
team members, the data available in warehouses are often in aggregate form inadequate 
for machine learning purposes.

Mining public sector data is seldom a straightforward process. How much data can be 
put together depend on a variety of practical constraints. The sickness benefit project has 
spent nearly 2 years collecting and analyzing one data source: sick leave certificates. 
These have been produced by doctors around the country and submitted to NAV in vari-
ous formats. In addition, hospitals have still not digitized all sick leave certificates. 
Although this project intended to use other data sources, it had to halt such efforts: “This 
project is pragmatically driven. We do not have time to dig into more data right now. 
There are so many owners and sources” (NAV data team member). Aligning data sources 
and cleaning the data so they can be analyzed requires significant work. The data team 
also pointed out that they have received a lot of feedback from case workers on the data 
sources they currently use in their assessment of cases. These sources, however, cannot 
be accessed by the team, as they lie outside of their systems.

The SKATT and NAV data teams spend a significant amount of time “getting to 
know” the data before starting their analysis. This activity is connected to under-
standing how data have been collected and why, and includes an active dialogue 
between subject matter experts and the data team. Discovering the limitations of the 
data is regarded as highly important by the data team members. This is clearly in 
direct contrast to the expectations of fast and cheap data analysis, and whole-popu-
lation data, which feed the sociotechnical imaginary of datafied public services 
(Rieder and Simon, 2016).

Doing machine learning?

The data teams spend little time actual coding machine learning algorithms or training 
and testing models, as most of their time is spent determining organizational require-
ments, holding project meetings, acquiring data, managing data quality, performing legal 
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assessments, and discussing which model to use in both teams. “Building the actual 
machine learning models, is what takes the least time here (laughs)” (SKATT data team 
member). It is only at this point that the sociotechnical imaginary is finally realized into 
a specific working data assemblage, able to do work in the world (Kitchin and Lauriault, 
2014). To date, few machine learning models have been deployed in these organizations. 
Most new data assemblages remain within the data teams and have not yet managed to 
do work in the world. At the time of observation, SKATT had been able to deploy seven 
models, while NAV still has none.

The actual training and testing of models has not been observed in this project. 
Nevertheless, the outcome and content of choosing, training, and testing was discussed 
with data team members in both public entities. Training and testing machine learning 
models is often experienced as highly interesting for team members: “They love tinker-
ing with the models” (SKATT, team lead). The required accuracy level of machine learn-
ing models is decided on by the data team together with subject matter experts and legal 
staff. The sickness benefit project, for example, has decided that an 82% accuracy rate 
will be sufficient for the decision support tool. Again, a variety of subjectivities and com-
munities is involved in these negotiations.

The day-to-day reality that a lot of time is not spent on any form of direct data work 
could be experienced as bothersome by practitioners. The NAV data team in particular 
expressed severe frustration at times. The content of the practice of machine learning is 
itself contested; several members of the data teams argued that all of the other work also 
is part of their responsibility and cannot be disregarded. This quote shows exemplifies 
the variety of tasks of a data team member:

There were many processes to deal with and manual transfers of data and information. 
[.  .  .] The entire project consisted of many actors and it was our task to make this work. 
Client / management, tax assessment team, coordination team (management for the 
inspectors), project managers / analysts and controllers. In addition, one had to have an 
overview of the data flow in data warehouses and ask them to change their work routines. 
In other words, there was a lot of practical planning work. In addition, we were on tour to 
inform about the model and reassure the employees of what is going to happen. (SKATT, 
data team member)

Circulating and maintaining the sociotechnical imaginaries of data-driven public 
administration is regarded as equally important to actually building the data assemblage, 
at this point of time because the data teams depend on the acceptance of this future vision 
within their organizations. An analysis of presentations also shows how the data teams 
translate the dominant sociotechnical imaginaries developed by corporate and state 
actors into the context of public administration.

Interestingly, most data team members point out that machine learning or other pre-
dictive technologies may not be an appropriate solution to the problems they are assigned. 
The practice of machine learning, therefore, also includes the practice of understanding 
when machine learning is not the solution. In other words, data team members engage in 
negotiations concerning the extent and the boundaries of these sociotechnical imaginar-
ies in their day-to-day work.
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Discussion and conclusion: situating datafication

The datafication of public administration has been encouraged by both multinational and 
national policy and strategy documents for several years; the sociotechnical imaginaries 
related to this administrative reform have been circulated and been enacted in a variety 
of arenas. However, they largely represent visions of the future rather than any accom-
plished result. The context of Norwegian public administration prohibits a variety of 
datafication efforts. This situation is experienced as bothersome and frustrating by prac-
titioners, who have set out to realize the promise of data-driven public administration. 
This observed friction, however, offers valuable insights into the variety of apparatuses 
that frame the nature, operation, and work of this administrative reform (Kitchin and 
Lauriault, 2014). Such insights contribute to our understanding of how data-driven tech-
nologies can be governed, controlled, and held to account (Dencik, Hintz, et al., 2019). 
A growing body of literature testifies to the societal consequences of datafication and 
shows how data-driven technologies are socially constructed rather than neutral (Beer, 
2017; Kitchin, 2017; Redden et al., 2020). This article builds on the developing litera-
ture, reframing the apparatuses of the data assemblage by investigating how existing 
public administration apparatuses manage to constrain powerful future visions when 
actors attempt to translate and negotiate them into assemblages of materiality. This anal-
ysis demonstrates the rich observations made possible through situated, empirical studies 
on datafication in public administration in specific contexts, rather than attempting to 
make more abstract, general observations.

Sociotechnical imaginaries are contingent, multiple, and contested (Mager and 
Katzenbach, 2021). They often do not materialize in full, and not without interruption 
(Caplan et al., 2020). The data projects followed in this study are all intended to alter 
public administration but at the same time are themselves constrained by a variety of 
mediations. Structural and institutional constraints provide obstacles to the fulfillment of 
future visions of a data-driven society. While sociotechnical imaginaries clearly thrive in 
corporate discourse and policy, and within organizational discourse, the new data assem-
blages constructed by the data teams observed in this study remain highly unstable and 
demand immense resources (Hagendorff and Wezel, 2019). Practitioners are forced to 
constantly negotiate between existing apparatuses and broader future visions. The prom-
ise of a more effective and informed public administration is restricted by the technical, 
legal, organizational, methodological, and political constraints observed in these cases. 
Some of these constraints seem mundane at first but contribute to the mediation of socio-
technical imaginaries into small, often unstable, data assemblages. Datafication is always 
embedded into specific contexts, with structures, values, and conditions that are reflected 
in practice and thus already manage to mediate the power of data and algorithms.

The concept of the sociotechnical imaginary introduced in this research project offers an 
analytical tool to understand the nature and power of collectively held future visions, while 
the concept of the data assemblage directs our analytical attention toward the relational and 
contextual discursive and material practices shaping data-driven technologies. Currently, 
the constraints presented in this case study have prohibited the data teams from utilizing the 
vastly enhanced possibilities afforded by emerging technologies to understand, predict, and 
control the activities of citizens. At the same time, they also reduce the richness of 
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sociotechnical imaginaries, as can be observed in the narrow focus on control in projects. 
SKATT has a clear advantage when producing data-driven technology, as one of its main 
tasks is controlling, and public mandate is more clearly defined. Most constraints face 
contrary pressure from policymakers and other actors who work to maintain the sociotech-
nical imaginary and therefore aim to get rid of these obstacles. This has led, for example, 
to the idea of digitalization-friendly law, which is intended to enhance datafication (Plesner 
and Justesen, 2021). There is little reflection in the field on why these obstacles have been 
established in the first place. A deeper understanding of the interaction, interrelation, and 
negotiation between mediations is crucial to further develop the field of critical data and 
algorithm studies. To avoid oversimplified accounts of data-driven technology which are 
of little influence in this field of practice, research must take the variety of conditions of 
datafication into account (Moats and Seaver, 2019; O’Neil, 2016).

Data assemblages are not neutral and are influenced by a variety of apparatuses 
(Kitchin and Lauriault, 2014). Datafication may often be problematic, producing unin-
tended consequences in its entanglement with power and politics (Beer, 2017; Bucher, 
2018; Dencik and Kaun, 2020; Dencik, Hintz, et al., 2019). To understand datafication as 
more than a general, albeit substantial, shift in the organization of society requires us to 
situate it beyond Internet platforms. Data-driven technologies produced at the Google 
headquarters in Silicon Valley may differ substantially from monitoring systems in the 
Norwegian Tax administration. The critique of private sector datafication often seems to 
place society in passive or powerless positions, leaving little space for intervention and 
reification except after systems have already caused harm (Caplan et  al., 2020). This 
study’s approach avoids data-driven determinism, showing how policy, organizational 
structures, legal frameworks, subject matter experts, and existing data infrastructures are 
able to mediate datafication in significant ways. These constraints act as counterforces 
against dominant sociotechnical imaginaries strongly dominated by the private sector 
(Bareis and Katzenbach, 2021). The constraints laid out above provide us with an inter-
esting point of departure to engage reflexively and critically in datafication practices. In 
many cases, data-driven public administration still remains a future vision rather than 
being realized in stable data assemblages; this might provide us, as citizens, users, or 
researchers, with opportunities to alter these imaginaries prior to or even during their 
translation into new and effective data assemblages. An actionable critique of the phe-
nomenon might ask which limitations to interrogate and how these already existing con-
straints can and should be altered, and by whom. Further investigation will also require 
us to reflect more deeply on who is able to mediate them and who is not. The obstacles 
presented here can, therefore, act as points of entry to reconfigure the sociotechnical 
imaginary of data-driven public administration.
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Note

1.	 The research project had to constantly renegotiate access to the public entities and was heav-
ily inspired by Nick Seaver’s (2017) work on the ethnography of algorithmic systems. Here, 
Seaver argues to treat “access as a kind of texture, a resistance to knowledge that is omni-
present and not always the same.” The topics of ethics and unintended social consequences 
have become quite prominent in the public sector: this was used to legitimate access to work 
practices in this study. While this article is theoretically driven and intended to contribute to 
the field of critical data and algorithm studies, other parts of the research project included 
more practically oriented research outputs and popular science presentations to practitioners.
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Abstract
This paper aims to demystify the concept of data­driven public administration and lay 
bare the complexity involved in its implementation. It asks the overall research question 
of what challenges are encountered and problematised in a nascent phase of data­driven 
public administration implementation. The analysis is based on a multi­method research 
design, including a survey, follow­up interviews with practitioners and an analysis of key 
policy documents in the context of the Norwegian public sector. It highlights areas of 
both discrepancy and harmony between what has been prioritised at the policy level and 
the reality of implementation on the ground. In addition, unseen issues are discussed in 
order to broaden this perspective. Data­driven administrative reform touches upon 
everything from organisational culture to technical infrastructure and legal and regulatory 
frameworks. The complexity laid out in the analysis thus has implications for theory and 
practice. Nordic countries provide an interesting object of investigation, as they hold vast 
amounts of data and are highly digitalised, yet, in common with many other governments, 
they are still in a nascent phase of implementation. This paper should therefore be 
relevant to other jurisdictions and it provides a call to arms for civil servants and public 
administration scholars to engage more deeply in this phenomenon.

Introduction
The ambiguous, multifaceted and contested nature of data­driven public 
administration presents a serious challenge to practitioners, policymakers and 
scholars alike, ushering in a new and all­encompassing chapter in the extensive 
history of public administration reform (Bullock 2019). This paper aims to 
demystify the concept and provides a unique account of the Norwegian public 
sector’s early endeavours to implement data­driven government. The paper asks 
the overall research question of what challenges are encountered and 
problematised in a nascent phase of data­driven public administration 
implementation. It identifies and discusses these challenges as experienced by 
practitioners. We highlight areas of both discrepancy and harmony between 
what has been prioritised at the policy level and the reality of implementation on 
the ground. The paper then goes on to discuss issues that are largely unseen by 
both policymakers and practitioners, but that scholarship has identified as 
potential unintended consequences caused by the utilisation of data­driven 
technology in the sector. We aim to both lay bare the complexity involved in 
implementation and convey the paradigm shift that this is bringing to public 
administration. This paper provides valuable insights for civil servants and 
policymakers embarking upon their own data­driven journeys. It also issues a
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FDOO� WR�DUPV�IRU�SXEOLF�DGPLQLVWUDWLRQ�VFKRODUV�WR�HQJDJH�PRUH�GHHSO\�ZLWK�WKLV�
SKHQRPHQRQ��

7KH�DPRXQW��JUDQXODULW\��LPPHGLDF\�DQG�YDULHW\�RI�GDWD�DERXW�VXEMHFWV�WR�EH�
JRYHUQHG�LV�XQLTXH�IRU�PRGHUQ�JRYHUQPHQWV��5XSSHUW��,VLQ�DQG�%LJR��������DQG�
DUH� UHVRXUFHV� LQ�ZKLFK� WKH�1RUGLF�SXEOLF� VHFWRUV�DUH�GHHPHG� WR�EH�SDUWLFXODUO\�
ULFK�� 7KHUH� LV� D� SDOSDEOH� VHQVH� RI� XUJHQF\� LQ� 1RUZD\� WR� XWLOLVH� WKLV� GDWD�
JROGPLQH�� ,W� LV� SUHVFULEHG� DV� D� WUHDWPHQW� WR� DOOHYLDWH� WKH� FRQVHTXHQFHV� RI�
LPSHQGLQJ� WKUHDWV� WR� WKH� 1RUZHJLDQ� ZHOIDUH� PRGHO� FDXVHG� E\� LVVXHV� VXFK� DV�
GHPRJUDSKLFV�� GRZQVZLQJV� LQ� WKH� RLO� VHFWRU� DQG� LQFUHDVLQJ� LPPLJUDWLRQ� UDWHV�
�'¡OYLN�HW�DO���������'DWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�DLPV�WR�SURPRWH�WKH�LGHD�
RI�GDWD�DV�DQ�DVVHW�WKDW�QHHGV�WR�EH�KLJKO\�LQWHJUDWHG�LQWR�SROLF\�PDNLQJ��VHUYLFH�
GHOLYHU\�� RUJDQLVDWLRQDO� PDQDJHPHQW� DQG� LQQRYDWLRQ� �YDQ� 2RLMHQ�� 8EDOGL� DQG�
:HOE\� ������� ,W� FDUULHV� ZLWK� LW� WKH� SURPLVH� RI� HIIHFWLYHQHVV� DQG� LPSURYHG�
VHUYLFHV��$V�ZLWK�PDQ\�RWKHU�JRYHUQPHQWV��1RUZD\� LV� LQ� WKH�QDVFHQW� SKDVH�RI�
WKLV�WUDQVIRUPDWLRQ�DQG�LV�IDU�IURP�XQLTXH�LQ�LWV�TXHVW��DV�WKLV�LGHD�LV�DOVR�KLJKO\�
DGYDQFHG�E\�WKH�2(&'�DQG�RWKHU�WUDQVQDWLRQDO�DFWRUV��0LVXUDFD�DQG�YDQ�1RRUGW�
������6XQ�DQG�0HGDJOLD��������

,QGXVWU\� DQG� JRYHUQPHQWV� DUH� HQWKXVLDVWLFDOO\� HPEUDFLQJ� WHFKQRORJLFDO�
WUHQGV� VXFK� DV� SODWIRUPV�� WKH� FORXG� DQG� PDFKLQH� OHDUQLQJ�� VHHNLQJ� WR� KDUQHVV�
ZKDW� LV�SHUFHLYHG� WR�EH�D� WUHPHQGRXV�SRWHQWLDO� LQ� WHFKQRORJ\�DQG�GDWD� �<HXQJ�
������� ,W� DSSHDUV� WKDW� QHZ� WHFKQRORJ\� DQG� WHFKQRORJ\�UHODWHG� SUDFWLFHV� DUH�
VZHHSLQJ� RYHU� SXEOLF� DGPLQLVWUDWLRQ� ZLWKRXW� EHLQJ� FULWLFDOO\� DVVHVVHG� E\� WKH�
ILHOG�� $� VLJQLILFDQW� DPRXQW� RI� UHVHDUFK� KDV� EHHQ� FRQGXFWHG� RQ� WKH� LVVXH� RI�
EHFRPLQJ�GDWD�GULYHQ��EXW�WKLV�UHVHDUFK�LV�SUHGRPLQDQWO\�FRQFHUQHG�ZLWK�SULYDWH�
VHFWRU� DFWRUV� DQG� DQ� RXWVLGH� SHUVSHFWLYH� RQ� WKH� SKHQRPHQRQ�� :KHUH� SXEOLF�
DGPLQLVWUDWLRQ�UHVHDUFK�LV�HPHUJLQJ��LW�LV�GRPLQDWHG�E\�8.�DQG�1RUWK�$PHULFDQ�
FDVH� VWXGLHV�� 6FDQGLQDYLDQ� JRYHUQPHQWV�� KRZHYHU�� RSHUDWH� LQ� D� GLIIHUHQW� GDWD�
FRQWH[W�� 7KH\� FROOHFW� DQG� PDQDJH� YDVW� DPRXQWV� RI� GHWDLOHG� SHUVRQDO� DQG�
QRQSHUVRQDO� GDWD� DQG� H[SHULHQFH� UHODWLYHO\� KLJK� OHYHOV� RI� WUXVW� IURP� FLWL]HQV��
7KLV� VSHFLILF� FRQWH[W� UHTXLUHV� HPSLULFDO� DQG� WKHRUHWLFDO� DWWHQWLRQ�� ,QIRUPDWLRQ�
WHFKQRORJ\�KDV�ORQJ�EHHQ�QHJOHFWHG�LQ�SXEOLF�DGPLQLVWUDWLRQ�UHVHDUFK��OHDGLQJ�WR�
WKH� PDUJLQDOLVDWLRQ� RI� WKH� GLVFLSOLQH¶V� LQIOXHQFH� RQ� SUDFWLFDO� SROLF\�PDNLQJ�
�'XQOHDY\�HW�DO���������'HVSLWH�WKH�LQFUHDVLQJ�GRPLQDQFH�WKDW�ERWK�GLJLWDOLVDWLRQ�
DQG�GDWD�GULYHQ�DSSURDFKHV�KDYH�RYHU�SXEOLF�DGPLQLVWUDWLRQ�DQG�LQ�SXEOLF�SROLF\��
WKHUH�LV�OLWWOH�WR�VLJQLI\�WKDW�WKH�VLWXDWLRQ�KDV�LPSURYHG�PXFK�LQ�UHFHQW�\HDUV��ZLWK�
PDQ\� UHVHDUFKHUV� ODPHQWLQJ� WKH� UHODWLYH� GHDUWK� RI� UHVHDUFK� FRQFHUQLQJ� WKLV�
³QHZ´�HUD�RI�GDWD�GULYHQ�JRYHUQPHQW�DQG�H[SUHVVLQJ�WKH�XUJHQW�QHHG�WR�HQJDJH�
�$JDUZDO�������%UDXQHLV�DQG�*RRGPDQ�������5HGGHQ�������:LUW]��:H\HUHU�DQG�
*H\HU� ������� 7KLV� ODFN� RI� UHVHDUFK�PD\� DOVR� EH� FRQWULEXWLQJ� WR� WKH� GLVFXUVLYH�
FRQWH[W� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� EHLQJ� VLJQLILFDQWO\� VKDSHG� E\�
FRUSRUDWH�WHFKQRORJ\�FRPSDQLHV��$QGUHZV��������

7KLV� SDSHU� DGRSWV� D� SUDFWLFH� DSSURDFK�� IRFXVLQJ� RQ� WKH� ³SHUFHLYHG�
FKDOOHQJHV�WR�DFW�XSRQ´�DV�LGHQWLILHG�E\�SXEOLF�VHUYLFH�SUDFWLWLRQHUV�WDVNHG�ZLWK�
UHDOLVLQJ� WKH� SURPLVHG� ULFKHV� IURP� WKH� ³JROGPLQH´� RI� GDWD�� ,W� IRFXVHV� RQ� WKH�
IUDPLQJ� RI� WKLV� SUREOHP� UDWKHU� WKDQ� LWV� UHVROXWLRQ� �$QGUHZV� ������� 7KH� GDWD�
PDWHULDO� FRQVLVWV� RI� D� VXUYH\�� IROORZ�XS� LQWHUYLHZV� ZLWK� SUDFWLWLRQHUV� DQG�
DQDO\VLV�RI�NH\�SROLF\�GRFXPHQWV��$V�DGYRFDWHG�E\�9HDOH��9DQ�.OHHN�DQG�%LQQV�
�������� ZH� FRQGXFW� WKLV� UHVHDUFK� LQ� FROODERUDWLRQ� ZLWK� WKRVH� DW� WKH� FRDOIDFH��
��



7RZDUGV�D�'DWD�'ULYHQ�3XEOLF�$GPLQLVWUDWLRQ��$Q�(PSLULFDO�$QDO\VLV�RI�1DVFHQW�3KDVH�,PSOHPHQWDWLRQ

��

UDWKHU� WKDQ�ZRUNLQJ�IURP�DIDU�� LQ�RUGHU� WR�HQGHDYRXU� WR�HOLFLW�QHZ�LQVLJKWV�DQG�
XQGHUVWDQG�DVSHFWV�WKDW�PD\�QRW�EH�LPPHGLDWHO\�DSSDUHQW�IURP�WKH�RXWVLGH��:H�
GLVFXVV�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�DV�D�FRPSOH[�SUDFWLFH� WKDW�FKDOOHQJHV�
WUDGLWLRQDO� SXEOLF� DGPLQLVWUDWLRQ� DQG� WKHUHIRUH� LPSDFWV� XSRQ� HYHU\WKLQJ� IURP�
RUJDQLVDWLRQDO� FXOWXUH� WR� WHFKQLFDO� DQG� GDWD� LQIUDVWUXFWXUH� DQG� OHJDO� DQG�
UHJXODWRU\�IUDPHZRUNV��

7KH� ILUVW� SDUW� RI� WKH� SDSHU� LQWURGXFHV� DQG� GLVFXVVHV� WKH� FRQFHSW� RI� GDWD��
GULYHQ� SXEOLF� DGPLQLVWUDWLRQ�� LW� WKHQ� SURFHHGV� WR� VLWXDWH� WKH� SKHQRPHQRQ� LQ�
LPSOHPHQWDWLRQ�UHVHDUFK� LQ�DGGLWLRQ� WR�SURYLGLQJ�D�VXPPDU\�RI� WKH�1RUZHJLDQ�
GDWD� FRQWH[W�� :H� WKHQ� DGYDQFH� RXU� PL[HG�PHWKRG� DSSURDFK�� 7KH� DQDO\VLV�
SURYLGHV� DQ� RYHUYLHZ� RI� WKH� FXUUHQW� VWDWH� RI� 1RUZHJLDQ� GDWD�GULYHQ� SXEOLF�
DGPLQLVWUDWLRQ� DQG� WKH� FKDOOHQJHV� HQFRXQWHUHG� LQ� WKLV� QDVFHQW� SKDVH�� $V� WKH�
LQYLVLEOH�ODERXU�DQG�DPELJXLW\�EHKLQG�WKH�JUDQG�LGHDV�RI�GDWD�GULYHQ�JRYHUQPHQW�
DUH� ODLG� EDUH�� WKLV� PD\� FRQWULEXWH� WR� D� PRUH� EDODQFHG� DQG� SUDFWLFH�EDVHG�
DSSURDFK�WR�WKH�SKHQRPHQRQ�

What is data-driven public administration?
7KH�UHDOLVDWLRQ�RI�WKH�RSWLPDO�PRGHUQ��UHVSRQVLYH��HIILFLHQW�SXEOLF�DGPLQLVWUDWLRQ�
GHHPHG�WR�KDYH�HYDGHG�XV�WKXV�IDU��LV�HQYLVDJHG�WR�EH�GHOLYHUHG�E\�³GDWD�GULYHQ�
JRYHUQPHQW´�� $� WHUP� SRSXODULVHG� E\� WKH� FRUSRUDWH� VHFWRU� DQG� WUDQVQDWLRQDO�
DFWRUV�DQG�VXEVHTXHQWO\�DGRSWHG�E\�PDQ\�JRYHUQPHQWV��,W�LV�GHILQHG�DV�IROORZV�
E\�WKH�2(&'��

“A data-driven public sector recognises data as a strategic 
asset in policies and services design and delivery. It implies 
the development of sound data governance structures 
(including data strategies, institutional arrangements, rules) 
and related delivery mechanisms (data infrastructures, 
standards) to capitalise on the value of data to anticipate 
and respond to the needs of users, deliver better services 
and policies, and promote data integration, access, sharing 
and use across the public sector. A data-driven public sector 
also favours the use of innovative and alternative sources of 
data in the evaluation and monitoring of policies and 
services over time.” (Ubaldi et al. 2020: 30) 

7KH�PRGHUQ� VWDWH� DQG� GDWD� DUH� DOUHDG\� LQHYLWDEO\�ZRYHQ� WRJHWKHU� �'HVURVLqUHV�
������� 1HZ� SXEOLF� PDQDJHPHQW� KDV�� LQ� DGGLWLRQ�� LQFUHDVHG� WKH� IRFXV� RQ�
TXDQWLILFDWLRQ� LQ� WKH� VHFWRU� �0XLG� ������� 'DWD� LV� JHQHUDWHG�� PDQDJHG�� VWRUHG��
SURFHVVHG�DQG�DQDO\VHG�LQ�HYHU\�DVSHFW�RI�SXEOLF�DGPLQLVWUDWLRQ��WKH�VWDWH�EHLQJ�D�
NH\�SURGXFHU��SURYLGHU�DQG�FRQVXPHU�RI�GDWD��.LWFKLQ��������5HIRUP��UHGHVLJQ��
UHLQYHQWLRQ� DQG� D� SHUFHLYHG� XUJHQW� QHHG� WR� DGMXVW� WR� UDSLGO\� FKDQJLQJ�
FLUFXPVWDQFHV� LQ� WKH� VHFWRU� DUH� DOVR� QRW� QHZ�� SXEOLF� VHFWRU� LQQRYDWLRQ� KDYLQJ�
EHFRPH� D� SURIHVVLRQDO� GHIDXOW� VWDWH� �:DJHQDDU� DQG�:RRG� ������� ,QIRUPDWLRQ�
WHFKQRORJ\� LV� QRZ� UHFRJQLVHG� DV� D� NH\� LQVWUXPHQW� RI� DGPLQLVWUDWLYH� UHIRUP�
�.UDPHU�DQG�.LQJ�������0DUJHWWV��������:KDW��WKHQ��LV�QHZ�ZLWK�WKLV�LGHD�RI�D�
GDWD�GULYHQ�SXEOLF�VHFWRU"



+HDWKHU�%URRPILHOG�DQG�/LVD�5HXWWHU

7KH� LGHD� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� EXLOGV� XSRQ� EXW� JRHV� IDU�
EH\RQG� FXUUHQW� XELTXLWRXV� SURFHVVHV�� VXFK� DV� GLJLWDOLVDWLRQ�� H�JRYHUQPHQW� DQG�
HYLGHQFH�EDVHG�SROLF\�PDNLQJ��,W�FRQVLVWV�RI�WZR�LQWHUZRYHQ�SURFHVVHV��WKH�XVH�
RI� PRUH� DQG� GLIIHUHQW� GDWD� DQG� PRUH� DGYDQFHG� PHWKRGV� WR� DQDO\VH� WKLV� GDWD�
�DUWLILFLDO� LQWHOOLJHQFH�>$,@��PDFKLQH� OHDUQLQJ��HWF��� WR�IHHG� LW�EDFN� LQWR�H[LVWLQJ�
ZRUN�SURFHVVHV��7KH�FDOFXODWLYH�V\VWHPV�DQG�WHFKQLTXHV� WR�SURFHVV� LQIRUPDWLRQ�
KDYH�EHFRPH�HYHU� IDVWHU��PRUH�FRPSUHKHQVLYH�DQG�PRUH�DXWRQRPRXV� LQ� UHFHQW�
\HDUV��%HHU��������,&7�RQFH�XWLOLVHG�IRU�GDWD�HQWU\�DUH�QRZ�FDSDEOH�RI�FRJQLWLYH�
DQG�DQDO\WLFDO�WDVNV��EULQJLQJ�ZLWK�WKHP�WKH�SRWHQWLDO�WR�DXWRPDWH�PDQ\�DVSHFWV�
RI� SXEOLF� VHFWRU� ZRUN�� VXFK� DV� SROLFLQJ�� QXUVLQJ� DQG� WHDFKLQJ� �%XOORFN� ������
%XVFK� DQG� +HQULNVHQ� ������� 7KH\� DUH� PRYLQJ� IURP� UXOH�EDVHG� V\VWHPV� WR�
ILQGLQJ�SDWWHUQV�LQ�GDWD��DOORZLQJ�IRU�DXWRPDWHG�GHFLVLRQ�PDNLQJ�DQG�SURYLGLQJ�
GHFLVLRQ� VXSSRUW� WRROV�� .QRZLQJ�� GDWD�GULYHQ� DQG� SUHGLFWLYH� WHFKQRORJLHV� DUH�
SDUW� RI� D� VKLIW� WRZDUGV� DXWRPDWHG�� DQWLFLSDWRU\�� DQG� DOJRULWKPLF� IRUPV� RI�
JRYHUQDQFH� �:LOOLDPVRQ�������� 7KLV� OHDGV� WR�SURIRXQG�FKDQJHV� WR� WKH�ZD\� LQ�
ZKLFK� WKH� SXEOLF� DGPLQLVWUDWLRQ� OHDUQV� DERXW�� HQJDJHV� ZLWK� DQG� UHVSRQGV� WR�
FLWL]HQV��5HGGHQ�������+LQW]��'HQFLN��:DKO�-RUJHQVHQ��������

'DWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ�� QDWLRQDOO\� DQG� LQWHUQDWLRQDOO\�� SURPLVHV�
HQGOHVV� RSSRUWXQLWLHV�� WKH� UKHWRULF� UHIOHFWLQJ� ZKDW� (OLVK� DQG� %R\G� �������
GHVFULEH�DV�ERXQGOHVV��VHDVRQHG�ZLWK�D�VRUW�RI�PDJLF��,W�SURYLGHV�WKH�VHFWRU�ZLWK�
D� VHQVH� RI� EHLQJ� DEOH� WR� GR� PRUH�� EHWWHU�� IDVWHU� DQG� PRUH� FKHDSO\� WKURXJK�
DXWRPDWLRQ� RU� DXJPHQWDWLRQ� DQG� LV� SHUFHLYHG� DV� D� VROXWLRQ� WR� UHVSRQG� WR� WKH�
JURZLQJ� FRPSOH[LW\� RI� VRFLHW\� �.OLHYLQN� HW� DO�� ������ 0DFLHMHZVNL� �������
([DPSOHV�RI�XVH�DUHDV�LQFOXGH�PRUH�SHUVRQDOLVHG�DQG�FRQWH[W�EDVHG�ZHOIDUH��WR�
HQVXUH� WKDW� VWDWH� EHQHILWV� JR� WR� WKH�PRVW� YXOQHUDEOH� IDPLOLHV�� DQG� DXWRQRPRXV�
YHKLFOHV� WR� UHYROXWLRQLVH� SXEOLF� WUDQVSRUW�� 'LVHDVH� FDQ� EH� PRUH� DFFXUDWHO\�
GLDJQRVHG� DQG� WUHDWHG�� FRQWURO� DQG� IUDXG� GHWHFWLRQ� FDQ� EH� JUHDWO\� LPSURYHG��
FKLOGUHQ�PRVW�OLNHO\�WR�EH�DW�ULVN�IURP�DEXVH�FDQ�EH�LGHQWLILHG�DQG�IROORZHG�XS�
XSRQ��IDVWHU�DQG�ULFKHU�LPDJHV�RI�HYROYLQJ�UHDOLW\�FDQ�EH�SURYLGHG��DOORZLQJ�IRU�
QDWXUDO� GLVDVWHUV� WR� EH� EHWWHU� SUHGLFWHG� DQG� PDQDJHG�� WHUURULVW� DWWDFNV� FDQ� EH�
SUHYHQWHG�DQG�WUDIILF�FRQJHVWLRQ�UHOLHYHG��%DUWK�DQG�$UQROG�������%XOORFN�������
.OLHYLQN�HW�DO��������YDQ�2RLMHQ��8EDOGL�DQG�:HOE\��������

+RZHYHU�� H[SHULHQFH� WR� GDWH� ZLWK� GDWD�GULYHQ� WHFKQRORJ\� LQ� WKH� SXEOLF�
VHFWRU� LV� SHSSHUHG�ZLWK� H[DPSOHV� LQ�ZKLFK� WKLV� WHFKQRORJ\�KDV�KDG� VLJQLILFDQW�
XQIRUHVHHQ� DQG� XQZHOFRPH� FRQVHTXHQFHV�� 6RPH� H[DPSOHV� KHUH� DUH� HUURUV� LQ�
FDQFHU�VFUHHQLQJ�LQ�WKH�8.��$QGUHZV�������� $Q�DXWRPDWHG�V\VWHP�IRU�GHWHFWLQJ�
ZHOIDUH�IUDXG�ZDV�IRXQG�WR�YLRODWH�KXPDQ�ULJKWV�LQ�WKH�1HWKHUODQGV��+HQOH\�DQG�
%RRWK��������6WXGHQWV� WDNLQJ� WKH� ,QWHUQDWLRQDO�%DFFDODXUHDWH� �6FKHL�������DQG�
WKH� /HDYLQJ� &HUWLILFDWH� LQ� ,UHODQG� �/LOOLQJWRQ� ������ ZHUH� DVVLJQHG� LQFRUUHFW�
JUDGHV�� 3UHGLFWLYH� SROLFLQJ� LQ� WKH� 86� UHVXOWHG� LQ� WKH� UDFLDO� WDUJHWLQJ� RI� EODFN�
QHLJKERXUKRRGV�GXH� WR� ELDVHG�GDWD�� DQG� WHDFKHUV� KDYH�EHHQ�XQIDLUO\� GLVPLVVHG�
DQG� WKHLU�FRPSHWHQFH�XQGHUYDOXHG�GXH� WR�DOJRULWKP�VFRULQJ� LQ�VFKRROV� �2¶1HLO�
�������

$� QXPEHU� RI� QHJDWLYH�� DOEHLW� RIWHQ� XQLQWHQGHG�� FRQVHTXHQFHV� KDYH� WKXV�
DOUHDG\�EHHQ�SRLQWHG� RXW� E\� UHVHDUFK��7KHVH� LQFOXGH� LPSHQHWUDEOH� RSDTXHQHVV��
UHLQIRUFHPHQW�RI�GLVFULPLQDWLRQ�DQG�WKH�IDFLOLWDWLRQ�RI�VXUYHLOODQFH��$OVWRQ�������
ER\G� DQG� &UDZIRUG� ������ .LWFKLQ� ������ 3DVTXDOH� ������ YDQ� 'LMN� �������
&RQFHUQV�DUH�UDLVHG�WKDW�LW�LV�FDXVLQJ�D�FKDQJH�RI�SRZHU�G\QDPLFV�EHWZHHQ�VWDWH�
��
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'DWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� LV� HQYLVDJHG� DV� DQ� DOO�HQFRPSDVVLQJ� SXEOLF�
DGPLQLVWUDWLRQ� UHIRUP�� IXQGDPHQWDOO\� FKDQJLQJ� WKH� ZD\� GHPRFUDWLF� V\VWHPV�
HQJDJH� ZLWK� DQG� OHDUQ� DERXW� FLWL]HQV� �5HGGHQ� ������� ,W� LV� H[SHFWHG� WR� EH�
LQWHJUDWHG� LQWR� DOO� DVSHFWV� RI� SXEOLF� DGPLQLVWUDWLRQ�� IURP� SROLF\�PDNLQJ� WR�
VHUYLFH� GHOLYHU\�� IURP� RUJDQLVDWLRQDO� PDQDJHPHQW� WR� LQQRYDWLRQ� �YDQ� 2RLMHQ��
8EDOGL� DQG�:HOE\� ������� ,W� LV� QRW� RQH� FRQFUHWH� SROLF\� IURP� ZKLFK� WR� QHDWO\�
DQDO\VH� EXW� LQVWHDG� D� PRUH� JHQHUDO� ODWHQW� WUHQG� RI� GDWD�GULYHQ� SXEOLF�
DGPLQLVWUDWLRQ��7KH� LQFUHDVHG� LQIOXHQFH� RI� WKH� LPDJLQDU\� RI� GDWD�GULYHQ� SXEOLF�
DGPLQLVWUDWLRQ� PXVW� WKHUHIRUH� EH� VLWXDWHG� ZLWKLQ� WKH� ZLGHU� ILHOG� RI� SXEOLF�
DGPLQLVWUDWLRQ� UHVHDUFK�� 5HIRUPHUV� DUH� RIWHQ� RYHU�RSWLPLVWLF�� KROG� XQUHDOLVWLF�
H[SHFWDWLRQV� DQG� IDOO� LQWR� WKH� PDQ\� WUDSV� RI� LPSOHPHQWDWLRQ� �&DLGHQ� �������
'DWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�LQ�WKH�QDVFHQW�SKDVH�RI�LPSOHPHQWDWLRQ��DQG�
LW�LV�WKHUHIRUH�WRR�HDUO\�WR�DVVHVV�RU�HYDOXDWH�WKLV�UHIRUP��LQVWHDG��ZH�HQGHDYRXU�
WR� LOOXPLQDWH� DQG� H[SODLQ� EXW� QRW� WR� DIIHFW� ZKDW� KDSSHQV� �&DLGHQ� DQG� 3XQLKD�
����� +LOO DQG +XSH ������ :H WKHUHIRUH VLWXDWH WKLV SDSHU ZLWKLQ�
LPSOHPHQWDWLRQ�UHVHDUFK�WR�H[SRVH�³ZKDW�KDSSHQV�EHWZHHQ�WKH�HVWDEOLVKPHQW�RI�
SROLF\�DQG�LWV�LPSDFW�LQ�WKH�ZRUOG�RI�DFWLRQ"´��2¶7RROH�������������7KLV�SDSHU�
WKXV� H[SRVHV� WKH� FKDOOHQJHV� DQG� UHYHDOV� WKH� FRPSOH[LW\� LQYROYHG� E\� VWXG\LQJ�
KRZ� WKH� SROLF\� H[SHFWDWLRQV� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� DUH� EHLQJ�
LPSOHPHQWHG�E\�SUDFWLWLRQHUV�RQ�WKH�JURXQG��WKHUHE\�HPEUDFLQJ�ERWK�D�WRS�GRZQ�
DQG�ERWWRP�XS�SHUVSHFWLYH�DV�DGYRFDWHG�E\�'H�/HRQ�DQG�'H�/HRQ���������

7KH�DQDO\WLFDO�IUDPHZRUN�IRFXVHV�RQ�FXUUHQW�LPSOHPHQWDWLRQ�FKDOOHQJHV��:H�
ILUVWO\� LGHQWLI\� WKH�H[SHULHQFH�RI�SUDFWLWLRQHUV�DQG�KRZ�SROLF\� LV�EHLQJ�SXW� LQWR�
DFWLRQ��:H�WKHQ�VLWXDWH�WKHVH�ZLWKLQ�WKH�SROLF\�FRQWH[W��LQ�RUGHU�WR�LGHQWLI\�DUHDV�
RI�GLVFUHSDQF\�DQG�KDUPRQ\�EHWZHHQ�ZKDW�KDV�EHHQ�LGHQWLILHG�DQG�SULRULWLVHG�DW�
WKH�SROLF\�OHYHO�DQG�ZKDW�LV�DFWXDOO\�KDSSHQLQJ��$V�'H�/HRQ�������������SRLQWV�
RXW�� ³7KH�PDLQ� SUREOHP�ZLWK� LPSOHPHQWDWLRQ� LV� WKDW� WKH� GLVFUHSDQF\� EHWZHHQ�
µVRPHWKLQJ¶� DQG� µWKDW� LGHDOL]HG� WKLQJ¶� LV� RIWHQ� D� PDWWHU� RI� URVH�FRORXUHG�
H[SHFWDWLRQV´��:H�WKHQ�SURFHHG�WR�GLVFXVV�VRPH�RI�WKH�XQVHHQ�DUHDV�WKDW�UHVHDUFK�
KDV�SRLQWHG�WR�EXW�WKDW�QHLWKHU�SROLF\PDNHUV�QRU�SUDFWLWLRQHUV�KDYH�SULRULWLVHG��

$� QXPEHU� RI� SUDFWLFDO� FKDOOHQJHV� LQ� WKH� LPSOHPHQWDWLRQ� RI� GDWD�GULYHQ�
SXEOLF� DGPLQLVWUDWLRQ� KDYH� DOUHDG\� EHHQ� LGHQWLILHG� E\� VFKRODUV�� 7KHVH� LQYROYH�
LVVXHV�DW�WKH�V\VWHP��RUJDQLVDWLRQDO�DQG�LQGLYLGXDO�OHYHOV��3HQFKHYD��(VWHYH�DQG�
0LNKD\ORY��������7KH�FKDOOHQJHV�DUH�WKHUHIRUH�QRW�OLPLWHG�WR�WHFKQLFDO�LVVXHV�EXW�
DOVR� LQFOXGH� HWKLFV�� SURFHVVHV�� DQDO\WLFV� DQG� RUJDQLVDWLRQDO� DQG� LQVWLWXWLRQDO�
FKDQJH��0HUJHO��5HWKHPH\HU�DQG�,VHWW��������,VVXHV�DGGUHVVHG�LQ�HDUOLHU�UHVHDUFK�
LQFOXGH� XQFHUWDLQW\� WLHG� WR� IDLUQHVV�� DFFRXQWDELOLW\� DQG� GLVFUHWLRQ� �9HDOH�� 9DQ�
.OHHN� DQG� %LQQV�� ������� XQUHDOLVWLF� H[SHFWDWLRQV� WRZDUGV� $,� DQG� D� ODFN� RI�
LQWHUGLVFLSOLQDU\�WDOHQW��6XQ�DQG�0HGDJOLD��������KLGGHQ�FRVWV�SURGXFHG�E\�GDWD��
GULYHQ� WHFKQRORJ\� �+DJHQGRUI� DQG� :HQ]HO� ������� DQG� XQDQVZHUHG� TXHVWLRQV�
DURXQG�HWKLFV�DQG�GHPRFUDWLF�JRYHUQDQFH��0HUJHO��5HWKHPH\HU�DQG�,VHWW��������

��

Implementing data-driven public administration

DQG� FLWL]HQ�� DV� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� LQFUHDVHV� WKH� DELOLW\� WR�
XQGHUVWDQG�� SUHGLFW� DQG� FRQWURO� FLWL]HQV¶� EHKDYLRXU� �+LQW]�� 'HQFLN�� :DKO��
-RUJHQVHQ� ������� 7KHVH� LVVXHV� KDYH�� KRZHYHU�� UHFHLYHG� OLWWOH� DWWHQWLRQ� IURP�
SROLF\PDNHUV��SUDFWLWLRQHUV�DQG�SXEOLF�DGPLQLVWUDWLRQ�VFKRODUV�DOLNH�



+HDWKHU�%URRPILHOG�DQG�/LVD�5HXWWHU

��

)UHGULNVVRQ� HW� DO�¶V� ������� OLWHUDWXUH� UHYLHZ� RQ� ELJ� GDWD� LQ� WKH� SXEOLF� VHFWRU�
LGHQWLILHG�WKUHH�PDLQ�FKDOOHQJHV�LQ�GDWD�DSSOLFDWLRQ��QDPHO\��WKH�PDQDJHPHQW�RI�
GDWD��HQVXULQJ�GDWD�TXDOLW\�DQG�HWKLFDO�DQG�SULYDF\�FRQFHUQV�WLHG�WR�WKH�XVH�DQG�
VKDULQJ� RI� GDWD�� 5HGGHQ¶V� ������� FDVH� VWXG\� RQ� WKH� &DQDGLDQ� SXEOLF� VHFWRU�
HPSOR\HG� D� FRXQWHU�PDSSLQJ� DSSURDFK� FRQVLVWLQJ� RI� IUHHGRP� RI� LQIRUPDWLRQ�
UHTXHVWV��VHPL�VWUXFWXUHG�LQWHUYLHZV�DQG�GRFXPHQW�DQDO\VLV�WR�PDS�LVVXHV�UDLVHG�
E\�SXEOLF�DGPLQLVWUDWLRQ� LQ� LWV�ZRUN� WRZDUGV�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ��
6KH� LGHQWLILHV� D� YDULHW\� RI� SUDFWLFDO� FKDOOHQJHV�� VXFK� DV� WKH� WHFKQLFDO�
LQIUDVWUXFWXUH�� DFFHVV� WR� GDWD�� SULYDF\� DQG� VHFXULW\�� VNLOOV� JDSV�� RUJDQLVDWLRQDO�
FXOWXUH�DQG�GDWD�TXDOLW\�DQG�DFFXUDF\��7KHVH�FKDOOHQJHV�SURYLGHG�D� IRXQGDWLRQ�
IRU�WKH�PDSSLQJ�RI�WKH�1RUZHJLDQ�SXEOLF�VHFWRU��3UDFWLWLRQHUV�DQG�SROLF\PDNHUV�
DUH� RIWHQ� XQDZDUH� RI� WKH� IXOO� UDQJH� RI� SUDFWLFHV� DQG� UHODWHG� FKDOOHQJHV� �:LUW]��
:H\HUHU�DQG�*H\HU��������6WXG\LQJ�WKLV�HDUO\�SKDVH�RI�LPSOHPHQWDWLRQ�SURYLGHV�
PDQ\� HQWU\� SRLQWV� IRU� IXUWKHU� UHVHDUFK� DQG� D� EDVLV� IRU� SXEOLF� DGPLQLVWUDWLRQ�
VFKRODUV��ZKR�DUH� FXUUHQWO\�XQGHUUHSUHVHQWHG�� WR� HQJDJH� LQ� WKLV� ILHOG��$V�%DUWK�
DQG�$UQROG�������������ILQG��

“the real danger of [data-driven technology] in government is 
represented by researchers who are divorced from the world 
of public administration scholars and practitioners who are 
engaged in discussions and making technological decisions, 
without understanding the implications for governance of the 
administrative state.” 

&LYLO�VHUYDQWV�DQG�SROLF\PDNHUV�ZKR�DUH�HPEDUNLQJ�RQ�WKH�GDWD�GULYHQ�MRXUQH\�
FDQ�DOVR�JDLQ�YDOXDEOH�LQVLJKWV�IRU�WKHLU�FRQWH[W�DQG�FDQ�EH�LQVSLUHG�WR�ORRN�PRUH�
GHHSO\�LQWR�KRZ�WKH�SUREOHP�PD\�EH�IUDPHG�JRLQJ�IRUZDUG��$V�LPSOHPHQWDWLRQ�
LV� KLJKO\� FRQWH[W� GHSHQGHQW�� LW� LV�� KRZHYHU�� LPSRUWDQW� WR� SRLQW� RXW� VRPH�
GLVWLQFWLYH� FKDUDFWHULVWLFV� RI� WKH�1RUZHJLDQ� GDWD� FRQWH[W� LQ� RUGHU� WR� SURYLGH� D�
IRXQGDWLRQ�WR�DVVHVV�WKH�UHOHYDQFH�RI�RXU�ILQGLQJV�IRU�RWKHU�MXULVGLFWLRQV�

The Norwegian public sector data context
5HFRJQLWLRQ�RI�WKH�YDOXH�RI�GDWD�DV�D�UHVRXUFH�IRU�WKH�HQWLUH�SXEOLF�VHFWRU�LV�QRW�
QHZ�LQ�1RUZD\�RU�LQ�WKH�1RUGLFV��7KH�VHFWRU�LV�FKDUDFWHULVHG�E\�D�ORQJ�WUDGLWLRQ�
RI� V\VWHPDWLF� GDWD� FROOHFWLRQ�� $W� D� WLPH� ZKHQ� PDQ\� RWKHU� MXULVGLFWLRQV� VKLHG�
DZD\�IURP�GDWD�FROOHFWLRQ��1RUZD\�DQG�WKH�1RUGLF�UHJLRQ�HPEUDFHG�LW��GHHPLQJ�
LW�QHFHVVDU\� IRU� WKH�HVWDEOLVKPHQW�DQG�JRRG�IXQFWLRQLQJ�RI� WKH�ZHOIDUH�VWDWH��$�
SHUVRQDO� LGHQWLILFDWLRQ� FRGH� XQLTXH� LGHQWLILHU� V\VWHP�� HVWDEOLVKHG� LQ� ������
DVVLJQV� HYHU\RQH� D� QXPEHU� HLWKHU� DW� ELUWK� RU� XSRQ� LPPLJUDWLRQ�� 2ULJLQDOO\�
LQFRUSRUDWHG�LQWR�WKH�1DWLRQDO�3RSXODWLRQ�5HJLVWHU��LW�LV�QRZ�XVHG�H[WHQVLYHO\�LQ�
KXQGUHGV�RI�UHJLVWHUV��VXFK�DV�WKRVH�RI�HGXFDWLRQ��HPSOR\PHQW��KHDOWK��WD[��VRFLDO�
ZHOIDUH� DQG� FULPH� WR� QDPH� EXW� D� IHZ�� 7KHVH� UHJLVWHUV� RSHUDWH� XQGHU� D� OHJDO�
PDQGDWH�� ZLWK� RUJDQLVDWLRQV� DVVLJQHG� WKH� UHVSRQVLELOLW\� RI� PDQDJLQJ� WKHP��
UHVXOWLQJ� LQ� D� KLJK� OHYHO� RI� TXDOLW\� �7XSDVHOD�� 6QHOO� DQG�7DUNNDOD� �������:LWK�
IHZ�H[FHSWLRQV��VXFK�DV�WKH�FRPPRQ�FRQWDFW�UHJLVWHU��FLWL]HQV�DUH�QRW�SHUPLWWHG�
WR�RSW�RXW��JLYHQ� WKH� UHJLVWHUV¶� FHQWUDO� UROH� LQ� WKH� IXQFWLRQLQJ�RI� WKH� VWDWH�� ,W� LV�
WKHUHIRUH� LPSRVVLEOH� WR� DYRLG� OHDYLQJ� WUDFHV� LQ� DGPLQLVWUDWLYH� UHJLVWHUV� �+RYGH�
/\QJVWDG� DQG� 6NDUGKDPDU� ������� WKHUHE\� DOORZLQJ� IRU� D� FRQWLQXDOO\� JURZLQJ
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7KLV�VWXG\�HPSOR\V�D�SUDFWLFH�DSSURDFK�� IRFXVLQJ�QRW�RQO\�RQ� WKH�SUDFWLWLRQHUV�
HQJDJHG�RQ�D�TXHVW�WR�SURGXFH�GDWD�GULYHQ�SUDFWLFHV�EXW�DOVR�RQ�WKH�LQVWLWXWLRQV�
DQG�SROLFLHV�JXLGLQJ�WKHVH�DSSURDFKHV��'HQFLN��������7R�EH�DEOH�WR�DQVZHU�WKH�
RYHUDOO� UHVHDUFK� TXHVWLRQ� RI� ZKDW� NLQG� RI� FKDOOHQJHV� DUH� HQFRXQWHUHG� DQG�
SUREOHPDWLVHG� E\� SUDFWLWLRQHUV� DQG� SROLF\�� ZH� DGYRFDWH� IRU� D� PXOWL�PHWKRG�
DSSURDFK��'DWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� LV� VWLOO� D� FRQWHVWHG� FRQFHSW�ZLWKLQ�
SXEOLF�DGPLQLVWUDWLRQ�DQG��WKHUHIRUH��FKDOOHQJLQJ�WR�RSHUDWLRQDOLVH��,Q�RUGHU�WR�EH�
DEOH�WR�REWDLQ�FRQFUHWH�H[DPSOHV�RI�DQG�FKDOOHQJHV�WR�GDWD�GULYHQ�DGPLQLVWUDWLYH�
UHIRUP��ZH�FKRVH� WR� WLH� WKLV� WR� WKH�GHYHORSPHQW�DQG� LPSOHPHQWDWLRQ�RI�$,�DQG�
GDWD�VFLHQFH�LQ�D�VXUYH\�DQG�LQWHUYLHZV��DV�WKHVH�FRQFHSWV�DUH�ZHOO�NQRZQ�WR�RXU�
LQIRUPDQWV��

7KLV�VWXG\�ZDV�FRQGXFWHG�LQ�������D�WLPH�ZKHQ�LQWHUHVW�LQ�$,�DGRSWLRQ�DQG�
GDWD-GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� E\� WKH� 1RUZHJLDQ� SXEOLF� VHFWRU� EORVVRPHG��
FDWDO\VHG�E\�WKH�LQLWLDWLRQ�RI�ZRUN�RQ�D�QDWLRQDO�$,�VWUDWHJ\��7KH�LQLWLDO�DLP�ZDV�
WR� REWDLQ� D� JHQHUDO� XQGHUVWDQGLQJ� RI� KRZ� GLYHUVH� HQWLWLHV� HQJDJH� LQ� QHZ� GDWD�
SUDFWLFHV�DQG�WKH�FKDOOHQJHV�WKDW�SUDFWLWLRQHUV�PHHW��7KLV�UHVXOWHG�LQ�D�SUDFWLFDO�
UHSRUW�RQ�WKH�FKDOOHQJHV�RI�$,�DQG�GDWD�VFLHQFH��ZKLFK�LV�DYDLODEOH�RQOLQH1��7KH�
HPSLULFDO� DFFRXQW� JLYHQ� LQ� WKLV� SDSHU� LV� WKXV� EDVHG� RQ� DQ� LQ�GHSWK� VHFRQGDU\�
DQDO\VLV� RI� WKH� GDWD� PDWHULDO�� ZKLFK� FRQVLVWV� RI� D� VXUYH\� DQVZHUHG� E\�
SUDFWLWLRQHUV��Q ����LQ����SXEOLF�RUJDQLVDWLRQV��IROORZ�XS�LQWHUYLHZV�ZLWK����RI�
WKH� HQWLWLHV� DQG� D� GRFXPHQW� DQDO\VLV� RI� UHOHYDQW� SROLF\� GRFXPHQWDWLRQ� �6HH�
$SSHQGLFHV�$�DQG�%�IRU� WKH�VXUYH\� WHPSODWH�DQG� LQWHUYLHZ�JXLGH��� ,W� LV� WKXV�D�
WZR�SKDVH� H[SODQDWRU\� UHVHDUFK� GHVLJQ� �&UHVZHOO� DQG� &ODUN� ������� 7KH�
SUDFWLWLRQHUV� ZKR� SURYLGHG� LQSXW� WR� WKLV� VWXG\� DUH� V\VWHP�OHYHO� GHVLJQHUV�� QRW�
VWUHHW�OHYHO�EXUHDXFUDWV��DV�PRVW�GDWD�GULYHQ�HIIRUWV�FDQ�EH�REVHUYHG�DW�WKLV�OHYHO��

��

Methodology

GDWD� DUFKLYH� RI� WKH� HQWLUH� SRSXODWLRQ�� 7KH� XVH� RI� GDWD� IURP� WKHVH� SHUVRQDO�
UHJLVWHUV�LV�FXUUHQWO\�VWULFWO\�UHJXODWHG��DQG�WKH�GDWD�LV�VLORHG��

'DWD� FROOHFWLRQ� H[WHQGV� EH\RQG� LQGLYLGXDOV� WR� PDQ\� RWKHU� DVSHFWV� RI� WKH�
HFRQRP\�DQG�VRFLHW\��VXFK�DV�DQ�H[WHQVLYH�FRPSDQ\�UHJLVWHU��D�URDG�DQG�WUDIILF�
GDWDEDVH� DQG� WKH� RUGQDQFH� VXUYH\�� 1DWLRQDO� DUFKLYH� GDWD� VWUHWFKLQJ� EDFN� IRU�
FHQWXULHV�LV�FXUUHQWO\�EHLQJ�GLJLWDOLVHG��DQG��GXH�WR�PDQ\�\HDUV�RI�GLJLWDO�SXEOLF�
VHUYLFH�GHOLYHU\��WKHUH�DUH�YDVW�DPRXQWV�RI�EHKDYLRXUDO�GDWD�VWRUHG�E\�WKH�SXEOLF�
VHFWRU��ZKLFK�LV�FRPPRQO\�WHUPHG�³GDWD�H[KDXVW´��

7KH� 1RUZHJLDQ� SXEOLF� VHFWRU� LV� SDUWLFXODUO\� VHFWRUDO� DQG� VRPHZKDW�
IUDJPHQWHG��,W�FRPSULVHV����H[HFXWLYH�DJHQFLHV�����QDWLRQDO�PLQLVWULHV�DQG�����
PXQLFLSDOLWLHV��7KHUH�LV�D�KLJK�GHJUHH�RI�DXWRQRP\��ZLWK�VWULFW�ERXQGDULHV�DW�WKH�
RUJDQLVDWLRQDO�� VHFWRUDO� DQG� PXQLFLSDO� OHYHOV�� DQG� GHFLVLRQ�PDNLQJ� LV� ODUJHO\�
FRQVHQVXDO�� ,W� LV�DOVR�KLJKO\�GLJLWLVHG�DQG�H[SHULHQFHV�KLJK�OHYHOV�RI� WUXVW� IURP�
FLWL]HQV��2(&'��������

7KHUH� KDYH� EHHQ� D� QXPEHU� RI� LQLWLDWLYHV� WR� LPSURYH� GDWD� FRRUGLQDWLRQ��
HYLGHQFHG�E\�PDQ\�GRFXPHQWV�VWUHWFKLQJ�DV� IDU�EDFN�DV������ �128�����������
7KHVH�KDG�OLPLWHG�WDQJLEOH�VXFFHVV��7KHUH�LV�QRZ��KRZHYHU��D�SDOSDEOH�VHQVH�RI�
XUJHQF\� DPRQJVW� SUDFWLWLRQHUV�� SROLWLFLDQV� DQG� SROLF\PDNHUV� DOLNH�� ZKR� DUH�
VDOLYDWLQJ�DW�WKH�SURVSHFW�RI�EUHDNLQJ�GRZQ�WKH�GDWD�VLORHV�DQG�WDSSLQJ�LQWR�WKLV�
WUHDVXUH�WURYH�RI�GDWD�IRU�VHFRQGDU\�XVHV�
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7KH�VXUYH\�DLPHG�WR�PDS�WKH�VWDWXV�LQ�WKH�VHFWRU�DQG�SURYLGH�WKH�SURMHFW�ZLWK�
GHVFULSWLYH� VWDWLVWLFV�� DVNLQJ�ZKDW� SURMHFWV�ZHUH� EHLQJ� LQLWLDWHG��ZKDW� WKH� GDWD- 
GULYHQ� SUDFWLFHV� ZHUH� LQWHQGHG� WR� EH� XVHG� IRU� DQG� ZKLFK� FKDOOHQJHV� WKH�
SUDFWLWLRQHUV�SHUFHLYHG�DV�LPSRUWDQW�WR�DFW�XSRQ��7KH�SDUWLFLSDQWV�ZHUH�UHFUXLWHG�
IURP� WKH�1RUZHJLDQ� SXEOLF� VHFWRU�$,� IRUXP�� D�PHHWLQJ� SODFH� IRU� SUDFWLWLRQHUV�
HQJDJHG�LQ�GDWD-GULYHQ�SUDFWLFHV��7KLV�IRUXP�KDG����PHPEHU�RUJDQLVDWLRQV�DW�WKH�
WLPH��DOO�RI�ZKLFK�ZHUH� LQYLWHG� WR�SDUWLFLSDWH��7KH�UHVSRQVH�UDWH�ZDV������7KH�
IRUXP�FRPSULVHV�DJHQFLHV�WKDW�DUH�HLWKHU�SODQQLQJ�GDWD-GULYHQ�SUDFWLFHV�RU�KDYH�
DOUHDG\� GHSOR\HG� WKHP��7KH� VDPSOH�� WKHUHIRUH�� FRQVFLRXVO\� FRQVLVWV� RI� DOUHDG\�
TXLWH� GLJLWDOO\� DGYDQFHG� HQWLWLHV� ZLWKLQ� WKH� 1RUZHJLDQ� SXEOLF� VHFWRU�� 7KLV�� RI�
FRXUVH�� FRXOG�LQGLFDWH� WKDW� WKH�RUJDQLVDWLRQV�PD\�KDYH�DOUHDG\�RYHUFRPH�VRPH�
REVWDFOHV. 6HYHQW\�WKUHH�SHUFHQW�RI�WKH�UHVSRQGLQJ�RUJDQLVDWLRQV�KDG�IHZHU�WKDQ�
���� HPSOR\HHV� LQ� WRWDO�� 7KH� VDPSOH� LV� VPDOO� LQ� VL]H, XQILW� IRU� TXDQWLWDWLYH�
DQDO\VLV�EH\RQG�D�GHVFULSWLYH�RYHUYLHZ. 6HYHUDO�SUDFWLWLRQHUV�UHSRUWHG�WKDW�WKH\�
UHVSRQGHG� WR� WKH� VXUYH\� LQ� JURXSV� RI� WZR� WR� WKUHH� LQ� RUGHU� WR� GLVFXVV� WKHLU�
UHVSRQVHV� ZLWK� FROOHDJXHV�� 7KH� SDUWLFLSDQWV� ZHUH� JXDUDQWHHG� DQRQ\PLW\� WR�
HQFRXUDJH� RSHQQHVV. /HDGHUVKLS� ZDV� QRW� LQFOXGHG�� 7KH� PDLQ� TXHVWLRQ� RI� WKH�
VXUYH\�FRQVLVWHG�RI����JHQHUDO�FKDOOHQJHV�ZKHQ�ZRUNLQJ�ZLWK�GDWD�GULYHQ�SXEOLF�
DGPLQLVWUDWLRQ�� WKHVH�ZHUH�LQVSLUHG�E\�FKDOOHQJHV� LGHQWLILHG� LQ�HDUOLHU� UHVHDUFK��
7KH�SUDFWLWLRQHUV�ZHUH�DVNHG�WR�UDWH�HDFK�FKDOOHQJH�RQ�D�/LNHUW�VFDOH�IURP����³QR�
FKDOOHQJH�DW�DOO´��WR����³D�YHU\�ELJ�FKDOOHQJH´. 7KH�VWXG\�ZDV�QRW�OLPLWHG�WR�WKHVH��
DV�����RI�WKH�UHVSRQGHQWV�HLWKHU�HODERUDWHG�XSRQ�RU�UHSRUWHG�RWKHU�FKDOOHQJHV�LQ�
WKH� IUHH� WH[W� ILHOG� SURYLGHG�� 7KH� VXUYH\� DQVZHUV� YDULHG� VLJQLILFDQWO\� DQG�
SURYLGHG� D� XQLTXH� FRPSRVLWLRQ� RI� H[SHULHQFHV� DQG� FKDOOHQJHV� IRU� HDFK� RI� WKH�
SXEOLF�HQWLWLHV��

,Q� WKH�VXUYH\�� LQYLWDWLRQV�ZHUH�RIIHUHG� IRU�D� IROORZ�XS� LQWHUYLHZ��)RUW\�VL[�
SHUFHQW� RI� WKH� RUJDQLVDWLRQV� DFFHSWHG�� ������ RI� WKHVH� KDG� PRUH� WKDQ� ����
HPSOR\HHV� DQG� FDQ� WKHUHIRUH� EH� FDWHJRULVHG� DV� ODUJH� SXEOLF� HQWLWLHV� LQ� WKH�
1RUZHJLDQ� FRQWH[W�� 7KH� LQWHUYLHZV� VHUYHG� WR� FRQWH[WXDOLVH� DQG� DGYDQFH� RXU�
XQGHUVWDQGLQJ RI WKH SUDFWLWLRQHUV¶ H[SHULHQFHV DQG ZHUH FRQGXFWHG�
DSSUR[LPDWHO\�WKUHH�PRQWKV�DIWHU�WKH�VXUYH\��7KH�LQWHUYLHZV�ZHUH�FRQGXFWHG�LQ�D�
VHPL�VWUXFWXUHG� PDQQHU� ZLWK� HLWKHU� LQGLYLGXDOV� RU� VPDOO� JURXSV. +RZ� PDQ\�
SDUWLFLSDWHG� LQ� WKH� DFWXDO� LQWHUYLHZ�ZDV� OHIW� WR� WKHLU� GLVFUHWLRQ��7KH� LQWHUYLHZV�
ODVWHG� EHWZHHQ� ��� DQG� ��� PLQXWHV�� 7KH\� ZHUH� UHFRUGHG, WUDQVFULEHG� DQG�
DQRQ\PLVHG. 

7KLV� SURMHFW� KDV� QRW� LQWHUYLHZHG� RU� VXUYH\HG� SROLF\PDNHUV�� ,QVWHDG�� WKH�
SXEOLF�VHFWRU�GLJLWDOLVDWLRQ�VWUDWHJ\��.RPPXQDO�RJ�PRGHUQLVHULQJVGHSDUWHPHQWHW�
������DQG� WKH�FRQFHSW�SKDVH�DQDO\VLV� �'LIL�������ZHUH�DQDO\VHG�DV�NH\�SROLF\�
GRFXPHQWV��DV�WKHVH�DUH�UHJDUGHG�DV�WKH�PDLQ�JXLGLQJ�GRFXPHQWV�E\�SUDFWLWLRQHUV�
GXH� WR� WKHLU� UHOHYDQFH� IRU� WKH� SXEOLF� VHFWRU� DQG� WKHLU� WRSLFDOLW\��:H� LGHQWLILHG�
LVVXHV�DV�³+LJKO\�SULRULWLVHG�E\�SROLF\PDNHUV´�ERWK�E\�ORRNLQJ�DW�WKH�QXPEHU�RI�
WLPHV� WKHVH� LVVXHV�ZHUH�PHQWLRQHG�LQ�SROLF\�GRFXPHQWV�DQG�E\�FRQVLGHULQJ�WKH�
HPSKDVLV�WKDW�ZDV�SODFHG�RQ�WKH�LVVXHV��ERWK�GLVFXUVLYHO\�DQG�WKURXJK�DVNLQJ�IRU�
FRQFUHWH�DFWLRQV�LQ�WKH�SROLF\�GRFXPHQWV��

:KLOVW� WKH� VXUYH\�SURYLGHG� WKH�SURMHFW�ZLWK� D� JHQHUDO� RYHUYLHZ�RI� HIIRUWV�
DQG�FKDOOHQJHV��WKH�IROORZ�XS�LQWHUYLHZV�IXUWKHU�FRQWH[WXDOLVHG�WKHVH�DQG�OLQNHG�
WKHVH� FKDOOHQJHV� ZLWKLQ� WKH� SUDFWLWLRQHU¶V� GLVFRXUVH� DQG� H[SHULHQFH�� 7KH�

��
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LQWHUYLHZV�ZHUH�DQDO\VHG�LQGXFWLYHO\�DFFRUGLQJ�WR�PHDQLQJ��DQG�WKH�LQWHUYLHZHHV�
ZHUH�WKXV�WUHDWHG�DV�UHVSRQGHQWV��7KH�SROLF\�DQDO\VLV�WKHQ�DOORZHG�XV�WR�LGHQWLI\�
KRZ�WKH�H[SHFWDWLRQV�DW�WKH�SROLF\�OHYHO�ZHUH�EHLQJ�LPSOHPHQWHG�RQ�WKH�JURXQG�
E\�IRFXVLQJ�RQ�WKH�FRQFHSWXDOLVDWLRQ�DQG�SULRULWLVDWLRQ�LQ�RXU�GLVFRXUVH�DQDO\VLV�
RI� WKH� GRFXPHQWV�� &RPELQLQJ� WKH� SUDFWLWLRQHU� DQG� SROLF\� SHUVSHFWLYHV� DOVR�
SURYLGHG� XV� ZLWK� DQ� RYHUYLHZ� RI� XQVHHQ� LVVXHV� DW� ERWK� OHYHOV�� 7RJHWKHU�� WKH�
VXUYH\�� LQWHUYLHZV� DQG� SROLF\� SURYLGHG� WKLV� UHVHDUFK� SURMHFW� ZLWK� D� XQLTXH�
LQVLJKW� LQWR� WKH� LQQHU� ZRUNLQJV� RI� WKH� LPSOHPHQWDWLRQ� RI� GDWD�GULYHQ� SXEOLF�
DGPLQLVWUDWLRQ� DW� WKH� V\VWHP�� RUJDQLVDWLRQDO� DQG� LQGLYLGXDO� OHYHOV� �3HQFKHYD��
(VWHYH�DQG�0LNKD\ORY�������

Towards a data-driven public sector
7KH� UHVXOWV� RI� WKH� DQDO\VLV� VKRZ� WKDW� WKH� DSSURDFKHV�� VWDWXV� DQG� SHUFHLYHG�
FKDOOHQJHV� WR� WKH� UHDOLVDWLRQ� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� GLIIHU�
VLJQLILFDQWO\� DPRQJVW� SUDFWLWLRQHUV�� UHIOHFWLQJ� WKH� IUDJPHQWHG� QDWXUH� RI� SXEOLF�
DGPLQLVWUDWLRQ�PRUH�JHQHUDOO\��

'DWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� LV� UHJDUGHG� DV� FHQWUDO� DFURVV� WKH� VHFWRU��
FDSDEOH�RI�WUDQVIRUPLQJ�DOO�DVSHFWV�RI�SXEOLF�DGPLQLVWUDWLRQ��,W�LV�UHJDUGHG�DV�WKH�
LQHYLWDEOH�IXWXUH��$V�RQH�LQWHUYLHZHH�VWDWHG��

“We think about automation, we think about efficiency, we 
think about getting rid of all routine tasks, which we do not 
need to do. Let’s get a machine to do it.” (Interview 7, small 
public entity) 

7KH� VHFWRU� LV�� KRZHYHU�� YHU\�PXFK� LQ� WKH� QDVFHQW� SKDVH�� 7KHUH� DUH� IHZ� GDWD��
GULYHQ� WHFKQRORJLHV� LQ� SURGXFWLRQ�� ZLWK� PRVW� VWLOO� LQ� WKH� SODQQLQJ� RU� SLORWLQJ�
SKDVH��-XVW�IRXU�RXW�RI�WKH����RUJDQLVDWLRQV�KDG�V\VWHPV�LQ�SURGXFWLRQ��&RQWURO�
DQG� ULVN� DVVHVVPHQW� LQ� FDVH� ZRUN�� WKH� DXWRPDWLRQ� RI� URXWLQH� ZRUN� DQG� WKH�
SRWHQWLDO� IRU� QHZ� SUHGLFWLYH� VHUYLFHV� DUH� WKH� SUHGRPLQDQW� XVH� DUHDV� EHLQJ�
FRQVLGHUHG��2SSRUWXQLWLHV� IRU� SUHGLFWLQJ� FLWL]HQ� DQG� RUJDQLVDWLRQDO� QHHGV�ZHUH�
SDUWLFXODUO\� KLJKOLJKWHG��'HFLVLRQ�VXSSRUW� WRROV� DQG� IUDXG� FRQWURO� DUH� WKH�PRVW�
FRPPRQ�DUHDV�RI�DSSOLFDWLRQ��0RVW�RI�WKH�RUJDQLVDWLRQV�DUH�ZRUNLQJ�WRZDUGV�WKH�
LQWHJUDWLRQ� RI� GDWD� LQWR� VHUYLFH� GHOLYHU\� DQG� RUJDQLVDWLRQDO�PDQDJHPHQW� UDWKHU�
WKDQ�WRZDUGV�LWV�FRQWULEXWLQJ�WR�SROLF\�SODQQLQJ�LQ�WKLV�HDUO\�SKDVH��

7KH SDUWLFLSDQWV UHJDUGHG WKH PDLQ DLP RI D GDWD�GULYHQ SXEOLF�
DGPLQLVWUDWLRQ� WR�PDNH� WKH� VHFWRU�PRUH� HIIHFWLYH��ZKLFK� WUDQVODWHG� WR� UHVRXUFH�
DOORFDWLRQ� DQG� DQ� LPSURYHG� UHVSRQVH� WR� XVHU� QHHGV�� 7KHUH� DSSHDUV� WR� EH� D�
FRQVHQVXV� WKDW� PRVW� DVSHFWV� RI� SXEOLF� DGPLQLVWUDWLRQ� FDQ� EH� VWDQGDUGLVHG� DQG�
GDWD�GULYHQ�DQG�WKDW�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�QRW�D�VXEVWLWXWH�IRU�EXW��
LQVWHDG��D�VXSSOHPHQW�WR�WUDGLWLRQDO�FDVH�ZRUN��0RVW�GR�QRW�FRQVLGHU�$,�DQG�GDWD�
VFLHQFH� DV� JRDOV� LQ� WKHPVHOYHV� EXW� UDWKHU� DV� QHFHVVDU\� WRROV� IRU� UHDOLVLQJ� WKH�
ELJJHU� LGHD� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ�� 6HYHUDO� SDUWLFLSDQWV� VHHP�
KLJKO\� LQIOXHQFHG� E\� WKH� SULYDWH� VHFWRU�� UHIHUHQFLQJ� FRQIHUHQFHV� DQG� LQGXVWU\�
UHSRUWV�DV�WKHLU�VRXUFH�RI�LQVSLUDWLRQ��

7KHUH� LV�FRQFHUQ� WKDW� WKHUH� LV�D� ODFN�RI�DSSUHFLDWLRQ�DW�ERWK� WKH�SROLF\�DQG�
RUJDQLVDWLRQDO� OHYHO� DURXQG� WKH� OHYHO� RI� LQYHVWPHQW� QHFHVVDU\� WR� UHDOLVH� GDWD��
GULYHQ�SXEOLF�DGPLQLVWUDWLRQ��0DQ\�VWUXJJOH�WR�VXIILFLHQWO\�ILQDQFH�WKHLU�HIIRUWV�
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What do you regard as the biggest challenges in the 
developement and implementation of AI/data science in your 

organization? 
Organizational Culture 

Privacy and Security 

Legal and regulatory frameworks 

Data quality 

Access to data 

Uncertainty of where to use 

Competences 

Financing of projects 

Technical infrastructure 

Ethics 

Pressure from leadership 

Citizen insecurity 

Fear of workforce cuts

Don't know no/small challenge some challenge big/very big challenge

,QLWLDWLYHV� FKDQJH� ZRUN� SURFHVVHV�� UHVRXUFHV� DUH� WKHUHIRUH� QHFHVVDU\� WR�
LQFRUSRUDWH� WKHVH� LQWR� WKH� RUJDQLVDWLRQ�� 7KH� SXEOLF� VHFWRU� LV� SUHGRPLQDQWO\�
SURMHFW�RULHQWHG��EXW�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�D�SURFHVV�WKDW�GRHV�QRW�
ILW�QHDWO\�LQWR�VKRUW�WHUP�SURMHFW�WKLQNLQJ��7KLV�LV�D�FRPPRQ�FKDOOHQJH�LQ�SROLF\�
LPSOHPHQWDWLRQ� LQ� WKH� 1RUZHJLDQ� FRQWH[W� DQG� IDU� IURP� XQLTXH� WR� GDWD�GULYHQ�
SXEOLF� DGPLQLVWUDWLRQ� �'LOOH� DQG� 6|GHUOXQG� ������� 2IWHQ�� VPDOO� SURMHFWV� DUH�
LQLWLDWHG� DQG� HYDOXDWHG� EXW� KDOWHG� ZKHQ� WKH\� QHHG� VFDOLQJ� XS�� ZKLFK� LV� D�
FRQWULEXWRU\�IDFWRU� LQ�PDQ\�SURMHFWV¶�FRQWLQXLQJ�WR�EH�LQ�D�SLORW�SKDVH��'HVSLWH�
WKH�H[FLWHPHQW�DW�WKH�SROLF\�DQG�OHDGHUVKLS�OHYHO��WKH�UHDOLW\�LV�WKDW�WKH�JRDOV�RI�
GDWD�GULYHQ� SURMHFWV� DUH� RIWHQ� XQFOHDU� DQG� XQSUHGLFWDEOH� DQG� WKHUHIRUH�
LQFRPSDWLEOH�ZLWK�FXUUHQW�SHUIRUPDQFH�PDQDJHPHQW�UHJLPHV��0DQ\�VWUXJJOH� WR�
XQGHUVWDQG�KRZ�WKH\�FDQ�DQG�VKRXOG�DSSO\�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�DQG�
ODFN� D� FOHDU� XQGHUVWDQGLQJ� RI� ZKDW� LW� DFWXDOO\� PHDQV� LQ� SUDFWLFH�� TXHVWLRQLQJ�
ZKHWKHU�WKHLU�RUJDQLVDWLRQ�LV�DFWXDOO\�PDWXUH�HQRXJK�WR�DGRSW�LW��$OLJQLQJ�UHDOLW\�
WR�H[SHFWDWLRQV�LV�GLIILFXOW�

Perceived challenges to act upon
'DWD�GULYHQ� SUDFWLFHV� LQWURGXFH� ERWK� FKDOOHQJHV� DQG� RSSRUWXQLWLHV� WR� SXEOLF�
DGPLQLVWUDWLRQ�� $Q� RYHUYLHZ� RI� SHUFHLYHG� LPSOHPHQWDWLRQ� FKDOOHQJHV�� UDQJLQJ�
IURP� WKH�PRVW� WR� OHDVW� LPSRUWDQW� DV� SHUFHLYHG� E\� SUDFWLWLRQHUV� LQ� WKHLU� VXUYH\�
UHVSRQVHV�� FDQ� EH� IRXQG� LQ� )LJXUH� ��� 7KH� SULPDU\� FRQFHUQ�ZDV� RUJDQLVDWLRQDO�
FXOWXUH��IROORZHG�FORVHO\�E\�SULYDF\�DQG�VHFXULW\�DQG�UHJXODWRU\�FKDOOHQJHV��7KH�
LQWHUYLHZV� UHYHDOHG� WKDW� HDFK� RI� WKH� LGHQWLILHG� FKDOOHQJHV� LQFOXGHV� D� VXEVHW� RI�
LVVXHV� DQG� WKDW� LQWHUSUHWDWLRQ� YDULHV� ZLGHO\�� ,Q� DGGLWLRQ�� WKH� SHUFHLYHG�
LPSRUWDQFH�GLIIHUV�DFURVV�HQWLWLHV��

)LJXUH����0DSSLQJ�RI�SHUFHLYHG�FKDOOHQJHV�WR�DFW�XSRQ
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7KLV�VHFWLRQ�JURXSV�DQG�GLVFXVVHV�WKH�SHUFHLYHG�LPSOHPHQWDWLRQ�FKDOOHQJHV�DQG�
SULRULWLVDWLRQV� DW� ERWK� WKH� SUDFWLWLRQHU� DQG� SROLF\� OHYHOV�� :H� H[DPLQH� ZKHUH�
SUDFWLWLRQHUV�DQG�SROLF\PDNHUV�DUH�DOLJQHG��ZKHUH�WKH\�GLYHUJH�DQG�ZKHUH�LVVXHV�
DUH�UDUHO\�PHQWLRQHG�LQ�WKH�GLVFRXUVH��:H�EHJLQ�ZLWK�³,QIUDVWUXFWXUH��$FFHVV�DQG�
4XDOLW\´�� ZKLFK� DUH� KLJKO\� SULRULWLVHG� DW� WKH� SROLF\� OHYHO� EXW� OHVV� VR� DW� WKH�
SUDFWLWLRQHU�OHYHO��:H�WKHQ�WDNH�³/DZ��3ULYDF\�DQG�6HFXULW\´��ZKHUH�WKH�SDUWLHV�
DUH� DOLJQHG�� EHIRUH� SURFHHGLQJ� WR� GLVFXVV� ³2UJDQLVDWLRQ�� ,QWHUQDO� &XOWXUH� DQG�
&RPSHWHQFH´��ZKLFK� SUDFWLWLRQHUV� DUH� SDUWLFXODUO\� FRQFHUQHG�ZLWK�� )LQDOO\��ZH�
ORRN� DW�ZKDW�ZH� WHUP� WKH� ³XQVHHQ´�� LVVXHV� WKDW� DUH� UDUHO\� GLVFXVVHG�EXW� DUH� RI�
FRQFHUQ�WR�UHVHDUFKHUV�LQ�WKH�ILHOG��

Infrastructure, access, and quality: the policy darlings 
1DWLRQDO�SROLF\�LV�LQFUHDVLQJO\�IRFXVHG�RQ�WKH�SRWHQWLDO�IRU�D�GDWD�GULYHQ�SXEOLF�
VHFWRU�� 7KH� VKDULQJ� RI� SXEOLF� VHFWRU� GDWD� DQG� LQYHVWPHQW� LQ� LQIUDVWUXFWXUH� DUH�
GHHPHG� FHQWUDO� WR� WKH� DFKLHYHPHQW� RI� WKLV� JRDO�� WKH� H[SHFWDWLRQ� EHLQJ� WKDW�
UHOHDVLQJ� WKLV� ³UDZ�PDWHULDO´� ZLOO� DXWRPDWLFDOO\� UHDOLVH� WUDQVIRUPDWLRQ�� ,W� ZLOO�
XVKHU� LQ� D� PRUH� HIILFLHQW� DGPLQLVWUDWLRQ�� PDNH� FLWL]HQV¶� DQG� EXVLQHVVHV¶� OLYHV�
HDVLHU� DQG� VLPXOWDQHRXVO\� LQFUHDVH� YDOXH� FUHDWLRQ� LQ� WKH� SULYDWH� VHFWRU�
�.RPPXQDO�RJ�PRGHUQLVHULQJVGHSDUWHPHQWHW� ������� &XUUHQW� DFWLRQV� DQG� SODQV�
SURIHVV� WKDW�D� OHJDO�DQG� WHFKQLFDO� LQIUDVWUXFWXUH�IDFLOLWDWLQJ� WKH�VKDULQJ�RI�KLJK��
TXDOLW\�GDWD�ZLOO�WUDQVIRUP�1RUZD\�LQWR�D�GDWD�GULYHQ�OHDGHU��

'DWD�GULYHQ SXEOLF DGPLQLVWUDWLRQ LV SUHGRPLQDQWO\ SHUFHLYHG E\�
SROLF\PDNHUV� DV� D� WHFKQLFDO� LVVXH�� UHTXLULQJ� WHFKQLFDO� LQIUDVWUXFWXUH� WR� SURYLGH�
DFFHVV� WR� KLJK� YROXPHV� RI� JRRG� TXDOLW\� GDWD�� 7KLV� PDQLIHVWV� LWVHOI� LQ� WKH�
SULRULWLVDWLRQ�RI�WKH�PDWHULDO�DVSHFW�RI�WKH�WDVN��VXFK�DV�WKH�SXUFKDVLQJ�RI�FORXG�
VROXWLRQV� DQG� EXLOGLQJ� QDWLRQDO� GDWD� DQG� $3,� FDWDORJXHV� DQG� GDWD� ODNHV�� 2XU�
ILQGLQJV� VKRZ� WKDW� DFFHVV� WR� GDWD� DQG� WHFKQLFDO� LQIUDVWUXFWXUH� DUH�� KRZHYHU��
FRQVLGHUHG�OHVV�LPSRUWDQW�E\�SUDFWLWLRQHUV�WKDQ�WKH�FXUUHQW�SROLF\�DVVHUWLRQV�DQG�
JHQHUDO�GLVFRXUVH�ZRXOG�OHDG�RQH�WR�H[SHFW��,W�ZRXOG�EH�UHPLVV�WR�DVVHUW�WKDW�LW�LV�
QRW�DQ�LVVXH��DV�LQVWHDG�LW�LV�RQH�RI�D�P\ULDG�RI�FKDOOHQJHV�WKDW�RUJDQLVDWLRQV�IDFH��
3UDFWLWLRQHUV�RIWHQ�DFWXDOO\�XWWHUHG�D�VLJK�RI�³HQRXJK�GDWD�DOUHDG\´��DV� LW� LV�QRW�
QHFHVVDULO\�WKH�WHFKQLFDO�VROXWLRQV�DQG�DYDLODELOLW\�RI�GDWD�WKDW�DUH�KLQGHULQJ�WKHLU�
SURJUHVV��7KH�VKHHU�H[LVWHQFH�RI�GDWD�DQG�DQ�LQIUDVWUXFWXUH�WR�DFFHVV�LW�WKXV�GRHV�
QRW�PDJLFDOO\�HQDEOH�D�WUDQVIRUPDWLRQ�RI�SUDFWLFHV��

'DWD� TXDOLW\� LV� DOVR� KLJKO\� SULRULWLVHG� DW� WKH� SROLF\� OHYHO�� EDVHG� RQ� WKH�
DVVHUWLRQ� WKDW� EDG� GDWD� SURGXFHV� EDG� UHVXOWV�� $V� LV� WKH� FDVH� ZLWK� GDWD� DFFHVV��
TXDOLW\� LV� DQ� LVVXH� DPRQJVW� SUDFWLWLRQHUV�� EXW� LW� GRHV� QRW� UHIOHFW� WKH� GRPLQDQW�
SRVLWLRQ� WKDW� LW� HQMR\V� DW� WKH� SROLF\� OHYHO��$JDLQ�� WKLV� LV� QRW� WR� DVVHUW� WKDW� LW� LV�
XQLPSRUWDQW�EXW� LQVWHDG� WKDW��ZKHQ�XVLQJ�GDWD� IRU�GDWD� VFLHQFH�SXUSRVHV��PDQ\�
RWKHU� IDFWRUV� DOVR� QHHG� WR� EH� FRQVLGHUHG� WKDW� JR� EH\RQG� TXDOLW\�� 7KHVH� LVVXHV�
LQFOXGH� EXW� DUH� QRW� OLPLWHG� WR� FRQWH[WXDOLVDWLRQ�� GDWD� ELDV�� VXLWDELOLW\� IRU�
VHFRQGDU\�SXUSRVHV�DQG�GRZQVWUHDP�LVVXHV��9HDOH��9DQ�.OHHN�DQG�%LQQV��������
'DWD�FDQ�EH�WHFKQLFDOO\�FRUUHFW�ZLWK�KLJK�TXDOLW\�\HW�VWLOO�EH�SUREOHPDWLF��7KHVH�
FKDOOHQJHV� DUH� FRPSOH[� DQG� LQWHUGHSHQGHQW�� 7KH� LQWHUYLHZHHV� ZHUH� HTXDOO\�
FRQFHUQHG�ZLWK�WKHVH�LVVXHV�DV�ZLWK�WKH�DFWXDO�TXDOLW\�RI�WKH�GDWD��

7KH� HPSKDVLV� RQ� DFFHVV�� LQIUDVWUXFWXUH� DQG� TXDOLW\� EHLQJ� WKH� IXQGDPHQWDO�
UHTXLUHPHQWV� WR� UHDOLVH� WKH� KRO\� JUDLO� RI� GDWD�GULYHQ� JRYHUQPHQW� VHHPV� WR� EH�
RYHUVLPSOLILHG�DQG�UHIOHFWV�D�GHWHUPLQLVWLF�YLHZ�RI�WKH�LVVXH��2XU�ILQGLQJV�VKRZ
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WKDW� WKHUH� LV� D� GLVFUHSDQF\�EHWZHHQ�SROLF\PDNHUV� DQG�SUDFWLWLRQHUV� KHUH��'DWD��
GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�IDU�PRUH�WKDQ�D�WHFKQLFDO�LVVXH��$V�WKH�FRPSOH[LW\�
RI�WKH�WDVN�LV�GLVFXVVHG�LQ�WKH�IROORZLQJ�VHFWLRQV��LW�EHFRPHV�DSSDUHQW�WKDW�PDQ\�
RI� WKH� RWKHU� LVVXHV� DUH� OHVV� WDQJLEOH�� OHVV� PHDVXUDEOH� DQG� FDQQRW� EH� DV� HDVLO\�
FRPPXQLFDWHG�DV� LQYHVWPHQW� LQ�D� WHFKQLFDO� LQIUDVWUXFWXUH�� LQ�ZKLFK�WKH�QXPEHU�
RI�GDWD�VHWV�VKDUHG�FDQ�EH�FRXQWHG�DQG�LQGLYLGXDO�RUJDQLVDWLRQV¶�³SURJUHVV´�FDQ�
EH�PHDVXUHG��

Law, privacy and security: the bothersome -where policy and 
practitioners align 
3UDFWLWLRQHUV� DQG� SROLF\PDNHUV� DOLNH� DUH� SDUWLFXODUO\� FRQFHUQHG�ZLWK� OHJDO� DQG�
SULYDF\�DQG�VHFXULW\�LVVXHV��%RWK�VFRUHG�KLJK�LQ�VXUYH\�UHVSRQVHV�DQG�ZHUH�PXFK�
GLVFXVVHG�LQ�LQWHUYLHZV��'DWD�GULYHQ�SUDFWLFHV�DUH�FRQVLGHUHG�WR�EH�LQKLELWHG�E\�
FXUUHQW�ODZ��PDQ\�UHVSRQGHQWV�LQGLFDWHG�WKDW�JHWWLQJ�SHUPLVVLRQ�WR�DFFHVV�PXFK�
RI� WKH� UHJLVWHU� GDWD� IRU� VHFRQGDU\� SXUSRVHV� LV� SDUWLFXODUO\� FKDOOHQJLQJ�� 7KH�
FXUUHQW�OHJDO�UHJLPH�LV�SHUFHLYHG�WR�EH�RXWGDWHG�DQG�QRW�ILW�IRU�SXUSRVH�WR�UHDOLVH�
GDWD�GULYHQ�UHIRUP��6HYHUDO�HQWLWLHV�DUH�WDNLQJ�DFWLRQ�WR�FUHDWH�PRUH�JHQHUDO�OHJDO�
PDQGDWHV� WR� DOORZ� IRU� JUHDWHU� SXEOLF� VHFWRU� GDWD� VKDULQJ� DQG� XVH�� 2QH�
LQWHUYLHZHH�HYHQ�VXJJHVWHG�WKDW�WKH�SURVSHFW�RI�HVWDEOLVKLQJ�WKH�SXEOLF�VHFWRU�DV�
RQH�HQWLW\�XQGHU�*'35��WR�HQDEOH�IUHH�VKDULQJ�RI�SHUVRQDO�GDWD��LV�EHLQJ�RSHQO\�
GLVFXVVHG�ZLWKLQ�WKH�SXEOLF�VHFWRU�OHJDO�FRPPXQLW\��7KHUH�LV�WKH�XWPRVW�UHVSHFW�
JLYHQ�WR�WKH�QRWLRQ�WKDW�DFFHVV�PXVW�EH�EDODQFHG�WR�SURWHFW�SULYDF\�DQG�VHFXULW\��
0DQ\�VWUXJJOH�WR�GHVLJQ�DGHTXDWH�SULYDF\�LPSDFW�DVVHVVPHQWV�IRU�WKHLU�ZRUN�DQG�
DUJXH� WKDW� WKHUH� DUH� LQVXIILFLHQW� JXLGHOLQHV� WKDW� FRQVLGHU� KRZ�GDWD� VKRXOG� IORZ�
ZLWKLQ�DQG�EHWZHHQ�RUJDQLVDWLRQV��7KH\�UHTXHVW�DVVLVWDQFH�RQ�LVVXHV�VXFK�DV�WKH�
DQRQ\PLVDWLRQ� DQG� V\QWKHVLVDWLRQ� RI� GDWD�� DQG� PDQ\� PHQWLRQHG� WKH� QHHG� IRU�
UHJXODWRU\� VDIH� VSDFHV� WR� H[SHULPHQW� DQG� JDLQ� H[SHULHQFH� ZLWK� DGYDQFHG�
WHFKQRORJLHV��KLJKOLJKWLQJ�WKDW�VXFK�³UHJXODWRU\�VDQGER[HV´�FRXOG�IRUP�WKH�EDVLV�
IRU�LQWHUVHFWRUDO�FRRSHUDWLRQ��

/HJDO� LVVXHV�ZHUH�DOVR�VHW�ZLWKLQ� WKH� LQWHUSUHWDWLRQ�FRQWH[W�� IUDPHG�DURXQG�
WKH�LQGLYLGXDO�EHKDYLRXU�RI�LQWHUQDO�ODZ\HUV��7KRVH�WDNLQJ�D�EURDG�LQWHUSUHWDWLRQ�
WKDW� DOORZV� IRU� OHHZD\� LQ� WKH� ODZ� IRU� WKH� XVH� RI� GDWD� ZHUH� SUHGRPLQDQWO\�
FRQVLGHUHG� DV� SURJUHVVLYH�� DQG� WKRVH� ZKR� ZHUH� VWULFWHU� ZHUH� GHVFULEHG� DV�
FRQVHUYDWLYH� DQG� DV� KDPSHULQJ� SURJUHVV�� 7KLV� GLVWLQFWLRQ� ZDV� SDUWLFXODUO\�
DSSDUHQW� DQG� IUXVWUDWLQJ� IRU� WKH� OHVV�H[SHULHQFHG� RUJDQLVDWLRQV�� 7KH� PRUH�
H[SHULHQFHG�VHHP�WR�KDYH�D�PXWXDO�UHVSHFW�DQG�FRRSHUDWLRQ�ZLWK�WKHLU� ODZ\HUV��
5HJDUGOHVV�� WKH� DEVHQFH� RI� FRPPRQ�� VWUHDPOLQHG� LQWHUSUHWDWLRQV� RI� WKH� ODZ�
FRQWULEXWHV�WR�XQSUHGLFWDELOLW\�DFURVV�WKH�VHFWRU��7KH�JHQHUDO�ODFN�RI�FRPSHWHQFH�
DPRQJVW� ODZ\HUV� WR� XQGHUVWDQG� WKH� WHFKQLFDO� FDSDELOLWLHV� RI� KRZ� GDWD�GULYHQ�
SUDFWLFHV�ZRUN�ZDV�DOVR�LGHQWLILHG�DV�D�ZHDNQHVV�E\�DOO��

7KHVH�ILQGLQJV�HFKR�WKRVH�DW�WKH�SROLF\�OHYHO��7KH�GLJLWDOLVDWLRQ�VWUDWHJ\�FDOOV�
IRU�FOHDU�DQG�GLJLWDOLVDWLRQ�IULHQGO\�UHJXODWLRQ�DQG�IRU�D�UHVRXUFH�VXSSRUW�FHQWUH�
WR� LQFUHDVH� WKH� VKDULQJ� RI� GDWD� �.RPPXQDO�� RJ� PRGHUQLVHULQJVGHSDUWHPHQWHW�
�������7KLV� DOLJQPHQW� LV�GULYHQ�SULPDULO\� IURP� WKH�SHUVSHFWLYH�RI�GDWD� VKDULQJ�
DQG� WKH� SURWHFWLRQ� RI� SHUVRQDO� GDWD�� +RZHYHU��PDQ\� RWKHU� IXQGDPHQWDO� LVVXHV�
UHOHYDQW�WR�UHJXODWLRQ�DQG�PDQ\�FODVVLF�GLOHPPDV�IRU�WKH�SXEOLF�VHFWRU�FRPH�LQWR�
SOD\� ZKHQ� HPEDUNLQJ� RQ� GDWD�GULYHQ� SUDFWLFHV�� ([DPSOHV� LQFOXGH� WKH� SXEOLF�
VHFWRU GHILQLWLRQ RI IDLUQHVV DQG�H[SODLQDELOLW\� ELDV� WUDQVSDUHQF\�
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DFFRXQWDELOLW\�� GLVFUHWLRQ� DQG� EURDGHU� FKDOOHQJHV� LQ� WKH� VDIHJXDUGLQJ� RI� EDVLF�
YDOXHV� LQ� WKH� 1RUZHJLDQ� PRGHO�� VXFK� DV� XQLYHUVDOLW\� DQG� WKH� SURWHFWLRQ� RI�
YXOQHUDEOH�JURXSV��:KLOVW�WKHVH�DUH�QRW�FRPSOHWHO\�PLVVLQJ�IURP�WKH�GLVFRXUVH��LW�
LV�IDLU�WR�VD\�WKDW�D�GHHS�FRQVLGHUDWLRQ�RI�WKHVH�LVVXHV�LQ�WKH�OHJDO�DQG�UHJXODWRU\�
FRQWH[W�LV�ODFNLQJ��

Organisation, internal culture and competence: practitioner obsessions 
2UJDQLVDWLRQ��LQWHUQDO�FXOWXUH�DQG�FRPSHWHQFH�DUH�PDMRU�LVVXHV�IRU�SUDFWLWLRQHUV��
2UJDQLVDWLRQDO� FXOWXUH� LWVHOI� HQFRPSDVVHG� D� YDULHW\� RI� LGHDV�� ZLWK� PDQ\�
UHVSRQGHQWV�GHHPLQJ�WKDW� WKH�UHDOLVDWLRQ�RI�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�
KDPSHUHG�E\� LQWHUQDO� UHVLVWDQFH� WR�FKDQJH��0DQ\� UHIHUHQFHV�ZHUH�PDGH� WR�DJH�
SURILOHV��ZLWK�ROGHU�PHPEHUV�RI�VWDII�FRQVLGHUHG�UHOXFWDQW�WR�HPEUDFH�GDWD�GULYHQ�
SXEOLF�DGPLQLVWUDWLRQ�DQG�UHVLVWDQFH�DWWULEXWHG� WR�D� WUDGLWLRQDO�PLQGVHW�DPRQJVW�
ERWK�GRPDLQ�H[SHUWV�DQG�OHDGHUVKLS��2QH�LQWHUYLHZHH�GHVFULEHG�LW�DV�IROORZV��

“Organisational culture is still a challenge. I see it as a huge 
challenge. That’s because we have less time than natural 
retirement will help us with, so we have to make changes. In 
fact, we must initiate great change in the entire 
organisation.” (Interview 5, small public entity) 

7KLV�ZDV� DOVR�REVHUYHG� LQ� WKH�&DQDGLDQ� FDVH��ZKHUH�5HGGHQ� ������� H[SUHVVHG�
FRQFHUQ� WKDW� WKH� GHVLJQDWLRQ� RI� LQWHUQDO� UHOXFWDQFH� DV� D� ³FXOWXUH� FODVK´� LV�
ODPHQWDEOH�� DV� LW�PD\� VLOHQFH� OHJLWLPDWH� FRQFHUQV��:KDW� DOVR�PLJKW� EH�PLVVHG�
KHUH�LV�WKDW�LW�LV�HDVLHU�WR�DVVLJQ�EODPH�IRU�VORZ�SURJUHVV�RQ�UHOXFWDQW�EXUHDXFUDWV�
WKDQ�WR�DFNQRZOHGJH�WKH�FRPSOH[LW\�RI�WKH�SURFHVV��

(DFK�RUJDQLVDWLRQ�DVVHUWHG� WKH�QHFHVVLW\� IRU�PXOWL�GLVFLSOLQDU\�FRRSHUDWLRQ��
ZLWK�DOO�QRWLQJ� WKH� VLJQLILFDQFH�RI� LQYROYLQJ�GRPDLQ�NQRZOHGJH�� LQ�DGGLWLRQ� WR�
GDWD�VFLHQFH�DQG�,7�FRPSHWHQFH��IURP�WKH�RXWVHW��+RZHYHU��WKHUH�LV�D�VSHFWUXP�
KHUH�� 7KH� PRUH� H[SHULHQFHG� WKH� RUJDQLVDWLRQ�� WKH� JUHDWHU� WKH� HPSKDVLV� RQ�
LQYROYLQJ� GRPDLQ� H[SHUWV� VHHPHG� WR� EH�� %ULQJLQJ� WKLV� PXOWL�GLVFLSOLQDU\�
FRRSHUDWLRQ� IURP� DQ� DVVHUWLRQ� WR� D� UHDOLW\� LV� IUDXJKW� ZLWK� GLIILFXOW\�� 0DQ\�
DWWULEXWHG�WKLV�WR�GLIIHUHQW�SHUVSHFWLYHV��WKH�DEVHQFH�RI�D�FRPPRQ�XQGHUVWDQGLQJ�
DQG� ODFN� RI� LQWHUQDO� H[SHULHQFH� ZLWK� PXOWL�GLVFLSOLQDU\� FRRSHUDWLRQ�� $� IXUWKHU�
REVHUYDWLRQ� LV� WKDW� ³PXOWL�GLVFLSOLQDU\´� WUDQVODWHG� WR� LQYROYLQJ� WHFKQLFDO�� OHJDO�
DQG� GRPDLQ� NQRZOHGJH� FRPSHWHQFLHV�� )HZ� DGYRFDWHG� IRU� WKH� QHHG� IRU� SXEOLF�
DGPLQLVWUDWLRQ�DQG�VRFLDO�VFLHQFH�FRPSHWHQFLHV��ZKLFK�0HUJHO��5HWKHPH\HU�DQG�
,VHWW� ������� SRLQW� RXW� LV� QHFHVVDU\�� JLYHQ� WKHLU� VXEVWDQWLYH� GHSWK� RQ� UHVHDUFK�
PHWKRGV�DQG�WKHRU\�DQG�WKH�XQGHUVWDQGLQJ�RI�SRWHQWLDO�XQLQWHQGHG�FRQVHTXHQFHV��

0DQ\� SUDFWLWLRQHUV�� ZKLOVW� DJUHHLQJ� RQ� WKH� LPSRUWDQFH� RI� GDWD� VFLHQFH�
FRPSHWHQFH�� DOVR� H[SUHVVHG� FRQFHUQ� UHJDUGLQJ� WKH� QHHG� IRU� GDWD� FRPSHWHQFH�
ZLWKLQ�OHDGHUVKLS��OHJDO�DQG�GRPDLQ�NQRZOHGJH�H[SHUWV��7KLV�HFKRHV�9HDOH��9DQ�
.OHHN�DQG�%LQQV¶V� �������REVHUYDWLRQ� WKDW�D� ODFN�RI�NQRZOHGJH�DPRQJVW� WKRVH�
YHUWLFDOO\� DFFRXQWDEOH� IRU� VHUYLFH� GHOLYHU\� KDPSHUV� SURJUHVV��0DQ\� H[SUHVVHG�
WKH� YLHZ� WKDW� RZQHUVKLS� RI� DQG� UHVSRQVLELOLW\� IRU� WKH� LGHQWLILFDWLRQ� RI�
RSSRUWXQLWLHV�VKRXOG�OLH�ZLWK�WKH�EXVLQHVV�VLGH��KRZHYHU��WKH�ODFN�RI�FRPSHWHQFH�
RQ�WKH�SRWHQWLDO�RI�WKH�WHFKQRORJ\�LV�D�KLQGUDQFH��³1R�RQH�UHDOO\�VHHV�D�QHHG�IRU�
WKLV´�ZDV�PHQWLRQHG�E\� VHYHUDO�SDUWLFLSDQWV��$�FRQVLGHUDEOH� DPRXQW�RI� WLPH� LV�
WKHUHIRUH� VSHQW� LQ� VRPH� RI� WKH� PRUH� DGYDQFHG� RUJDQLVDWLRQV� WR� LQFUHDVH� WKH
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$�NH\�FRQFHUQ� LQ�PXFK�RI� WKH�FXUUHQW� UHVHDUFK� LV� IHDU�RI� WKH� LQIOXHQFH� WKDW� WKH�
SULYDWH�VHFWRU�ZLOO�KDYH�RQ�SXEOLF�VHUYLFHV��GXH�LQ�SDUW�WR�D�ODFN�RI�FRPSHWHQFH�LQ�
WKH� VHFWRU�� D� SHUFHLYHG� LQDELOLW\� WR� DWWUDFW� LQ�KRXVH� FRPSHWHQFH� LQ� D� SUHVVHG�
HPSOR\PHQW� PDUNHW� DQG� WKH� SROLWLFDO� SULRULWLVDWLRQ� WR� RXWVRXUFH� �ER\G� DQG�
&UDZIRUG�������%UDXQHLV�DQG�*RRGPDQ�������5HGGHQ��������7KH�VLWXDWLRQ�RQ�
WKH� JURXQG�� KRZHYHU�� LV� QRW� DV� FOHDU� FXW� DV� FXUUHQW� UHVHDUFK� VXJJHVWV�� 6XUYH\�
UHVSRQVHV� VKRZ� WKDW� RQO\� ���� RI� WKH� HQWLWLHV� PDLQO\� XVH� SULYDWH� VHFWRU�
FRQVXOWDQWV��VHH�)LJXUH�����$OO�WKH�LQWHUYLHZHHV�SRLQWHG�WR�WKH�LPSRUWDQFH�RI�LQ��
KRXVH�H[SHUWLVH�LQ�WKH�GHYHORSPHQW��RUGHULQJ�DQG�LPSOHPHQWDWLRQ�RI�GDWD�GULYHQ�
SUDFWLFHV��'HVSLWH�SROLWLFDO�SULRULWLVDWLRQ� WR�RXWVRXUFH��H[SHULHQFHG�SUDFWLWLRQHUV�
DUH� UHOXFWDQW� WR� XVH� SULYDWH� FRQVXOWDQWV� IRU� WKH� HQWLUH� SURFHVV��7KH� MXVWLILFDWLRQ�
KHUH�ZDV�WKUHHIROG��)LUVWO\��WKH\�VHH�D�ODFN�RI�XQGHUVWDQGLQJ�RI�WKH�SXEOLF�VHFWRU�
DQG� WKH� W\SH� RI� GDWD� DQG� UHVSRQVLELOLW\� LQYROYHG�� 6HFRQGO\�� GDWD� VFLHQFH� LV� D�
ORQJ�WHUP� LVVXH� UHTXLULQJ� UHJXODU� GHYHORSPHQW� DQG� PDLQWHQDQFH�� 7KLUGO\� WKH�
SXEOLF� VHFWRU� QHHGV� WR� XQGHUVWDQG� DQG� FRQWURO� ZKDW� LV� EHLQJ� GRQH� DQG� FDQQRW�
VLPSO\�RXWVRXUFH�WKLV��$�K\EULG�VROXWLRQ��LI�SRVVLEOH��VHHPV�WR�EH�SUHIHUUHG��7KH�
JHQHUDO�DVVXPSWLRQ�WKDW�WKH�SXEOLF�VHFWRU�ILQGV�LW�GLIILFXOW�WR�DWWUDFW�GDWD�VFLHQFH�
H[SHUWLVH� LV� DOVR� QXDQFHG�� :KLOVW� WKHUH� LV� VRPH� WUXWK� LQ� WKLV�� LW� ZDV� QRW�
H[SHULHQFHG� DFURVV� WKH� ERDUG�� )RU�PDQ\� WHFKQRORJLVWV�� WKH� SXEOLF� VHFWRU� LV� DQ�
DWWUDFWLYH� ³ZRUNSODFH� ZLWK� PHDQLQJ´�� DQG� PDQ\� RI� RXU� LQIRUPDQWV� �DQG�
SDUWLFXODUO\� WKRVH� IURP� WKH� ODUJHU� DQG� PRUH� DGYDQFHG� RUJDQLVDWLRQV�� DUH�
LQXQGDWHG� ZLWK� DSSOLFDQWV� WR� SRVLWLRQV�� 6PDOOHU� RUJDQLVDWLRQV�� E\� FRQWUDVW�� DUH�
VWUXJJOLQJ�WR�UHFUXLW��7KLV�VXJJHVWV�WKDW�WKH\�PD\�EH�IRUFHG�WR�XWLOLVH�WKH�SULYDWH�
VHFWRU� IRU� WKH� HQWLUH� GDWD�GULYHQ� SURFHVV� DQG� ULVN� WKDW� WKH� SULYDWH� VHFWRU� PD\�
VKDSH�SXEOLF�VHFWRU�DFWLRQV��
��

WHFKQLFDO�H[SHUWLVH�RI�GRPDLQ�NQRZOHGJH�SURIHVVLRQDOV��DQG� WKLV� LV�YLHZHG�DV�D�
FULWLFDO�VXFFHVV�IDFWRU��

)LJXUH �� &RPSHWHQFH SURILOHV LQ $,�GDWD VFLHQFH SURGXFWLRQ DQG�
LPSOHPHQWDWLRQ

46%

23%

23%

Share of in-house competence in 
AI/data science work 

8%

Mainly in-house employees 
50/50 in-house employees and private consultans 
Mainly private sector consultants 
Other
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7KH� DQDO\VLV� LGHQWLILHG�PDQ\� FKDOOHQJHV� HQFRXQWHUHG� LQ� WKH� LPSOHPHQWDWLRQ� RI�
GDWD�GULYHQ�SXEOLF� DGPLQLVWUDWLRQ��7KH�SROLF\� OHYHO� SODFHV� VLJQLILFDQW� HPSKDVLV�
RQ� GDWD� DQG� LQIUDVWUXFWXUHV�� ZKHUHDV� SUDFWLWLRQHUV� DUH� PRUH� FRQFHUQHG� ZLWK�
RUJDQLVDWLRQDO�DQG�FRPSHWHQFH�LVVXHV��%RWK�OHYHOV�UHJDUG�OHJDO�IUDPHZRUNV�DV�D�
PDMRU�KLQGUDQFH��'LVFXVVLQJ�XQVHHQ�LVVXHV�LQ�JRYHUQPHQW�GLVFRXUVH�LV�LPSRUWDQW�
LQ�RUGHU�WR�EURDGHQ�WKH�SHUVSHFWLYH��5HGGHQ��������:H�REVHUYHG�WKDW�VHYHUDO�RI�
WKH� SRWHQWLDO� QHJDWLYH� LPSOLFDWLRQV� DQG� ULVNV� LGHQWLILHG� E\� VFKRODUVKLS� ZHUH�
UDUHO\� FRQVLGHUHG� DW� HLWKHU� OHYHO�� 7KHVH� FKDOOHQJHV� DUH� RIWHQ�PRUH� YDOXH� ODGHQ�
DQG�OHVV�SUDFWLFDO��DQG�SURFHGXUDO��PDNLQJ�WKHP�PRUH�GLIILFXOW�WR�JUDVS�IRU�SXEOLF�
VHFWRU� DFWRUV�� 1HYHUWKHOHVV�� KLJKOLJKWLQJ� WKH� XQVHHQ� DQG� FRQQHFWLQJ� LW� WR� WKH�
SUDFWLFDO LVVXHV KLJKOLJKWHG DERYH DGGV WR D SURFHGXUDO DQG FULWLFDO�
XQGHUVWDQGLQJ��

7KH�SRWHQWLDO�IRU�FKDQJLQJ�SRZHU�G\QDPLFV�EHWZHHQ�FLWL]HQ�DQG�VWDWH�DV�ZHOO�
DV�WKH�LQVHFXULW\�RYHU�FLWL]HQV¶�JURZLQJ�FRQFHUQ�UHJDUGLQJ�WKH�XVH�RI�GDWD�GULYHQ�
SUDFWLFHV²DV� ULVNV� WKDW� FRXOG� ZHDNHQ� WUXVW� �5HGGHQ� ������ �� ZHUH� UDUHO\�
DGGUHVVHG��7KHUH�LV�FRQVHQVXV�DW�DOO�OHYHOV�WKDW�ZRUN�EH�FRQGXFWHG�LQ�VXFK�D�ZD\�
WKDW�WKH�KLJK�OHYHOV�RI�WUXVW�WKDW�WKH�VHFWRU�HQMR\V�VKRXOG�QRW�EH�GLOXWHG��+RZHYHU��
WUXVW�ZDV�RIWHQ�HTXDWHG�WR�SULYDF\�DQG�OHJDO�LVVXHV��7KH�SHUFHSWLRQ�VHHPV�WR�EH�
WKDW��ZKHQ�SULYDF\�LV�SURWHFWHG�DQG�FXUUHQW�UHJXODWLRQV�DGKHUHG�WR��WKHUH�LV�OLWWOH�
FRQFHUQ�� 7KH� SUDFWLWLRQHUV� ZHUH� ZHOO� LQWHQWLRQHG�� ZLWK� PDQ\� VWDWLQJ� WKDW� WKH\�
ZHUH� ³XVLQJ� WHFKQRORJ\� IRU� WKH� JRRG� RI� VRFLHW\´�� EXW� WKLV� LV� D� QRUPDWLYH�
DVVHVVPHQW� ZLWKRXW� FRQFUHWH� FRQWHQW� DQG� JXLGHOLQHV�� DQG� HIIHFWLYHQHVV� ZDV�
FOHDUO\� D� GRPLQDQW� YDULDEOH�� $� GDWD�GULYHQ� PHHWLQJ� ZLWK� WKH� SXEOLF� VHFWRU�
UHTXLUHV� ODUJH�GDWD� IORZV�EHWZHHQ�SXEOLF� HQWLWLHV� LQ�ZKLFK� WKH� FLWL]HQ�EHFRPHV�
PRUH�YLVLEOH��HYHQ�LI�GDWD�LV�PDQDJHG�DQG�VKDUHG�UHVSRQVLEO\��+LQW]�HW�DO���������
2QH� LQWHUYLHZHH� ZDV� SDUWLFXODUO\� FRQFHUQHG� ZLWK� KRZ� IDU� WKH� SXEOLF� VHFWRU�
VKRXOG�JR�KHUH��VWDWLQJ��³6RFLHW\�QHHGV�WR�DJUHH�ZLWK�LWVHOI�DERXW�ZKDW� LW�ZDQWV�
KHUH´��WR�ZKLFK�D�FROOHDJXH�UHVSRQGHG��³<HV��EXW�WKLV�LV�DERYH�RXU�KHDGV´��7KHUH�

��

,Q� DGGLWLRQ�� DV�$QGUHZV� ������� SRLQWV� RXW�� GDWD�GULYHQ� SUDFWLFHV� DUH� RIWHQ�
IUDPHG� DURXQG� OHDGHUVKLS� DWWLWXGHV�� 2XU� GLVFXVVLRQV� LGHQWLILHG� WKUHH� GLVWLQFW�
JURXSLQJV�RI� OHDGHU�SHUVSHFWLYHV�� VRPH�H[SHULHQFH�SULRULWLVDWLRQ�GLIILFXOWLHV�� DV�
OHDGHUV�IDLO�WR�VHH�YDOXH��RWKHUV�HQFRXQWHU�XQUHDOLVWLFDOO\�KLJK�H[SHFWDWLRQV��LQ�WKH�
WKLUG�JURXSLQJ��OHDGHUV�VHH�UHFHQW�GDWD�GULYHQ�FDSDELOLWLHV�DV�VLPSO\�D�QHZ�IRUP�
RI� GLJLWDO� WHFKQRORJ\� WR� EH� LQFRUSRUDWHG� LQWR� WKH� RUJDQLVDWLRQ� UDWKHU� WKDQ� DV� D�
IXQGDPHQWDO� FKDQJH� LQ� GLUHFWLRQ� QHHGLQJ� VSHFLILF� OHDGHUVKLS� SULRULWLVDWLRQ²DQ�
HYROXWLRQ�UDWKHU�WKDQ�D�UHYROXWLRQ��7KLV�ODWWHU�FDWHJRU\�ZDV�SDUWLFXODUO\�DSSDUHQW�
LQ�WKH�RUJDQLVDWLRQV�WKDW�KDYH�FRQVLGHUHG�WKHPVHOYHV�GDWD�GULYHQ�IRU�PDQ\�\HDUV��
$QRWKHU�REVHUYDWLRQ� LV�D� ODFN�RI�FOHDU�GLVWULEXWLRQ�RI� UROHV�� UHVSRQVLELOLWLHV�DQG�
DXWKRULW\��0DQ\�VHH�D�QHHG�WR�UHVWUXFWXUH�WKHLU�RUJDQLVDWLRQ��ZLWK�WKH�UHVSRQVLEOH�
XQLW�RIWHQ�UDQGRPO\�SODFHG��,W�FDQ��IRU�H[DPSOH��EH�IRXQG�LQ�WKH�,7��VWDWLVWLFV�RU�
DQDO\VLV�GHSDUWPHQW��

$OO� H[SUHVVHG� WKH� LPSRUWDQFH� RI� WKH� SXEOLF� VHFWRU� $,� IRUXP�� ZKLFK� ZDV�
HVWDEOLVKHG�E\�SUDFWLWLRQHUV�DQG�ZKLFK�VSHFLILFDOO\�GRHV�QRW�SHUPLW�PHPEHUVKLS�
IURP�WKH�SULYDWH�VHFWRU��7KLV�LV�DQ�DUHD�IRU�H[FKDQJH�RI�FRPSHWHQFH�DQG�LV�VHHQ�
DV�D�VDIH�DQG�RSHQ�HQYLURQPHQW�LQ�ZKLFK�WR�OHDUQ�IURP�ERWK�VXFFHVV�DQG�IDLOXUH�

Discussion: The unseen
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LV� OLWWOH�HYLGHQFH�WKDW�SROLF\�DGGUHVVHV�DQ\�LVVXHV�RI�FKDQJLQJ�SRZHU�G\QDPLFV��
:H�FDQQRW�DVFHUWDLQ�IURP�WKH�PDWHULDO�ZKHWKHU�WKH�VLOHQFH�RQ�WKH�SROLF\�OHYHO�LV�
D� FRQVFLRXV� GHFLVLRQ� RU� WKHVH� SRWHQWLDO� FRQVHTXHQFHV� KDYH� VLPSO\� QRW� EHHQ�
FRQVLGHUHG��

7KH�1RUZHJLDQ�SXEOLF�VHFWRU�RSHUDWHV�RQ�WKH�EDVLV�WKDW�LQQRYDWLRQ�KDSSHQV�
DW� WKH� VHFWRUDO� DQG�RUJDQLVDWLRQDO� OHYHO� �'LIL� ������� ,Q� WKH�GDWD�GULYHQ�FRQWH[W��
WKLV� WUDQVODWHV� WR� FHQWUDO� LQLWLDWLYHV� DURXQG� WKH� IDFLOLWDWLRQ� RI� GDWD� VKDULQJ�� EXW�
GDWD�XVDJH�UHPDLQV�WKH�UHVSRQVLELOLW\�RI�WKH�ORFDO�OHYHO��2XU�ILQGLQJV�VKRZ�WKDW��
ZLWK�WKH�H[FHSWLRQ�RI�WKH�$,�IRUXP��DFWLYLWLHV�DUH�LQGHHG�KDSSHQLQJ�ORFDOO\��ZLWK�
QR�FHQWUDO�FRRUGLQDWLRQ��7KHUH�LV�FXUUHQWO\�QR�ZD\�RI�NQRZLQJ�ZKDW�GDWD�GULYHQ�
SURMHFWV� DUH� EHLQJ� SODQQHG� RU�� LQGHHG�� LQ� SURGXFWLRQ�� ZKLFK�� DV� %UDXQHLV� DQG�
*RRGPDQ� ������� ZULWH�� LV� D� PDMRU� WUDQVSDUHQF\� FRQFHUQ�� 7KDW� GDWD�GULYHQ�
SUDFWLFHV� PD\� KDYH� XQLQWHQGHG� VRFLHWDO� FRQVHTXHQFHV� ZDV� UHFRJQLVHG� EXW� QRW�
SUREOHPDWLVHG� E\� PRVW� SUDFWLWLRQHUV�� 7KLV� LV� GXH� ODUJHO\� WR� WKH� IDFW� WKDW� WKHLU�
LQGLYLGXDO�SURMHFWV�PD\�LQGHHG�EH�LQQRFXRXV�DQG�KDYH�PLQLPDO�VRFLHWDO�LPSDFW��
ZKHQ�FRPELQHG��KRZHYHU��³VPDOO´�DQG�IUDJPHQWHG�LQLWLDWLYHV�PD\�DFWXDOO\�KDYH�
D� UHDO� LPSDFW�RQ� WKH� VWDWH�FLWL]HQ� UHODWLRQVKLS��7KH�PDMRULW\�RI� FXUUHQW�SURMHFWV�
DUH� EDVHG� RQ� FRQWURO�� (DFK� RI� WKHVH� FDQ� EH� MXVWLILHG� IURP� DQ� RUJDQLVDWLRQDO�
SHUVSHFWLYH��EXW��ZKHQ�WDNHQ�RQ�D�QDWLRQDO�OHYHO��WKH�TXHVWLRQ�QHHGV�WR�EH�DVNHG�
RI� ZKHWKHU� WKLV� LV� PRYLQJ� LQ� WKH� GLUHFWLRQ� RI� EHWWHU� VHUYLFHV� WR� FLWL]HQV�� DV�
HQYLVLRQHG��RU�FRXOG�VLJQLI\�D�VKLIW�WRZDUGV�PRUH�VWDWH�FRQWURO��

$�GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� EULQJV� WR� WKH� IRUH�PDQ\�RI� WKH� FODVVLF�
TXHVWLRQV�RI�SXEOLF�DGPLQLVWUDWLRQ�WKDW�DUH�WLHG�WR�HTXLW\��DFFRXQWDELOLW\��SROLWLFDO�
OHJLWLPDF\� DQG� ZKDW� LW� PHDQV� WR� EH� D� SURIHVVLRQDO� SXEOLF� DGPLQLVWUDWRU��
FKDOOHQJLQJ�WKHP�LQ�IXQGDPHQWDO�ZD\V��%DUWK�DQG�$UQROG�������%XOORFN�������
9HDOH��9DQ�.OHHN�DQG�%LQQV��������7KHUH�LV�QR�HYLGHQFH�LQ�WKH�GDWD�PDWHULDO�WKDW�
WKH\�DUH�EHLQJ�VHULRXVO\�FRQVLGHUHG�E\�DQ\�VWDNHKROGHUV��)RU�H[DPSOH��TXHVWLRQV�
RI� KXPDQ� DJHQF\� LQ� GHFLVLRQ�PDNLQJ� �/LSVN\� ������ ZHUH� UDUHO\� PHQWLRQHG��
DOWKRXJK�PRVW�SURMHFWV� DUH� H[SHFWHG� WR� UHSODFH� �SDUWV��RI�GLVFUHWLRQDO�GHFLVLRQ��
PDNLQJ��$JDLQ��GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�LV�VHHQ�PDLQO\�DV�D�WHFKQLFDO�RU�
RUJDQLVDWLRQDO� LVVXH� KLQGHUHG� E\� H[LVWLQJ� OHJDO� IUDPHZRUNV�� 0DQ\� GHFLVLRQV�
DURXQG�WKH�LPSOHPHQWDWLRQ�RI�GDWD�GULYHQ�SXEOLF�DGPLQLVWUDWLRQ�DUH�GHOHJDWHG�WR�
GDWD� VFLHQWLVWV�� LQIRUPDWLRQ�PDQDJHPHQW� VSHFLDOLVWV� DQG� DUFKLWHFWV��ZKR� GR� QRW�
KDYH�WKH�H[SHUWLVH�WR�XQGHUVWDQG�WKH�SRWHQWLDO�LPSOLFDWLRQV�IRU�JRYHUQDQFH�RI�WKH�
DGPLQLVWUDWLYH� VWDWH� �%DUWK� DQG� $UQROG� ������� &RXSOHG� ZLWK� WKLV�� WKH� QHXWUDO�
ODQJXDJH� RI� WHFKQRORJ\� LQ� ZKLFK� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� LV� IUDPHG�
RIWHQ� IDFLOLWDWHV� GHVLJQHUV¶� QHJOHFWLQJ� WKH� SURFHVVHV� RI� GHPRFUDF\� DQG�
DFFRXQWDELOLW\��9HDOH��9DQ�.OHHN�DQG�%LQQV��������

7KH�GLVFXUVLYH�FRQWH[W�RI�GDWD�GULYHQ�SXEOLF� DGPLQLVWUDWLRQ� LV� VLJQLILFDQWO\�
VKDSHG� E\� FRUSRUDWH� WHFKQRORJ\� FRPSDQLHV� �$QGUHZV� ������� $OWKRXJK� PRVW�
SXEOLF� VHFWRU� HQWLWLHV� LQ�1RUZD\� HQFRXUDJH� WKH� LQ�KRXVLQJ� RI� FRPSHWHQFH�� WKH�
JURZLQJ� UHOLDQFH�RQ�SULYDWH� VHFWRU� LQIUDVWUXFWXUH�� VXFK�DV�0LFURVRIW�$]XUH� DQG�
$PD]RQ�ZHE�VHUYLFHV��LV�DQ�XQSUREOHPDWLVHG�LVVXH�LQ�WKH�GLVFRXUVH��'DWD�GULYHQ�
SXEOLF� DGPLQLVWUDWLRQ�PLJKW� IXUWKHU� LQWHUWZLQH� WKH� SXEOLF� DQG� EXVLQHVV� VSKHUHV�
DQG� JLYH� WKH� SULYDWH� VHFWRU� LQFUHDVLQJ� FRQWURO� RYHU� SXEOLF� VHFWRU� LQIUDVWUXFWXUH�
DQG� GDWD� �5HGGHQ� ������� 7KLV� LV� IXUWKHU� FRPSRXQGHG� E\� RXU� REVHUYDWLRQ� WKDW�
FLWL]HQV�DUH�EDUHO\� LQFOXGHG� LQ�SURFHVVHV�DW�HLWKHU� WKH�SROLF\�RU� WKH�SUDFWLWLRQHU�
OHYHO�� 7KH� GLVFRXUVH� LV� UHVHUYHG� IRU� SROLWLFLDQV�� SULYDWH� DQG� SXEOLF� VHFWRU�
��



7RZDUGV�D�'DWD�'ULYHQ�3XEOLF�$GPLQLVWUDWLRQ��$Q�(PSLULFDO�$QDO\VLV�RI�1DVFHQW�3KDVH�,PSOHPHQWDWLRQ

µH[SHUWV¶� DQG� RIILFLDOV�� GHVSLWH� UHVHDUFK� ILQGLQJ� WKH� LPPHQVH� LPSRUWDQFH� RI�
SRSXODU�VXSSRUW� LQ�DGPLQLVWUDWLYH�UHIRUP��&DLGHQ��������7KHUH� LV�D�ZLGHVSUHDG�
LPSUHVVLRQ�WKDW�WKH�1RUZHJLDQ�SRSXODWLRQ�KDV�KLJK�OHYHOV�RI�GLJLWDO�OLWHUDF\�DQG�
LV� WKHUHIRUH�DEOH� WR�JUDVS��XVH�DQG�DVVHVV�GDWD�GULYHQ� WRROV��'LJLWDO�FRPSHWHQFH�
PHDVXUHV��KRZHYHU��GR�QRW�PHDVXUH�GDWD�OLWHUDF\��DV�RQO\�WKH�XVH��NQRZOHGJH�DQG�
FRPPDQG�RI�GLJLWDO�VHUYLFHV�LV�PHDVXUHG��.RPSHWDQVH�1RUJH��������7KH�JHQHUDO�
FRPSHWHQFH� UHODWHG� WR� GDWD�GULYHQ� WHFKQRORJ\� LQ� WKH� SRSXODWLRQ� LV� ORZ�� ZKLFK�
PDNHV� LW� GLIILFXOW� WR� LQLWLDWH� SXEOLF� GLVFXVVLRQ�� DOORZLQJ� JUHDWHU� URRP� IRU�
LQIOXHQFH�E\�FRUSRUDWH�LQWHUHVWV��

)HZ� SUDFWLWLRQHUV� UHJDUGHG� HWKLFV� DV� D� PDMRU� FKDOOHQJH� WR� DFW� XSRQ�� 7KLV�
UHVXOW�ZDV�VRPHZKDW�VXUSULVLQJ�JLYHQ�WKH�SRSXODULW\�RI�HWKLFV�LQ�WKLV�GRPDLQ��$V�
ZLWK�RWKHU�DVSHFWV�RI�WKLV�DQDO\VLV��D�QXDQFHG�SLFWXUH�HPHUJHG��:KHQ�FKDOOHQJHG��
PDQ\� KDG� MXVW� VWDUWHG� ZRUNLQJ� DQG� KDG� QRW� \HW� HQFRXQWHUHG� DQ\� HWKLFDO�
GLOHPPDV�� ZKLFK� RIWHQ� VXUIDFH� IXUWKHU� GRZQ� WKH� URDG� RI� GHYHORSPHQW� DQG�
LPSOHPHQWDWLRQ��9HDOH��9DQ�.OHHN�DQG�%LQQV��������:KLOH�SXEOLF�VHFWRU�HQWLWLHV�
ZLWK�VHQVLWLYH�GDWD��VXFK�DV�KHDOWK�GDWD��YLHZ�HWKLFV�DV�D�PDMRU�FKDOOHQJH��WKRVH�
ZLWK�PRUH�WHFKQLFDO�RU�QRQ�VHQVLWLYH�GDWD�VHH�WKLV�DV�OLWWOH�RU�QR�FKDOOHQJH��$JDLQ��
SUDFWLWLRQHUV�VHHP�WR�EHOLHYH�WKDW��RQFH�SULYDF\�DQG�OHJLVODWLRQ�DUH�UHVSHFWHG��WKH�
VROXWLRQ� LV� DXWRPDWLFDOO\� HWKLFDO�� 7KH� FXUUHQW� IUDPLQJ� RI� WKH� SUREOHP� DURXQG�
SHUVRQDO� GDWD� DQG� SULYDF\� OHDYHV� OLWWOH� URRP� IRU� FRQVLGHUDWLRQ� RI� WKH� SRWHQWLDO�
LPSDFW� RI� QRQSHUVRQDO�� V\QWKHVLVHG� DQG� DQRQ\PLVHG� GDWD�� 7KLV� W\SH� RI� GDWD�
RSHUDWHV�RXWVLGH�WKH�VFRSH�RI�GDWD�SURWHFWLRQ�ODZ��$QGUHZ�DQG�%DNHU�������DQG�
LV� ODUJHO\� FRQVLGHUHG� EHQLJQ�� +RZHYHU�� WKHUH� LV� D� JURZLQJ� ERG\� RI� UHVHDUFK�
SRLQWLQJ� WR� WKH� FRQFHUQ� WKDW� WKLV� GDWD� FDQ� VWLOO� KDYH� D� PDMRU� VRFLHWDO� LPSDFW��
$QRQ\PLVHG� DQG� DJJUHJDWHG� GDWD� FDQ� VWLOO� EH� VHQVLWLYH� DQG� SROLWLFDO� �.LWFKLQ�
�������DQG��HYHQ�ZKHQ�DQRQ\PLVHG��EHKDYLRXUDO�GDWD�FDQ�KDYH�LPPHQVH�SRZHU�
WR� LQIOXHQFH� DQG� GLVFULPLQDWH� �=XERII� ������� 7KH� IDFW� WKDW�PDQ\� JRYHUQPHQWV�
SDUWLFLSDWH�LQ�WKH�VKDULQJ�DQG�XWLOLVDWLRQ�RI�WKLV�W\SH�RI�GDWD��$QGUHZ�DQG�%DNHU�
������� WR�ZKLFK�1RUZD\� LV�QR�H[FHSWLRQ�� VXJJHVWV� WKH�QHHG� WR� LQFRUSRUDWH� WKLV�
SHUVSHFWLYH�LQWR�WKH�GLVFRXUVH��

0RVW�DGPLQLVWUDWLYH� UHIRUPV� IDLO�� DV� UHIRUPHUV�DUH�RIWHQ� WRR�RSWLPLVWLF�DQG�
XQUHDOLVWLF�� IDOOLQJ� LQWR� WKH�PDQ\� WUDSV� RI� LPSOHPHQWDWLRQ� �&DLGHQ� ������� 2XU�
ILQGLQJV� DW� WKH� SUDFWLWLRQHU� OHYHO� HFKR� WKRVH� RI�+DJHQGRUII� DQG�:H]HO� ��������
ZKR� SRLQW� RXW� WKDW�� DOWKRXJK� GDWD�GULYHQ� WHFKQRORJLHV� GUDZ� RQ� D� P\WKLFDO�
FKDUDFWHU��WKH\�VWLOO�UHTXLUH�D�VLJQLILFDQW�DPRXQW�RI�KDQGV�RQ�ZRUN�DQG�SURGXFH�D�
YDULHW\�RI�KLGGHQ�FRVWV��7KH�FKDOOHQJHV�RI�LPSOHPHQWDWLRQ�SUHVHQWHG�LQ�WKLV�SDSHU�
DUH� LQWHUZRYHQ� DQG� PXWXDOO\� GHSHQGHQW�� $FWLQJ� XSRQ� RQH� FKDOOHQJH� ZLOO� QRW�
VROYH� DOO� WKH� RWKHUV�� LQ� IDFW�� LW� PLJKW� HOLFLW� RWKHU�� XQIRUHVHHQ� FRQVHTXHQFHV��
+RZHYHU�� WKH� SXEOLF� VHFWRU� DQG� SROLF\� GLVFRXUVH� DUH� RIWHQ� FRQFHUQHG� ZLWK�
FKDOOHQJHV�LQ�LVRODWLRQ�UDWKHU�WKDQ�ZLWK�LQWHUGHSHQGHQW�LVVXHV�WR�FRQVLGHU��7KHVH�
ILQGLQJV� WKHUHIRUH� FKDOOHQJH� WKH� RIWHQ�GHWHUPLQLVWLF� FKHFN� ER[� DSSURDFK� DV�
HPEUDFHG�E\�SROLF\PDNHUV��LQGXVWU\�DQG�SUDFWLWLRQHUV��'DWD�GULYHQ�SUDFWLFHV�DUH�
QRQOLQHDU� DQG� DPELJXRXV�� DGPLQLVWUDWLYH� UHIRUP� D� G\QDPLF� SURFHVV�� $V� WKH�
LQVWDOOHG�EDVH�RI�SXEOLF�DGPLQLVWUDWLRQ�LV�IUDJPHQWHG�DQG�YDULHV�KLJKO\�ZLWKLQ�WKH�
VHFWRU�� WKLV� LQGLFDWHV� WKDW� WKHUH� LV�QR�RQH�VL]H�ILWV�DOO� VROXWLRQ� WR� WKH�FKDOOHQJHV�
WKDW�SXEOLF�HQWLWLHV�IDFH��7KH�VHFWRU¶V�ZRUN�LWVHOI�LV�ERWK�HQDEOHG�DQG�OLPLWHG�E\�
WKH�ERWWRP�OLQH�RI�FUHDWLQJ�SXEOLF�YDOXH�DQG�SXEOLF�PDQGDWHV��2QH�PLJKW�DUJXH�
WKDW�WKHVH�FKDOOHQJHV�DUH�XQVHHQ�EHFDXVH�WKHLU�LPSOLFDWLRQV�DUH�QRW�LPPHGLDWHO\�

��
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��

YLVLEOH�� SDUWLFXODUO\� ZKHQ� VRFLDO� VFLHQWLVWV�� SXEOLF� DGPLQLVWUDWLRQ� VFKRODUV� DQG�
FLWL]HQV�DUH�QRW�LQYROYHG�

Conclusion
7KLV�SDSHU�DVNV�WKH�RYHUDOO�UHVHDUFK�TXHVWLRQ�RI�ZKDW�FKDOOHQJHV�DUH�HQFRXQWHUHG�
DQG� SUREOHPDWLVHG� LQ� D� QDVFHQW� SKDVH� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ�
LPSOHPHQWDWLRQ� 6WXG\LQJ WKH SUDFWLFDO H[SHULHQFH RI LPSOHPHQWLQJ�
DGPLQLVWUDWLYH�UHIRUP�DQG�JUDVSLQJ�WKH�FKDOOHQJHV�RI�FRQWHPSRUDU\�JRYHUQPHQW�
SURYLGH SUDFWLWLRQHUV� UHVHDUFKHUV DQG SROLF\PDNHUV ZLWK ³UHDO�ZRUOG´�
H[SHULHQFH� RI� WKH� JUDQG� LGHD� RI� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ� DQG� KHOS� WR�
URRW�GLVFXVVLRQV�DERXW� WKH�³ZKDW´�� ³KRZ´�DQG�³ZKHUH� WR´�ZLWKLQ� WKH� VHWWLQJ�RI�
SXEOLF�DGPLQLVWUDWLRQ��7KHUH�LV�D�GLVWLQFW�ODFN�RI�UHVHDUFK�LQ�WKLV�DUHD��,W�LV�FUXFLDO�
WR� LQFUHDVH� WKLV� LQ� RUGHU� WR� PDLQWDLQ� LQWHJULW\� LQ� ZKDW� LV� D� SDUDGLJP� VKLIW� IRU�
SXEOLF�DGPLQLVWUDWLRQ�DQG� WR�H[SDQG�UHVHDUFK�EH\RQG� WKH�8.�DQG�86�FRQWH[WV��
%\� OD\LQJ� EDUH� WKH� FRPSOH[LW\� LQYROYHG� LQ� GDWD�GULYHQ� SXEOLF� DGPLQLVWUDWLRQ�
LPSOHPHQWDWLRQ�� ZH� HQGHDYRXU� WR� ZKHW� WKH� DSSHWLWH� RI� SXEOLF� DGPLQLVWUDWLRQ�
VFKRODUV� WR� HQJDJH�PRUH� GHHSO\� DQG� WR� SURYLGH� LQVLJKWV� IRU� SROLF\PDNHUV� DQG�
SXEOLF�VHUYDQWV�DOLNH��ZKLFK�KHUHWRIRUH�PD\�QRW�KDYH�EHHQ�YLVLEOH��

.HHSLQJ� WUDFN� RI� WKH� RQJRLQJ� GDWD�GULYHQ� WUDQVIRUPDWLRQ� RI� VRFLHW\��
GHWHUPLQLQJ� LWV�SRWHQWLDO� VRFLDO� LPSOLFDWLRQV�DQG� ILQGLQJ�DSSURSULDWH� VRFLDO� DQG�
OHJDO� UHVSRQVHV� SURYH� WR� EH� FKDOOHQJLQJ� �.LWFKLQ� ������� 7KLV� SDSHU� DGRSWV� D�
SUDFWLFH� DSSURDFK� WR� WKH� SKHQRPHQRQ�� IRFXVLQJ� RQ� ERWK� WKH� LQVWLWXWLRQV� DQG�
SUDFWLWLRQHUV� FXUUHQWO\� ZRUNLQJ� RQ� LWV� UHDOLVDWLRQ� LQ� WKH� 1RUZHJLDQ� FRQWH[W��
+LJKOLJKWLQJ� WKH� FKDOOHQJHV� UHTXLULQJ� DFWLRQ� DV� LGHQWLILHG� E\� SUDFWLWLRQHUV�� ZH�
FRQWH[WXDOLVH�WKH�H[SHULHQFH�RI�SXEOLF�VHFWRU�DFWRUV�ZLWKLQ�SROLF\�DQG�UHVHDUFK�LQ�
WKH� ILHOG��:H� GLVFXVV� XQVHHQ� LVVXHV� WKDW� DUH� VLPSO\� HLWKHU� QRW� RQ� WKH� UDGDU� RU�
FRQVLGHUHG� LQFRQVHTXHQWLDO��6HWWLQJ� WKLV� DPELJXLW\� WLHG� WR�GDWD�GULYHQ�SUDFWLFHV�
ZLWKLQ� WKH� EURDGHU� SROLF\� DQG� UHVHDUFK� FRQWH[W� GUDZV� D� FRPSOH[� SLFWXUH� RI�
WHFKQLFDO�� RUJDQLVDWLRQDO�� UHJXODWRU\� DQG� FXOWXUDO� LVVXHV�� ZKLFK� EHDUV� PXFK�
UHVHPEODQFH�WR�HDUOLHU�UHVHDUFK�RQ�DGPLQLVWUDWLYH�UHIRUP��:KDW�ZH�FDQ�REVHUYH�
LV�WKDW��ZKHQ�HPEDUNLQJ�RQ�WKHLU�MRXUQH\�WR�GHSOR\�WKHVH�WHFKQRORJLHV�WR�DFFHVV�
DQG� XWLOLVH� WKH� ³JROGPLQH´� RI� GDWD�� GHWHUPLQLVWLF� YLHZV� DQG� K\SH� WLHG� WR� GDWD��
GULYHQ� SUDFWLFHV� DW� WKH� SROLF\� OHYHO� RIWHQ� IDOO� DSDUW� ZKHQ� DSSOLHG� WR� SROLWLFDO��
QRLV\�� VWUHVVIXO�� FRPSOH[� DQG� FRQWHVWHG� GHSOR\PHQW� VHWWLQJV�� VXFK� DV� SXEOLF�
DGPLQLVWUDWLRQ��9HDOH��9DQ�.OHHN�DQG�%LQQV��������

8QGHUVWDQGLQJ� WKH� LQWHUSOD\� RI� ERWK� VHHQ� DQG� XQVHHQ� FKDOOHQJHV� DQG� WKH�
SUDFWLFDO� H[SHULHQFHV� RI� SXEOLF� VHFWRU� SUDFWLWLRQHUV� FDQ� FRQWULEXWH� WR� D� EURDGHU�
XQGHUVWDQGLQJ� RI� WKH� SKHQRPHQRQ�� $� KROLVWLF� DSSURDFK� DW� D� SROLWLFDO��
DGPLQLVWUDWLYH�DQG�VRFLHWDO� OHYHO�ZLOO�KHOS� WR� IUDPH� WKH�GLVFXVVLRQ�DQG�EURDGHQ�
WKH�SHUVSHFWLYH�EH\RQG�WKH�FXUUHQW�IRFXV��7KH�HPSLULFDO�DFFRXQW�JLYHQ�KHUH�GRHV��
WKRXJK��DOVR�KDYH� WKHRUHWLFDO� LPSOLFDWLRQV�IRU� WKH�ILHOG�RI�SXEOLF�DGPLQLVWUDWLRQ�
UHIRUP��7KH� OLPLWDWLRQV�RI� WKLV� VWXG\� LQFOXGH� LWV� VPDOO� VDPSOH� VL]H� �GXH� WR� IHZ�
RUJDQLVDWLRQV� KDYLQJ� HPEDUNHG� RQ� WKH� GDWD�GULYHQ� MRXUQH\��� DQG� LW� GRHV� QRW�
IROORZ� WKH� FURVV�LPSOHPHQWDWLRQ� SURFHVV� RYHU� WLPH�� ,PSOHPHQWDWLRQ� LV� KLJKO\�
FRQWH[W� GHSHQGHQW�� DV� VKRZQ� LQ� WKLV� DQDO\VLV�� WKH� ILQGLQJV� WKHUHIRUH� FDQQRW� EH�
JHQHUDOLVHG� IRU� DOO� SXEOLF� VHFWRU� UHIRUPV�� KRZHYHU�� WKH\� SURYLGH� DQ� LQWHUHVWLQJ�
VWDUWLQJ�SRLQW� IRU�IXUWKHU�UHVHDUFK��7KH�XQVHHQ�LVVXHV�DV�GLVFXVVHG� LQ� WKLV�SDSHU
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DQG� WKH� FRQWHVWHG� FRQFHSW�RI� WKH�GDWD�GULYHQ�SXEOLF� VHFWRU� DUH�SDUWLFXODUO\� ULSH�
IRU� IXUWKHU�UHVHDUFK�� ,W� LV�EH\RQG�WKH�VFRSH�RI� WKLV�SDSHU� WR�HYDOXDWH�VXFFHVV�RU�
IDLOXUH�� ZKDW� LV� FOHDU�� KRZHYHU�� LV� WKDW� LPSOHPHQWDWLRQ� DSSURDFKHV� FXUUHQWO\�
VWUXJJOH� WR� XQGHUVWDQG� DQG� DSSUHFLDWH� WKH� FRPSOH[LW\� RI� WKH� FKDOOHQJH��
,PSOHPHQWDWLRQ� LV� D� ORQJ�� DUGXRXV� DQG� XQFHUWDLQ� SURFHVV� �'H/HRQ� �������
KRZHYHU��JLYHQ�WKDW� WKLV� LV�VWLOO� LQ�WKH�QDVFHQW�SKDVH�� WKHUH�LV� WLPH�WR�DGMXVW� WKH�
FRXUVH�
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3ROLF\�DQG�$GPLQLVWUDWLRQ����ௗ����ௗ������ௗௗ�

5HGGHQ�� -�� ������� 'HPRFUDWLF� JRYHUQDQFH� LQ� DQ� DJH� RI� GDWDILFDWLRQ�� /HVVRQV�
IURP� PDSSLQJ� JRYHUQPHQW� GLVFRXUVHV� DQG� SUDFWLFHV��%LJ� 'DWD� 	� 6RFLHW\��
�������������

5XSSHUW��(���(��,VLQ�	�'��%LJR��������'DWD�SROLWLFV��%LJ�'DWD�	�6RFLHW\�����������
���

6FKHL�� $�� ������� -XO\� ���� .XQQVNDSVGHSDUWHPHQWHW� EHU� ,%� U\GGH� RSS� L�
NDUDNWHUURW�� 5HWULHYHG� IURP� KWWSV���NKURQR�QR�NXQQVNDSVGHSDUWHPHQWHW�EHU��
LE�U\GGH�RSS�L�NDUDNWHUURW���������

6XQ�� 7�� 4�� 	�5�� 0HGDJOLD� ������ௗ0DSSLQJ� WKH� FKDOOHQJHV� RI� DUWLILFLDO�
LQWHOOLJHQFH LQ WKH SXEOLF VHFWRU� (YLGHQFH IURP SXEOLF�
KHDOWKFDUH�ௗ*RYHUQPHQW�,QIRUPDWLRQ�4XDUWHUO\����ௗ����ௗ���������

7XSDVHOD�� $��� .�� 6QHOO� 	�+�� 7DUNNDOD� �������7KH� 1RUGLF� GDWD� LPDJLQDU\�ௗ%LJ�
'DWD�	�6RFLHW\���ௗ����ௗ������

8EDOGL�� %��� )�� *RQ]DOH]�=DSDWD� 	�0�� 3�� %DUELHUL� �������'LJLWDO� *RYHUQPHQW�
,QGH[ ���� 5HVXOWV� 5HWULHYHG IURP KWWS���ZZZ�RHFG�RUJ�JRY�GLJLWDO��
JRYHUQPHQW�LQGH[��GH�I�EE�HQ�KWP��

YDQ�'LMFN�� -�� �������'DWDILFDWLRQ��GDWDLVP�DQG� GDWDYHLOODQFH��%LJ� GDWD� EHWZHHQ�
VFLHQWLILF�SDUDGLJP�DQG�LGHRORJ\��6XUYHLOODQFH�	�6RFLHW\�������������������

YDQ�2RLMHQ�� &���%�� 8EDOGL� 	� %�� :HOE\� ������ௗ$� GDWD�GULYHQ� SXEOLF� VHFWRU��
(QDEOLQJ� WKH� VWUDWHJLF�XVH�RI�GDWD� IRU�SURGXFWLYH��LQFOXVLYH�DQG� WUXVWZRUWK\�
JRYHUQDQFH�ௗ2(&'� :RUNLQJ� 3DSHUV� RQ� 3XEOLF� *RYHUQDQFH�ࣟ���ௗ2(&'�
3XEOLVKLQJ��

9HDOH��0���0��9DQ�.OHHN�	�5��%LQQV��������)DLUQHVV�DQG�DFFRXQWDELOLW\�GHVLJQ�
QHHGV� IRU� DOJRULWKPLF� VXSSRUW� LQ� KLJK�VWDNHV� SXEOLF� VHFWRU� GHFLVLRQ��
PDNLQJ��3URFHHGLQJV� RI� WKH� ����� &+,� &RQIHUHQFH� RQ� +XPDQ� )DFWRUV� LQ�
&RPSXWLQJ�6\VWHPV�������

:DJHQDDU��+��	�0��:RRG��������7KH�SUHFDULRXV�SROLWLFV�RI�SXEOLF�LQQRYDWLRQ��
3ROLWLFV�DQG�*RYHUQDQFH�ௗ����������������

:LOOLDPVRQ��%���������.QRZLQJ�SXEOLF�VHUYLFHV��&URVV�VHFWRU�LQWHUPHGLDULHV�DQG�
DOJRULWKPLF JRYHUQDQFH LQ SXEOLF VHFWRU UHIRUP�ௗ3XEOLF 3ROLF\ DQG�
$GPLQLVWUDWLRQ����ௗ����ௗ��������ௗ
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Appendix A: Survey template
���,Q�ZKLFK�RUJDQLVDWLRQ�DUH�\RX�HPSOR\HG"�>)UHH�WH[W�TXHVWLRQ@�

���:KDW�MRE�FRGH�WLWOH�GR�\RX�KDYH"�>)UHH�WH[W�TXHVWLRQ@�

��� ,Q� \RXU� RSLQLRQ�� KRZ� GDWD�GULYHQ� LV� \RXU� RUJDQLVDWLRQ� LQ� UHODWLRQ� WR� RWKHU�
DFWRUV� LQ� WKH�SXEOLF� VHFWRU"�3OHDVH�DQVZHU� WKLV� RQ�D� VFDOH�RI� �� WR�����ZLWK����
EHLQJ�YHU\�GDWD�GULYHQ�DQG���EHLQJ�PLQLPDOO\�GDWD�GULYHQ��>/LNHUW�VFDOH@�

��� ,Q� \RXU� RSLQLRQ�� KRZ� KLJKO\� SULRULWLVHG� LV� $,�GDWD� VFLHQFH� LQ� \RXU�
RUJDQLVDWLRQ"� 3OHDVH� DQVZHU� WKLV� RQ� D� VFDOH� RI� �� WR� ���� ZLWK� ��� EHLQJ� KLJKO\�
SULRULWLVHG�DQG���EHLQJ�QRW�SULRULWLVHG��>/LNHUW�VFDOH@�

���+RZ� LV� WKH�ZRUN�ZLWK� $,�GDWD� VFLHQFH� RUJDQLVHG�ZLWKLQ� \RXU� RUJDQLVDWLRQ"�
+HUH�� H[DPSOHV� RI� DQVZHUV� DUH� �QRW� H[KDXVWLYH��� WKH� ,7� GHSDUWPHQW�� WKH�
VWDWLVWLFV�DQDO\VLV� GHSDUWPHQW�� LQWHJUDWHG� DFURVV� WKH� RUJDQLVDWLRQ�� >)UHH� WH[W�
TXHVWLRQ@�

���:KR�DUH� WKH�PDLQ�$,�PRGHO�GHYHORSHUV� IRU� \RXU�RUJDQLVDWLRQ"�>'URS�GRZQ�
OLVW@�

D��0DLQO\�LQ�KRXVH�VWDII�
E��$SSUR[LPDWHO\�������FRQVXOWDQWV�DQG�VWDII�
F��0DLQO\�KLUHG�FRQVXOWDQWV�
G��2WKHU�

���+RZ�IDU�KDV�\RXU�RUJDQLVDWLRQ�SURJUHVVHG�LQ�WKH�ZRUN�ZLWK�$,�GDWD�VFLHQFH"�
>'URS�GRZQ�OLVW@�

D��6WDUWLQJ�WR�WKLQN�DERXW�XVLQJ�LW�
E��3ODQQLQJ�SKDVH�
F��6WDUW�XS�SKDVH�
G��7HVWLQJ�
H��3URGXFWLRQ�
I��2SHUDWLRQ�PDQDJHPHQW�

���)ROORZ�XS�WR�����D��:KDW�DUH�\RX�FRQVLGHULQJ�XVLQJ�$,�GDWD�VFLHQFH�IRU"�>)UHH�
WH[W�TXHVWLRQ@���E��:KDW�DUH�\RX�SODQQLQJ�WR�XVH�$,�GDWD�VFLHQFH�IRU"�>)UHH�WH[W�
TXHVWLRQ@���F��:KDW�LV�$,�GDWD�VFLHQFH�XVHG�IRU�LQ�\RXU�RUJDQLVDWLRQ"�>)UHH�WH[W�
TXHVWLRQ@�

��� %HORZ� DUH� D� QXPEHU� RI� SRWHQWLDO� UHDVRQV� IRU� XVLQJ�$,�GDWD� VFLHQFH�� 3OHDVH�
UDQN�WKHP�IURP�PRVW�LPSRUWDQW��KLJKHVW��WR�OHDVW�LPSRUWDQW��ERWWRP���>5DQNLQJ@�

D��0RUH�HIILFLHQW�GHFLVLRQ�PDNLQJ�SURFHVVHV�
E��%HWWHU�TXDOLW\�DQG�WLPHOLQHVV�LQ�GHFLVLRQV�
F��0RUH�SUHFLVH�SUHGLFWLRQV

:LUW]��%��:��� -��&��:H\HUHU�	�&��*H\HU� ������ௗ$UWLILFLDO� LQWHOOLJHQFH� DQG� WKH�
SXEOLF�VHFWRU²$SSOLFDWLRQV�DQG�FKDOOHQJHV�ௗ,QWHUQDWLRQDO�-RXUQDO�RI�3XEOLF�
$GPLQLVWUDWLRQ����ௗ����ௗ��������ௗௗ�

<HXQJ��.���������$OJRULWKPLF�UHJXODWLRQ��$�FULWLFDO�LQWHUURJDWLRQ��5HJXODWLRQ�	�
*RYHUQDQFH���������������

=XERII��6��������ௗ7KH�$JH�RI�6XUYHLOODQFH�&DSLWDOLVP��7KH�)LJKW�IRU�WKH�)XWXUH�
DW�WKH�1HZ�)URQWLHU�RI�3RZHU�ௗ�3URILOH�%RRNV�ௗ/RQGRQ�



+HDWKHU�%URRPILHOG�DQG�/LVD�5HXWWHU

Questions 
��� :KDW� LV� \RXU� QDPH� DQG� MRE� WLWOH�� DQG� ZKDW� DUH� \RX� ZRUNLQJ� ZLWK� LQ� \RXU�
RUJDQLVDWLRQ"�

��

G��,QFUHDVHG�XVHU�RULHQWDWLRQ�
H��,QFUHDVHG�LQQRYDWLRQ�DQG�EXVLQHVV�GHYHORSPHQW�
I��,QFUHDVHG�HPSOR\HH�VDWLVIDFWLRQ�
J��5HGXFHG�FRVWV

����%HORZ�DUH�D�QXPEHU�RI�SRWHQWLDO�FKDOOHQJHV�DURXQG�WKH�DGRSWLRQ�RI�$,�LQ�WKH�
SXEOLF�VHFWRU��3OHDVH�UDWH�KRZ�ODUJH�WKH�FKDOOHQJH�LV�IRU�\RXU�RUJDQLVDWLRQ�RQ�D�
VFDOH�IURP���WR����ZLWK���EHLQJ�QR�FKDOOHQJH�DQG���EHLQJ�D�YHU\�ODUJH�FKDOOHQJH��
>/LNHUW�VFDOH@�

D��7HFKQLFDO�LQIUDVWUXFWXUH�
E��(WKLFV�
F��2UJDQLVDWLRQDO�FXOWXUH�
G��$FFHVV�WR�GDWD�
H��'DWD�TXDOLW\�
I��3ULYDF\�DQG�VHFXULW\�
J��$QDO\WLFV�FRPSHWHQFH�
K��/HJDO�DQG�UHJXODWRU\�IUDPHZRUN
L��&LWL]HQV¶�LQVHFXULW\�DQG�ZLOOLQJQHVV�WR�DFFHSW�$,�GDWD�XVH
M��8QFHUWDLQW\�DURXQG�ZKDW�$,�FRXOG�EH�XVHG�IRU�LQ�WKH�RUJDQLVDWLRQ�
N��/DFN�RI�IXQGLQJ�
O��3UHVVXUH�IURP�PDQDJHPHQW�WR�GHOLYHU�
P��)HDU�RI�GRZQVL]LQJ�LQ�WKH�RUJDQLVDWLRQ

����$UH�WKHUH�RWKHU�FKDOOHQJHV�ZKHQ�XVLQJ�$,�GDWD�VFLHQFH�LQ�\RXU�RUJDQLVDWLRQ"�
>)UHH�WH[W�TXHVWLRQ@�

����'R�\RX�KDYH�D�SURMHFW�DFWLYLW\�LQ�WKH�$,�GDWD�VFLHQFH�DUHD�WKDW�\RX�ZRXOG�OLNH�
WR� WHOO� XV� DERXW� VR� WKDW� ZH� FDQ� VKDUH� LW� ZLWK� RWKHUV"� 3OHDVH� JLYH� D� VKRUW�
GHVFULSWLRQ�RI�WKH�SURMHFW�DFWLYLW\��>)UHH�WH[W�TXHVWLRQ@�

����:RXOG�\RX�RU�DQ\RQH�HOVH�LQ�\RXU�RUJDQLVDWLRQ�EH�ZLOOLQJ�WR�EH�LQWHUYLHZHG�
E\� XV"� :H� DUH� ORRNLQJ� IRU� LQVLJKWV� LQWR� ZKDW� WKH� SXEOLF� VHFWRU� QHHGV� LQ� WKH�
$,�GDWD�VFLHQFH�ILHOG��><HV�1R@�

D��&RQWDFW�LQIRUPDWLRQ�>)UHH�WH[W�TXHVWLRQ@�

���� 'R� \RX� KDYH� DQ\WKLQJ� HOVH� \RX� ZRXOG� OLNH� WR� DGG� RU� FRPPHQWV� RQ� WKLV�
TXHVWLRQQDLUH"�>)UHH�WH[W�TXHVWLRQ@

Appendix B: Interview guide
7KH� JXLGH� IROORZHG� D� JHQHUDO� DSSURDFK�� ZLWK� D� QXPEHU� RI� FRPPRQ� TXHVWLRQV�
SRVHG�WR�HDFK�LQWHUYLHZHH�EDVHG�RQ�WKH�VXUYH\�TXHVWLRQV��ZKLFK�DUH�IRXQG�EHORZ��
$Q� LQGLYLGXDO� JXLGH�ZDV�� KRZHYHU�� SUHSDUHG� IRU� HDFK� RUJDQLVDWLRQ�� DGDSWHG� WR�
WKH� UHVSRQVHV� WKDW� ZHUH� PDGH� LQ� WKH� VXUYH\�� +HUH�� ZH� PDGH� FRPPHQWV� RQ�
LQWHUHVWLQJ� LVVXHV� WR� IROORZ� XS� ZLWK� WKH� LQWHUYLHZHH�V��� :H� SUHVHQWHG� WKH�
UHVSRQVHV�WR�WKH�LQWHUYLHZHHV�DQG�HQFRXUDJHG�WKHP�WR�HODERUDWH�DQG�H[SODLQ�WKHLU�
MXVWLILFDWLRQV�IRU�WKH�UHVSRQVHV�
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2. In your opinion, how data-driven is your organisation in relation to other 
actors in the public sector? 

a. Why did you position your organisation here? 
b. What does it mean to your organisation to become data driven? 

3. In your opinion, how highly prioritised is AI/data science in your 
organisation? 

4. How is the work with AI/data science organised within your organisation? 
a. Why is the work organised this way? 

5. Who are the main AI model developers for your organisation? 
a. Why did the organisation choose to place the responsibility here? 

6. How far has your organisation progressed in the work with AI/data science? 
a. What are you currently planning to use this technology for, or what is it 
already used for? 
b. Do you have a project/activity in the AI/data science area that you would 
like to tell us about? 

7. In the survey, you ranked potential reasons for using AI/data science in your 
organisation. Can you elaborate on this ranking? 

a. Are there any other reasons that you would like to add? 

8. Graph: Here we presented the interviewee(s) with the graph of their results 
measured against the average of the AI forum and encouraged them to discuss 
each of the challenges and justifications as to their ranking. They were asked to 
elaborate on each of the challenges. 

a. Are there other challenges when using AI/data science in your 
organisation? 
b. Would you like to discuss challenges in a specific project? 

9. Is there anything else you want to discuss or bring up?

97

Notes
1. https://ntnuopen.ntnu.no/ntnu­xmlui/handle/11250/2634733



 

 

 

 



137 

 

 

 

[Paper 3]  

In Search of the Citizen in Public Administration 

Datafication 
 

This paper is co-authored with Heather Broomfield and published in Big Data & Society (2022) 

9(1):1-14. 

 





In search of the citizen in the datafication
of public administration

Heather Broomfield1 and Lisa Reutter2

Original Research Article

Big Data & Society

January–June: 1–14

© The Author(s) 2022

Article reuse guidelines:

sagepub.com/journals-permissions

DOI: 10.1177/20539517221089302

journals.sagepub.com/home/bds

Abstract
The administrative reform of the datafied public administration places great emphasis on the classification, control, and

prediction of citizen behavior and therefore has the potential to significantly impact citizen–state relations. There is a

growing body of literature on data-oriented activism which aims to resist and counteract existing harmful data practices.

However, little is known about the processes, policies, and political-economic structures that make datafication possible.

There is a distinct research gap on situated and context-specific empirical research, which critically interrogates the

premises, interests, and agendas of data-driven public administration and how stakeholders can impact them. This

paper therefore studies the conditions of participation in public administration datafication. It asks the overall research

question of how citizens are problematized and included in policy and practitioner discourse in the datafication of public

administration. The paper takes Norway as its case and applies Cardullo and Kitchin’s scaffold of smart citizen participa-

tion at the system level. It makes use of a unique empirical insight into the field, consisting of a survey, interviews, and an

extensive document analysis. Unexpectedly, we find that citizens and civil society are rarely engaged in this administrative

reform. Instead, we identify a paternalistic, top-down, technocratic approach where the context, values, and agendas of

datafication are obscured from the citizen.

Keywords
Public administration, datafication, citizen participation, civil society, Norway, artificial intelligence

Introduction
Citizens are increasingly faced with datafied services in
their interactions with public administration (Misuraca
and van Noordt, 2020). This paradigm shift in the public
sector is leading to profound changes in the way modern
public administration learns about, engages with, and
responds to citizens (Redden, 2018; Dencik et al., 2019).
This paper asks the overall research question: How are
citizen perspectives problematized and included in policy
and practitioner discourse in the datafication of public
administration? It examines both who was consulted in
the policy-making process guiding this administrative
reform and the discourse within the resulting policy and
among practitioners in the field. Taking Norway as our
case, we perform an empirical investigation to obtain a
better understanding of how, where, and when citizens
are included in this process. We apply a multi-method
approach, which includes a content analysis of key policy
documents and a secondary analysis of data from surveys
and interviews with practitioners. Datafication research, as
with administrative reform itself, is still in a nascent
phase in both Norway and beyond (Broomfield and

Reutter, 2021). This provides an opportunity to investigate
datafication in the making and contribute to the critical
understanding of who datafication serves, what is intended
to be optimized and for whom, and who gets to decide
(Ruppert et al., 2019; Zuboff, 2019; Crawford, 2021).

The datafied and disempowered citizen is an important
object of investigation (Gabrys, 2019; Hintz et al., 2019).
Early research on the role of citizens in digitalization has
been predominantly framed around the idea of citizen
empowerment, due to increased possibilities for participa-
tion and the enabling of new interactions between citizens,
and citizens and the state (Mossberger et al., 2007; Chun
et al., 2010). However, this research fails to grasp the com-
plexity of how data are used to categorize, classify, and
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profile citizens’ activities and behavior (Hintz et al., 2019).
Data activism studies have come to the fore in recent years.
This field investigates how citizens react to and resist prob-
lematic data practices (Meng and DiSalvo, 2018;
Lehtiniemi and Ruckenstein, 2019), rather than studying
the conditions of participation in the production and imple-
mentation of datafication. To understand the emergence of
the datafied citizen, Barassi (2019: 426) stresses that “we
have much to gain if we focus on process, on the multiple
ways in which individuals are being turned into datafied
citizens, on the policies and political-economic structures
that make this datafication possible.” Consideration is
needed around how state–citizen relations are configured
through datafication with the premises, interests, and
agendas demanding to be critically interrogated in context
(Dencik et al., 2019). Critical data studies have paid scant
attention to the experiences and negotiations of non-expert
citizens living with data (Kennedy et al., 2020). Some
empirical research is emerging, such as that by van
Zoonen (2020), who found in a case study of Dutch muni-
cipalities that datafication often escapes democratic
decision-making, and that citizens as key stakeholders are
not actively informed, let alone invited to participate. This
paper contributes to this literature.

Norway is a particularly interesting case to investigate.
Datafication lies at the heart of the future imagery of the
Nordic welfare state (Kaun and Dencik, 2020). The
Norwegian government has collected vast amounts of
data on the population for decades, and it is stressing the
enormous value and untapped potential of this perceived
goldmine (Difi-rapport, 2018: 7). “Data is the new oil”
has become a powerful metaphor in a country currently in
search of something to replace its massive oil sector.
There is widespread trust in government, which “intersects
with the popular belief that technological progress is inev-
itable, apolitical, and problem free” (Sandvik, 2020: 2).
Participation is also a fundamental component of the
Norwegian welfare state. Corporatist and consensual
decision-making, which relies upon the inclusion of societal
stakeholders, in addition to academics, public servants, and
the private sector, is deemed to be a key element in the con-
struction and implementation of policy (Christiansen et al.,
2010).

A recent study of the participatory turn in Norwegian
public administration has found clear indications of
citizen inclusion and grassroots involvement in climate
change, energy, family, and gender policy fields (Krick
et al., 2019). One would expect this to be replicated in the
datafication field. However, during a preliminary analysis
of our data, we found the citizen to be virtually absent.
This triggered a secondary analysis to study how citizen
perspectives are problematized and included in policy and
practitioner discourse—from a system-level perspective.
We situate the case within Cardullo and Kitchin’s (2019)
scaffold of smart citizen participation, as it provides an

analytical framework to discuss citizens’ roles, the nature
of their involvement, and the underlying discourse at
several levels of public administration. Our findings
expose an unexpected dearth of citizen participation in
both the planning and implementation of the datafied
public administration in Norway.

Prior to introducing the analytical framework and
research design of the paper, we further elaborate on the
concepts of a datafied public administration and citizen par-
ticipation. This allows us to frame the problem and high-
light what is at stake. The analysis then provides
empirical insights into the inner workings of public sector
datafication. This paper then culminates in a discussion of
the role and agency of citizens in this process.

Background and previous research:
data-driven public administration
and citizen participation
The production and recirculation of data interests those who
exercise power. It is therefore irresistible to the modern state
and its executive powers of public administration (Ruppert
et al., 2019). The modern state and data are already insep-
arably interwoven, as the availability of statistical informa-
tion is a condition and necessity for any democracy
(Desrosières, 1998). Data accumulation and recirculation
in ever more aspects of citizens’ lives beyond statistics is,
however, a more recent phenomenon. The logic of datafica-
tion is envisioned to be integrated as a key component of
how decisions about citizens are made across their social,
political, economic, and cultural participation, disrupting
the social world in all its forms (Kennedy, 2018; Hintz
et al., 2019). While digitalization refers to a process of con-
verting analog information into binary code so it can be pro-
cessed by computers, datafication describes the process of
quantifying every aspect of the world so that it can be ana-
lyzed (Mayer-Schönberger and Cukier, 2013). Public
administration datafication aims to promote the idea of
data as an asset to be integrated into policy making,
service delivery, organizational management, and innov-
ation (van Ooijen et al., 2019).

Datafication is predominantly associated with big-tech;
however, the powerful and pervasive imaginaries asso-
ciated with it penetrate both the private and public sector
(MayerMayer-Schönberger and Cukier, 2013). This paper
situates datafication beyond big-tech and within the realm
of public administration. It regards datafication as a socio-
technical process characterized by the ever-growing utiliza-
tion of advanced methods to analyze and recirculate data
(Kitchin, 2017). Datafication operates with the logic of cat-
egorization, classification, scoring, and selecting (Dencik
et al., 2019). Recirculating government data is a prerequis-
ite. Marrying public and private data is a further ambition.
This is both an extension of previous data practices and a
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profound change, as data is now imagined to drive decision-
making in all aspects of public administration in ever more
complex ways. It is built on the overall ideological founda-
tion of dataism—a belief in data as the enabler of a better,
more effective, and objective society (van Dijk, 2014).
This is a paradigm shift, bringing with it a new form of
knowledge production (Yeung, 2020). While the concept
of New Public Management (NPM) focused on the integra-
tion of private sector management ideas into public admin-
istration, datafication is primarily concerned with a reform
of knowledge production practices and algorithmic forms
of ordering. Huge amounts of data and complex analysis
promise a supposed ability to reveal a hidden mathematical
order to the world that is superior to direct experiences
(McQuillan, 2018; Dencik et al., 2019).

The datafied public sector is far from a benign instru-
ment, leading to the grand realization of the ever-elusive
efficient and effective public administration. Citizens are
increasingly surveilled and governed, with data speaking
for and about individual lives, extending beyond individual
choice or control (Barassi, 2019). Data collection, storage,
retrieval, and analysis make objects and subjects visible,
enhancing the ability of public administration to under-
stand, predict, and control (Hintz et al., 2019). Providing
public administration with a golden view of society and
empowering the state (Dencik et al., 2019). Data are not
mere representations but instead generative of new power
relations, which “may seriously erode capacity for demo-
cratic participation and individual flourishing” (Yeung,
2017: 119).

Citizen participation in public administration is a well-
established research field that studies how democratic
societies have increasingly involved citizens in policy pro-
duction and implementation (Roberts, 2004; Bingham et al.,
2005). Some researchers purport that multi-actor collabor-
ation in the form of co-creation is filling the void left
after the demise of NPM in Europe (Ramaswamy and
Ozcan, 2014; Torfing et al., 2019). As Mellouli et al.
(2014) pointed out, smart government requires engagement
with citizens and interactive processes, both among citizens
and between citizens and government, to create and imple-
ment public policies and decisions in a transparent and
responsible manner. Concern is, however, voiced about
data imaginaries and the role of citizens in Nordic data
visions (Tupasela et al., 2020). Healthy state–citizen rela-
tions in democracies rely on the ability of citizens to scru-
tinize and challenge public sector decisions and processes,
which according to Kaun and Dencik (2020) is increasingly
threatened by datafication. There are several studies on par-
ticipation in smart city projects (e.g. Benouaret et al., 2013;
Berntzen and Johannessen, 2016); however, a distinct
research gap remains in the broader context of datafication
of public administration.

Citizens are increasingly concerned with how data are
used and in which contexts (Kennedy et al., 2020). There

is a growing body of literature around data activism
where citizens react to and resist harmful data practices
(Milan, 2016). This form of activism is primarily reactive,
based on bottom-up initiatives largely concerned with
how citizens can influence existing systems that have
already produced negative outcomes (Beraldo and Milan,
2019). It also relies on technology and data experts and
therefore tends to be dominated by elites (Kennedy,
2018). Critical data studies have paid scant attention to
the experiences and negotiations of non-expert citizens
living with data (Kennedy et al., 2020). One exception is
Van Zoonen (2020), who, in her study on Dutch municipal-
ities, found that “despite the municipal goals of dialogue
and self-direction, a top-down practice of control is emer-
ging, which has its roots in the notion of ‘data steering’
and which leaves no space for citizens or other stake-
holders” (2020: 4). As datafication has the potential to
impact state–citizen relations, it is vital to investigate how
both non-expert citizens and their representatives in the
form of civil society, as key stakeholders, are envisioned
by and engaged with during the entire process—from
policy production to implementation.

Analytical framework
This paper studies the degree to which citizens are included
and able to challenge the premises, interests, and agendas of
datafication (Dencik et al., 2019) by (a) examining who was
consulted in the policy-making process and (b) the dis-
course within resulting policy and among practitioners in
the field. A number of models across different disciplines
could be used to assess and investigate these questions,
including analysis of spaces of participation (Cornwall,
2002) and investigations of participation as communicative
action, where citizens’ understanding of their decision-
making power is assessed (Chang and Jacobson, 2010).
As this paper requires an analytical framework that encom-
passes both the nature of citizen involvement itself and pro-
blematizations, we have chosen to situate the Norwegian
public sector datafication process within Cardullo and
Kitchin’s (2019) scaffold of smart citizen participation.
This builds upon Arnstein’s (1969) ladder of participation,
providing a typology of citizen roles, the form and nature of
citizen involvement, and the political discourse underlying
datafication efforts. We treat participation as a situated prac-
tice, framing citizens’ possibilities with reference to actual
political, social, and practical particularities rather than
idealized notions of democratic practice (Cornwall, 2002).

Cardullo and Kitchin’s (2019) scaffold provides this
paper with a candid analytical base fromwhich to investigate
and discuss the conditions of participation in the datafication
of the Norwegian public administration. We adapt the scaf-
fold by applying it to study different levels of public admin-
istration. Rather than concentrating on specific projects, we
investigate how citizens are included and problematized
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during the policy production process and the implementa-
tion phase. This allows us to produce a contextualized cri-
tique of an administrative reform that is circulated and
enacted throughout the public administration, as recom-
mended by both Barassi (2019) and Dencik et al. (2019).

The scaffold (Table 1) has four levels of participation, as
elaborated by Cardullo and Kitchin in the following ways.

First, non-participation affords citizens limited rights
and possibilities for changing outcomes. Instead, they are
nudged and steered toward certain behaviors, perceived as
users, patients, and learners, and reduced to data points.
Services are delivered on their behalf and supported by a
strong technocratic paternalistic impulse. Citizens are
neither included in nor consulted about how datafication
processes are formulated, produced, and deployed. They
are often subjected to new forms of governance that
further dissolve transparent and democratic processes, due
largely to the proliferation of hybrid configurations in the
form of public–private agencies, new administrative units,
and “experts,” which often operate beyond the state.

Second, consumerism encompasses the idea of the
citizen as a consumer with a restricted range of control,
selecting from a marketplace of a limited number of prede-
termined services. If citizens are consulted, it is in the form
of feedback to specific pilots or products, thus tweaking
existing designs. Consumerism is enabled by strong techno-
cratic framing.

Third, tokenism consists of a lower form of sharing,
informing, and shaping decision-making, intended to
create transparency and accountability. Information is,
however, predominantly unidirectional and shared only
after key decisions are made. In its higher form, tokenism
consists of placation and consultation. Citizens are given
a voice via active feedback and participation in user
testing. Placation is then about citizens suggesting alterna-
tives with some ability to reshape plans and actions.

Tokenism largely reproduces the dominant interests of
public administration and follows a predetermined course.

Fourth, citizen power is about the redistribution of
power from those in control to citizens, where communities
can negotiate and engage in datafication processes during
the planning and execution phase, and citizens are provided
with platforms to resolve differences.

These concepts form the basis of our analysis.

Methodology
A situated analysis of datafication allows researchers to
understand underlying social mechanisms as well as the
imaginaries of agents responsible for datafication (Dencik,
2020). Using interviews, a survey, and document analysis,
we adopted a multi-method approach to answering the
overall research question of how citizens are included and
problematized in policy creation processes and practitioner
discourse in Norway (see Table 2).

The first part of the research consisted of an analysis of
policy-making processes, which aimed to ascertain how
national datafication policy has been produced and who
was consulted in the process, thus investigating how citi-
zens were included. The method section of each document
and the accompanying official information on the relevant
web pages were collected and analyzed. These documents
were selected because they are either central national data-
fication policy documents or vital inputs to policy, provid-
ing the foundation from which datafication is framed and
actualized in Norway. A list and description of the docu-
ments can be found in Appendix A.

The second part of the research investigated the dis-
course in the field to understand how citizens are problema-
tized and envisioned. Both policy and practitioner
discourses were central. Some of the material analyzed
was initially collected to map the public sector’s work
with data-driven technology.1 The empirical account
given in this paper is based on an in-depth secondary ana-
lysis, which consists of a survey (n= 35) answered by prac-
titioners in 26 public organizations and follow-up
interviews with 12 entities (see Appendixes B and C).
Practitioners who provided input to this study are system-
level rather than street-level bureaucrats, as most activity
can be observed here. The survey and interview sample
consists of entities that operate at different administrative
levels and vary in size, therefore presenting a diverse set
of cases. Intelligence agencies were not included. Survey
and interview responses were recruited from an informal
public sector artificial intelligence (AI) practitioners’
network. The aim of the initial study was to obtain an under-
standing of how different public sector entities engage in
new data practices and the challenges that practitioners
encounter. Respondees were not asked directly about how
they included citizens in their work, as the data was not ini-
tially collected for the purpose of this paper. While it could

Table 1. Adapted and condensed scaffold of smart citizen

participation (Cardullo and Kitchin, 2019).

Political

discourse/

Form and level of participation framing Modality

Citizen power Citizen Rights, social/ Bottom-up

control political

Delegated citizenship,

power commons

Partnership Participation,

Tokenism Placation co-creation Top-down

Consultation Civic

Information engagement

Consumerism Choice Capitalism,

market

Non-participation Therapy Stewardship,

Manipulation technocracy,

paternalism
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be argued that this affects the reliability of the material, we
believe that this strips the interviews of socio-political
desirability, as the survey and interviews were intended to
map the actual practice of datafication.

Part 2 of the research included an analysis of key policy
documents. This paper made use of an explorative and
abductive analysis process, going back and forth between
data and literature, and adding new data to further extend
our understanding of citizen participation. The analysis was
conducted in three stages. Stage 1 consisted of a general
content analysis of the interview material. All mentions of
users, citizens, clients, or residents were identified and ana-
lyzed within the context. In addition, all survey answers
were screened for these concepts. Upon discovering the scar-
city of the terms citizen or residence, we extended the content
analysis to policy documents in Stage 2. Stage 3 then com-
bined all data and analyzed its content in relation to
Cardullo and Kitchin’s scaffold and the key concepts of user-
centric and needs-based approaches.

The Norwegian context
The Norwegian welfare state is built on the principles of
solidarity, equality, participatory democracy, and the pro-
tection of vulnerable citizens. Corporative pluralism,
where collaboration with externals and interdependent
decision-making with interest organizations and business
representative organizations, is deemed fundamental to
policy making (Rokkan, 1966). This model encourages
the inclusion of civil society and organized interests in
both policy-making and implementation. There are regular-
ized procedures for public participation in the formulation
of new measures. The scale, scope, and rigor of consultation
between interest groups and the political executive is a dis-
tinguishing feature of decision-making in the Nordics
(Arter, 2004). Hybrid advisory public committees’ assem-
bling a range of different agents, such as academics, stake-
holders, and civil servants, are an important feature for
conflict resolution, knowledge production, and “input dem-
ocracy” (Christiansen et al., 2010). Corporatism has come
under threat in recent decades due to a reduction in the
number of corporative institutions and increased lobbyism
in the political sphere, where private-sector interests

dominate (NOU, 2003:19). A recent white paper on civil
society (Meld. St. 10 (2018–2019) reaffirms and strength-
ens its role as a vital actor in public sector decision-making.
It describes civil society as a direct participant in policy
development, with a key role in protecting and strengthen-
ing civil rights and as a contributor to the development of
norms and values, particularly when society is undergoing
change.

The Nordics are regarded as data goldmines with
massive amounts of high-quality granular data on citizens.
This data collection practice emerged at the formation of
the welfare state for decision-making purposes and to
improve health and living conditions (Tupasela et al.,
2020). There are hundreds of data registers, collecting
data in areas such as tax, health, education, births, crime,
and social security. Citizens are legally obliged to provide
data. The personal number assigned either at birth or at
the point of immigration follows individuals from the
cradle to the grave (Frank, 2000). Most agencies use this
number as the primary key to link datasets (Hovde
Lyngstad and Skardhamar, 2011). Large amounts of “data
exhaust” gleamed from digital interactions with the state
are also collected. Public trust has given scope to expanding
operations for data collection in recent decades (Tupasela
et al., 2020). Data sharing is currently controlled by a
strict and complex regulatory regime, with ongoing
efforts to simplify this to break down the data silos and
enable datafication.

The Norwegian public sector is large and fragmented.
There are strict organizational, sectoral, and geographic
boundaries where entities operate with a high degree of
autonomy. A strategic body (SKATE) was founded to
further public sector digitalization cooperation, and the
Norwegian Digitalization Agency (Digdir) was established
as a catalyst for the digitalization of the public sector. The
responsibility for national digitalization policy lies with
the Ministry of Local Government and Modernization
(KMD), supported by Digdir.

Analysis: toward a datafied public
administration
During a preliminary analysis of survey responses, we were
intrigued by the discovery that practitioners ranked citizens’
insecurity and willingness to accept AI/data use below all
but one of the other challenges (see Figure 1). This pro-
voked the question of how and when citizens are included
in public administration datafication. Upon further investi-
gation, we identified merely four mentions of the term “resi-
dent” or “citizen” in the interview material, contrasting with
79 occurrences of the terms “client/customer” or “user.”
This triggered our secondary analysis of the material and
an investigation of policy and its production to ascertain
the conditions of citizen participation. The results are pre-
sented below.

Table 2. Multi-method research design to study policy

production process, and policy and practitioners’ discourse.

Part 1: Process Part 2: Discourse

Method section of strategy and

policy documents (n= 5)

Official webpages describing

policy production

Survey (n= 35)

Follow-up interviews with

public entities (n= 12)

Key policy documents and

reports (n= 5)
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This is structured into three sections. First, we investi-
gate the policy production process, asking who was con-
sulted and exploring the main outcomes. Second, we
focus on the discourse in policy and the practicing field,
concentrating on the omnipresent concepts of user-centric
and needs-based approaches. Finally, we analyze the idea
of “doing the best for society,” often referenced by practi-
tioners. This analysis provides us with a basis from which
to answer the research question of how citizen perspectives
are problematized and included in policy and practitioner
discourse.

Policy production and its output
Policy documents play a crucial role in laying the founda-
tions for public sector datafication. The production
process presents an intriguing object of investigation.
Norwegian policy-making is deemed to be characterized
by decision-making that is corporative, consensual, and
integrative (Arter, 2004). In this section, we trace whether
this is the case for the development of datafication policy.

The Digital Agenda of 2016 marked a paradigm shift
when data recirculation became central to digitalization

policy. An OECD report (2017) came hot on its heels,
claiming the existence of untapped potential in
Norwegian government data. These documents were instru-
mental in sparking the intensification of datafication in
Norway, as evidenced by four major national datafication
and digitalization policy actions in as many years. We
investigate the process of producing these documents to
determine how they were developed and who was
engaged and consulted. Table 3 provides an overview of
our findings.

The data sharing concept phase document (KVU) laid
the foundation for many data policy prioritizations, particu-
larly the digitalization strategy. It boasts of an extensive
needs analysis to ensure that its proposed actions are
rooted in user needs. Consultations were, however,
limited to input from the private and public sector. We
cannot find any attempt to engage directly with civil
society or citizens. The process around the digitalization
strategy paints a similar picture; four workshops for needs
gathering were conducted, and over 300 people attended.
There is no list of attendees publicly available; however,
Difi states that “municipalities, county municipalities,
state bodies and private companies from all over the

Figure 1. Perceived challenges to act upon, survey.
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country signed up” (Difi-rapport, 2018, 7). We found no
reference to civil society involvement or any evidence
that effort was made to engage with them as stakeholders.

In the AI strategy, we again found proclamations of an
inclusive needs gathering phase. Events organized by the
KMD were targeted at the public sector, the private
sector, and the technical AI research community. One
event was organized by a trade union. Workshops were sup-
plemented by a formal open consultation. Analysis of the
responses shows that citizen and employee representatives
made up a mere 12% of the submissions. The consultation
was in Norwegian, which would have hindered input from
international civil society organizations active in this field.

The latest policy initiative is the White Paper for
Data-Driven Economy and Innovation. It is premised on
the assertion that data is a vital resource and must be
further invested in as a source of innovation, new business
models, and the improvement of existing digital services
(KMD, 2021). The public sector, private sector, and educa-
tion providers were invited to targeted events. The public
consultation garnered a response pattern similar to the AI
strategy. Two studies were commissioned: one from an
expert group on “data sharing in the private sector,” and
the other from a law firm on whether there could be a
legal requirement for the public sector to share data. The
expert group was comprised solely of representatives
from the private sector and technical AI research communi-
ties (Ekspertgruppen, 2020). The law firm, in agreement
with the KMD, consulted exclusively with the private and
public sectors (Kluge Advokatfirma, 2020: 7). Despite the
flurry of activity in recent years, only one hybrid public
advisory committee has been planned to provide input,
despite these being central to Norwegian consensual demo-
cratic deliberation (Krick and Holst, 2021). This committee
will look at data-sharing regulations, with the aim of
increasing data sharing from the public sector (KMD,
2021: 69).

By analyzing discourse in documents, we found that
datafication is framed in overwhelmingly positive terms,
envisioned to improve public services and spur value

creation in the private sector. It is deemed key to dealing
with the growing complexity of society and a variety of eco-
nomic and societal threats to the Norwegian welfare model.
Economic assertions that the value of data is at least akin to
that of oil, rely heavily upon a study (Menon, 2019),
commissioned by the Confederation of Norwegian
Enterprise (NHO), which is Norway’s largest business rep-
resentative body. As the following statements depict, there
is a discernible sense of urgency, with data not just seen as a
major driver for domestic economic growth and an antidote
to shrinking public coffers, but also as the solution to ensur-
ing sustainability, understanding demographics, and
growing the green economy.

We know that Norway will be affected by an aging popula-
tion, climate change and increased globalization, and that
we must work smarter and more efficiently to maintain
competitiveness and the level of welfare in the years to
come. Digitalization and new technology are the key to
achieve this—and artificial intelligence will be central
(KMD, 2020).

The government wants Norway to take advantage of the
opportunities inherent in data for increased value creation,
more workplaces, and an efficient public sector. Better util-
ization of data is important if Norway is to succeed in the
transition to a more sustainable society and a greener
economy (KMD, 2021).

According to policy documents, datafication is both
necessary and inevitable. Recirculation of vast amounts of
data within and between the public and private sectors is
seen as a prerequisite. Strengthening cooperation with the
private sector to realize improved and more effective ser-
vices and to lay the foundations for innovation is highly
prioritized. The private sector is considered a partner to
fulfill the roles of supplier of data-driven tools, co-creator
of public services, user of public data, and data provider
to the public sector. The private sector has been consider-
ably involved in the policy development process.

Table 3. Stakeholder engagement in Norwegian datafication policy-making.

2018 2019 2020 2021

Data sharing concept Public sector Artificial intelligence (AI) Whitepaper for data-driven
phase document digitalization strategy strategy economy and innovation
(KVU) 2019–2025

Engagement with 50 4 workshops with 300+ 11 events for the private sector, public 3 events targeted at the public

sector, private sector, and

education providers.

stakeholders from the attendees from the private sector, and technical AI research

private and public sector. and public sector. community; and 1 event organized

by a trade union.

No open consultation No open consultation Open consultation, 51 submissions, Open consultation, 48

3 from citizen representatives, and

4 from trade unions.

submissions, 2 from trade unions,

3 from civil society, and 2 from

individuals.
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Conversely, civil society and citizens are underrepresented
in the material. The citizen fills one role, as a “user” of ser-
vices, as discussed below.

User-centric and needs-based approaches
As the previous section shows, we failed to find evidence
that insights into citizen needs and perspectives are pro-
duced through widespread engagement at the policy level.
Yet citizens are presented as a demanding entity, apparently
requesting faster, better, and more efficient services to be
enabled by datafication. In this section, we concentrate on
the discourse in policy and the practicing field, focusing
on the omnipresent concepts of “user-centric and needs-
based approaches.” The term “user” is not reserved for citi-
zens, as Norwegian policy defines users as “residents, vol-
untary, private, and public sectors” (KMD, 2019: 12).

User needs and placing the user at the center is seen as a
major transformation for the Norwegian government and is
a thread that runs through all digitalization policies since the
Digital Agenda. The digitalization strategy states, “The user
in the center is one of five key priorities in the Digital
Agenda for Norway. The goal being that the user shall
experience their encounter with the public sector to be
coherent and effective, as one digital public sector”
(KMD, 2019: 12). In this context, we can trace the
origins of a discursive turn from citizen to user/customer,
now pervasive throughout the sector and clearly apparent
in the data. One interviewee stated that the focus on custo-
mers changes the way they work and refocuses attention
toward the user experience. “If we say customers, we
treat them a little differently […] we have a slightly differ-
ent mindset. So, we say what can we do now? What kind of
machine learning case can we implement to improve the
customer experience for our customers?” (Informant C).

A valid question from which to start is: What needs are
being prioritized and attributed to the “user” to justify datafi-
cation, and from where do they originate? Justification is
based on the premise that users are frustrated by a fragmented
digital public service offering, which is not on par with ser-
vices from the private sector. The origin of this is based on
two studies performed for KMD by private market research
companies, upon which the digitalization strategy relies
heavily. The first, a quantitative study, found the following:

A total of 58 per cent of the population and 64 per cent of
business owners responded that they were satisfied with the
public digital services. In the population, 30 per cent
responded that they believed that digitalization should
increase, 44 per cent that the current level was sufficient,
and 13 per cent that digitalization had gone too far
(KMD, 2019: 14).

These results are hardly a resounding assertion of discon-
tent, with the majority expressing satisfaction with the

status quo. Statistics such as the number of users of
digital public services are included to justify demands.
The other study was qualitative and found that the “user”
wants “contact with the public sector that is fast, efficient
and friction-free and that there is demand for, among
other things, digital seamlessness between public organiza-
tions” (Kantar, 2019). The study questioned users regarding
existing services and rule-based automation. Data-driven
services were not explored. The study also found that few
are concerned about the misuse of data by the public
sector. This is relatively unsurprising, given the narrow
scope of digitalization addressed. How, why, or on what
premise the public sector should pursue datafication was
not problematized.

We also discovered that many of the identified needs do
not originate from direct engagement with citizens but
from the public sector itself. Despite their connotations, user-
centric needs-based approaches do not require citizen partici-
pation. The National Digitalization Council (2020) gives
guidance that “one must stop to think about the user and
start to think like the user.” When asked how public entities
approach datafication, we discovered that practitioners them-
selves are an important source of the “demanding user” who
needs to be served. The actual end-user is often absent during
the needs gathering phase. Instead, they are an imagined
entity—user stories and customer journeys abound. One
interviewee stated that “of course we all have user stories,
and we follow them up in development and so forth”
(Informant B). Another said, “This is really just kind of
brainstorming. Coming up with lots of ideas, good ideas
that are good for the citizens, or our customers in this case,
then this is very good, I think so, at least.” The interviewee
went on to say, “This is what we mean, to give a better cus-
tomer journey, better customer experience, user experience
and all that” (Informant C). Several interviewees struggled
to find demand for datafication from domain experts
and street-level bureaucrats within their organization
(Broomfield and Reutter, 2021). Needs then predominantly
originated from data workers who placed themselves in the
dual roles of end-user and supplier.

How, then, does the concept of user-centricity manifest
itself? In short, user-centricity is about a solution rather
than a process. Seamless services have been designated as
the epitome of user-centric service delivery. The digitaliza-
tion strategy states that user-centricity will be achieved
through the development of seamless services based on life
events, such as a “baby being born” (KMD, 2019: 16).
Anticipatory services will be provided proactively, giving
timely and personalized information and support while
ensuring that data is easily accessible for all users.
Everything is to be streamlined across organizational bound-
aries. Datafication is deemed a prerequisite for their realiza-
tion: “Public sector shall exploit the potential of sharing and
using data to create user-friendly services” (KMD, 2019: 4).
Silos are to be torn down, allowing data to ebb and flow
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across the public sector and, where relevant, also between the
public and private sectors for co-creation of services.

We found examples of participation in seamless ser-
vices. However, this is reserved for individual services.
An example here is the “death and inheritance” service,
which established 71 user needs from a broad mapping
phase (Digdir, 2021). This mapping was conducted late in
the process after many fundamental decisions had been
made. A consultation was reserved for those who had
been directly impacted by this particular life event.
Citizens and civil society were not actively consulted on
broader issues around datafication, such as where and
how it should be applied, what should be prioritized,
whether datafication is the optimal solution, and to what
extent it should be implemented. Instead, those decisions
were taken on their behalf.

Doing the best for society
Asserting that citizens are absent from datafication discourse
in Norway would be an oversimplified account of the matter.
As we have shown, citizens as both a discursive and actual
participating entity are rarely engaged with in the early
phases; however, they are considered. We frequently heard
the phrase in interviews: “This should of course be done
for the best of society.” In this section, we dig deeper to
ascertain what this might mean and how it manifests itself.

It was apparent during interviews that practitioners see
their work as benefiting society. Much of this perspective
translates to creating efficiencies and providing improved
and seamless user experiences. One interviewee stated,
“Everything we do is about being more effective. We
must use less money and make lives easier for our custo-
mers” (Informant D). As one might expect, this mirrors
what is mandated by policy. Few reflected critically
beyond these issues. An exception here was a group of
interviewees who raised the challenge of societal responsi-
bility. One interviewee stated that it is very difficult to know
how far to go because “Society needs to be in agreement
with itself as to what it wants” (Informant E), to which a
colleague agreed and elaborated, stating that, “This is way
over our heads.” As broader issues are neglected at the
policy level, this pushes the responsibility for the interpret-
ation of critical societal issues down to the organization and
practitioner to interpret on a case-by-case basis.

Policy and practitioners also advocate for a variety of
rights that need to be safeguarded in the recirculation of
data, the guiding principle being that public bodies “shall
share data when it can and protect data when it must”
(KMD, 2019: 20). The idea of individual control and
privacy is central here. Control issues are proposed to be
solved by tools such as virtual assistants, which will give
citizens insight into and control over their data (KMD,
2019: 16). Providing citizens with oversight on their data
selves may contribute to legitimizing the recirculation of

data and give a false sense of control. Non-sensitive data
is also deemed unproblematic to recirculate and proclaimed
to be in the best interest of the economy and society to share
as open data. The potential for harm with this data is unex-
plored in the data. The lack of attention to this is of particu-
lar concern in the Norwegian data context, given the
immense amounts of data that can be linked across regis-
ters. Even when anonymized, this can give deep insights
into the population (Kitchin, 2014).

Policy and practitioners are not ignorant of challenges.
Many of the submissions to the AI Strategy’s consultation
raised issues such as transparency, protection of public
values, and the need to temper techno-optimism among
politicians. The AI strategy regularly mentions ethics and
refers to some challenges for the public sector, such as
bias and explainability, but fails to further this discussion.
Digdir and the Data Protection Authority are earmarked
to provide guidance in this area, but this is still not forth-
coming over 2 years after publication. Ethics scored low
in the survey (Figure 1), with interviews exposing a
general perception that if it’s legal, it’s ethical, and if it’s
legal, it’s responsible. Many judged ethics to be irrelevant
when working with non-sensitive data. Pertinent issues
such as democratic oversight and the potential to change
citizen–state relationships are not mentioned (Broomfield
and Reutter, 2021) with no discussion around the potential
for unforeseen consequences that many other jurisdictions
have experienced (Alston, 2019; Gesley, 2020).

The digitalization strategy states that “The public sector
shall be digitalized in a transparent, inclusive, and trust-
worthy way” (KMD, 2019: 8). Openness is regarded as
important by practitioners, with one interviewee stating,
“It’s not like we’re doing something all hush, hush in the
back room. Everything is very transparent.” The current
openness regime is premised on citizens having both the
competence and capacity to investigate and assess. The
Norwegian population is believed to be digitally competent
relative to other countries. This is measured by questions
such as “Did you access service X online?” or “Have you
opened a word file lately?” (Kompetanse Norge, 2018).
Given the complexity involved in datafication, it is unlikely
that such competence is a sufficient basis for non-expert citi-
zens to scrutinize the public sector. Beyond encouraging
uptake of the introductory “Elements of AI” course, we
found no actions to deal with the new demands that datafica-
tion brings to the openness regime.

Discussion: conditions of participation
in a datafied public administration
How are citizen perspectives problematized and included in
policy and practitioner discourse in the datafication of public
administration? Public sector datafication has the potential to
substantially change power dynamics between citizen and
state, as it enhances the state’s ability to classify, control,
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and predict citizen behavior, with the digital profiling of citi-
zens emerging as a central action (Barassi, 2019; Hintz et al.,
2019). Therefore, it is crucial to investigate the conditions of
participation for citizens and civil society in its production
and implementation. Applying Cardullo and Kitchin’s
(2019) framework to analyze overall discourse in the field,
lifts the critique of datafied public administration to a
system level and away from assessing single projects.

A recent study of the participatory turn in Norwegian
public administration has found clear indications of citizen
inclusion and grassroots involvement in climate change,
energy, family, and gender policy fields (Krick et al.,
2019). However, we find that this is not the case in the data-
fication domain. Citizens seem to be positioned within the
“golden view” as passive stakeholders, often unable to
engage with or challenge decisions that govern their lives
(Dencik et al., 2019). This is despite great significance
being placed on user-centric and needs-based approaches.
If citizens are engaged, it is only at the latter stages, and if
they belong to a specific user group, and they are not
involved in many fundamental decisions. This would be
akin to town planners developing a town plan together
with builders and colleagues in the public sector and
putting this forward to politicians without any public consult-
ation around how the entire town will look. Possible alterna-
tives for buildings and their use are never open for public
debate but are pre-decided based on imagined user stories
and builders’ and architects’ needs. Individuals are only
invited into specific discussions on a particular building if
they are deemed a potential “user” of that actual building.
The architecture for Norway’s datafied existence is decided
on behalf of rather than together with society.

We found that civil society is rarely actively included by
policy makers and practitioners regarding datafication,
despite civil society being regarded as a vital actor in
Norwegian democracy and considered crucial in policy pro-
duction and the stimulation of debate during societal change
(Meld. St. 10 (2018–2019)). In addition, the OECD (2017)
has given clear recommendations to include civil society to
bring different perspectives into the datafication discussion.
The lack of involvement of civil society can perhaps be
neatly explained away by the fact that there are few civil
society actors in this field in Norway. There are, however,
many international organizations, such as Access Now and
Algorithm Watch, which could have been approached to
provide a different perspective. There was no such hindrance
to direct invitations for input to international companies such
as Google, Microsoft, and IBM. This is an unexpected
finding, as the Norwegian corporate model has a long trad-
ition of including civil society and trade unions in policy
and implementation processes (Christiansen et al., 2010).

Similar to van Zoonen’s (2020) study in the Netherlands,
we found datafication to be heavily influenced by internal
public sector partnerships, leadership decisions, and close
cooperation with the private sector, rather than by democratic

processes and citizen participation. The private sector is
actively involved in both design and implementation,
regarded not only as a potential user or supplier of services
but also as a partner and co-creator. This engagement is
obvious in the resulting policy prioritizations. The private
sector is a vital actor in the Norwegian corporatist state
model; however, so too are other stakeholders. A variety of
threats to the model have been identified, such as a more
pluralist society, organized lobbyism, and increased experti-
zation (Krick et al., 2019). Datafication is portrayed as a
highly specialized topic with strong private-sector interests
seeking to influence policy making. We found that only
one hybrid committee has been proposed. There has also
been minimal engagement with the broader academic com-
munity beyond the technical academic AI community.

Datafication, therefore, becomes a particular example of the
erosion of the corporatist model. A debate seems unwelcome,
with only cheerleaders for the positive imaginaries of datafica-
tion invited to dine at the table. As Mergel et al. (2018) point
out, there is a substantial difference between commercial enter-
prises driven by a financial bottom line and the ambiguous and
multifaceted public sector, which has the bottom line of creat-
ing public value. Cooperating predominantly with the private
sector can limit what questions are raised, considered, and
prioritized (Redden, 2018; Brauneis and Goodman, 2019).
This further contributes to invoking an idea of a corporate/gov-
ernment inside with power and in control, and a disempowered
and unknowing citizenry outside in the datafication of society.
Datafication can lead to an increased blurring of the lines
between the private and public sectors, even in countries
such as Norway, where this divide has traditionally been
strong (Crawford, 2021).

It could be argued that direct citizen involvement is
unnecessary, as public servants can represent the citizen.
They are, after all, ‘users’ of public services themselves and
can, as the Digitalization Council recommends, “think like
the user.” However, this is fraught with difficulty. First, as
Cardullo and Kitchin (2019) point out, we are seeing a prolif-
eration of technical and management experts, such as data
scientists, project managers, and architects. Social scientists
and public administration experts, who may be better
equipped to consider broader societal questions, are rarely
included (Broomfield and Reutter, 2021). Second, datafication
affects citizens differentially (Kennedy, 2018). Public servants
are hardly representative of society at large and are unlikely to
be the most impacted by datafication. Thirdly, the rhetoric
around datafication may make it difficult for public servants
to raise concerns. Fear of being dismissed as resistant to
change, disloyal to the cause, or unpatriotic, as Sandvik
(2020) experienced when questioning the Covid-19 app, are
all factors that could hamper internal debate. We were
unable to investigate whether there was internal resistance to
policy development, as most internal policy production corres-
pondence relevant for this paper falls outside of Freedom of
Information legislation.
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Taking Cardullo and Kitchin’s (2019) framework into
account, we find that the discourse in the field remains
largely instrumental and paternalistic. This is surprising
and a clear digression from the inclusive corporatist
model, which despite coming under threat, is still loyally
adhered to in many other domains of Norwegian policy
making. Datafication policy is produced through a
top-down approach of non-participation. During implemen-
tation, and particularly the design of services, participation
may extend to consumerism and tokenism. We did not
detect any attempt to facilitate citizen power. Citizens and
civil society actors were virtually absent in the planning
and decision-making processes.

The predominant user-centric approach seems little more
than a re-branding of top-down technocratic efforts of datafi-
cation (Kitchin, 2014). The discursive turn from a citizen to a
user is itself entangled with changing power relationships
and fits into the overall paradigm of NPM and the reconstruc-
tion of citizens as consumers. It can be argued that the idea of
the citizen as a user breaks with the disempowered welfare
state client, as it attempts to strengthen citizen relations
with the public sector and signals that people are given
more influence over services (Langergaard, 2014;
Sørensen, 2000). Conversely, it can be argued that users/cus-
tomers have different rights and relations to the welfare state
than citizens, as citizenship is associated with agency and
responsibility (Mik-Meyer and Villardsen, 2012). The user
is expected to accept asymmetrical power dynamics, often
taking a passive role, dependent upon services, and given
little agency other than how services might be designed
(Gubrium and Järvinen, 2013). Blurring the lines between
these concepts runs the risk of eroding the political and
democratic conditions of public administration. This is
further complicated by merging civil society, citizens, and
the private sector into the single term of “user” in the
Norwegian context (KMD, 2019). Early research on citizen
participation predicted an increase in the direct involvement
of citizens in democratic societies as they become more
decentralized, interdependent, linked by ICTs, and chal-
lenged by ‘wicked problems’ (Roberts, 2004). This has,
however, not transpired in the datafication of public admin-
istration in Norway. Imagining the user is not citizen involve-
ment; it is neither participation nor co-creation. The idea of
user-centered datafication remains largely tokenistic, with
public administration owning and controlling all projects or
co-creating them with the private sector.

Framed in overwhelmingly positive terms, datafication in
Norway is regarded as necessary, inevitable, and steeped in
opportunity. The analysis shows that technology and data
are not regarded as objects entangled with power by practi-
tioners and policymakers. Their political dimension is
simply not acknowledged, echoing the academic fields’
concern of presenting data-driven technology as neutral and
apolitical entities (Crawford and Boyd, 2012; McQuillan,
2018). This becomes a materialization of dataism, which

fosters a belief in data as the enabler of a better and more
effective and objective society and, therefore, it is rarely ques-
tioned by involved parties (van Dijck, 2014).

Conclusion
This paper investigates how citizen perspectives are proble-
matized and included in policy production and practitioner
discourse in the datafication of public administration. It
applies Cardullo and Kitchin’s (2019) framework, extending
it beyond smart cities to a system-level investigation of
citizen participation. This serves to improve our understand-
ing of how individuals are being turned into datafied citizens
and the policies and political-economic structures that are
making the datafication of the public sector possible
(Barassi, 2019). We observe a paternalistic and top-down
technocratic approach to citizen engagement in this adminis-
trative reform. Non-participation is particularly apparent at
the policy level. We identify some tendencies toward con-
sumerism and tokenism at the practitioner level; however,
we fail to identify any evidence of citizen power.
Bottom-up initiatives or grassroots contestations of datafica-
tion become difficult when the process itself is kept afar, and
the discourse is paternalistic. Citizens and civil society are
reduced to passive but demanding “users” to be served by
the public sector. This is in direct contrast to the active
engagement with the private sector during all phases—
from policy production through to implementation.

This case study is limited in size; however, the system-level
investigation highlights the importance of situated and
context-specific approaches to public administration datafica-
tion. Further research is needed to deconstruct the inner work-
ings of this administrative reform and the rationalities and
processes behind it. Research should also investigate the inter-
section of the seemingly incompatible public administration
paradigms of “datafication” and citizen participation.

The context, values, and agendas of datafication are
often obscured from citizens. A crucial question is: Are citi-
zens actively encouraged to discuss or challenge the datafi-
cation of public administration beyond how individual
services might impact them? In short, the answer is “no.”
We find that they are not regarded as stakeholders or parti-
cipants. Civil society is not invited to configure datafication
beyond a few open calls for input. Citizens are neither
included nor able to challenge the political rationalities
shaping their datafied lives through institutionalized or
more informal channels of participation. A public debate
around datafication is deemed unnecessary in many
Nordic countries (Snell and Tarkkala, 2019). Efforts seem
to bypass democratic processes. The inclusive corporatist
model so fundamental to Norwegian democracy is disinte-
grating in the datafication domain, as the socio-technical
imaginary of data-driven public administration is presented
as both inevitable and uncontestable.
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Appendix A: Overview over key policy documents in the 

field of public administration datafication in Norway 
(Paper 3) 
 

Title and date   Produced by/Ordering 

entity  

Content (as described by document)  

Digital Agenda for 

Norway White Paper, 

Meld. St. 27 (2015–

2016)  

Ministry of Local 

Government 

and Modernisation  

The report presents the government's main 

goals and priorities in ICT policy for a user 

centric and efficient public administration, 

value creation and inclusion. It describes 

how ICT can be used to renew, simplify and 

improve the public sector. It further 

discusses how ICT can facilitate innovation 

and competitiveness in business and 

industry and presents a national plan for 

electronic communication.  

Concept Phase Study 

for sharing of Data 

November 2018  

Norwegian Digitalization 

Agency  

The goal of the study was to identify 

concepts which would make it easier for the 

public and private sector to access and use 

public data. This would in turn realise a 

more efficient and user oriented public 

sector and value creation in the private 

sector. The report recommends an agile 

approach where both the public and private 

sectors think big, start small and learn by 

doing.  

Digitalization strategy 

for the public sector 

“One digital public 

sector”, May 2019  

Ministry of Local 

Government 

and Modernisation 

The strategy defines the common goals and 

focus areas for digitalisation activities 

towards 2025.  Digitalisation of the public 

sector aims to give citizens, businesses, and 

the voluntary sector a simpler everyday life 

through better services and more efficient 

use of resources by government agencies, 

and facilitate increased productivity in 

society at large. The purpose of the strategy 

is to support a digital transformation in the 

individual agencies and in the public sector 

as a whole. 



 

 

 

National Artificial 

Intelligence strategy 

for Norway, January 

2020  

Ministry of Local 

Government 

and Modernisation  

The National Strategy for Artificial 

Intelligence is intended for the civilian sector 

– both private and public. It does not cover 

the defence sector. The strategy focuses on 

specifying what is meant by artificial 

intelligence and on describing some areas 

where it will be important for Norway to 

exploit the opportunities offered by AI.  

White Paper for Data 

Driven Economy and 

Innovation 2021 

Ministry of Local 

Government 

and Modernisation  

 The purpose of the white paper is to lay out 

the Governments policy for value creation 

with data as a resource. This is based on the 

premise that the data economy is an 

important driver for economic growth for 

Norway. The government wants Norway to 

take advantage of the opportunities offered 

by data for increased value creation, new 

jobs throughout the country, and an 

efficient public sector. Better utilization of 

data is important if Norway is to succeed in 

the transition to a more sustainable society 

and a greener economy. The Government's 

ambition is to increase the sharing of data 

within the business community and 

between the public and private sectors. 

 

 

  



 

 

 

Appendix B: Survey template (Paper 3) 
1) In which organisation are you employed? [Free text question]  

2) What job code/title do you have? [Free text question]  

3) In your opinion, how data-driven is your organisation in relation to other actors in the public 

sector? Please answer this on a scale of 1 to 10, with 10 being very data driven and 1 being 

minimally data driven. [Likert scale]  

4) In your opinion, how highly prioritised is AI/data science in your organisation? Please answer 

this on a scale of 1 to 10, with 10 being highly prioritised and 1 being not prioritised. [Likert 

scale]  

5) How is the work with AI/data science organised within your organisation? Here, examples of 

answers are (not exhaustive): the IT department; the statistics/analysis department; 

integrated across the organisation. [Free text question]  

 

 

 

6) Who are the main AI model developers for your organisation? [Drop-down list]  

a) Mainly in-house staff  

b) Approximately 50/50 consultants and staff  

c) Mainly hired consultants  

d) Other  

7) How far has your organisation progressed in the work with AI/data science? [Drop-down list]  

a) Starting to think about using it  

b) Planning phase  

c) Start-up phase  

d) Testing  

e) Production  

8) Operation/management  

9) Follow up to 7: (a) What are you considering using AI/data science for? [Free text question]; 

(b) What are you planning to use AI/data science for? [Free text question]; (c) What is AI/data 

science used for in your organisation? [Free text question]  

10) Below are a number of potential reasons for using AI/data science. Please rank them from 

most important (highest) to least important (bottom). [Ranking]  

a) More efficient decision-making processes  

b) Better quality and timeliness in decisions  

c) More precise predictions  

d) Increased user orientation  

e) Increased innovation and business development  

f) Increased employee satisfaction  

g) Reduced costs  

  



 

 

11) Below are a number of potential challenges around the adoption of AI in the public sector. 

Please rate how large the challenge is for your organisation on a scale from 1 to 5, with 1 

being no challenge and 5 being a very large challenge. [Likert scale]  

a) Technical infrastructure  

b) Ethics  

c) Organisational culture  

d) Access to data  

e) Data quality  

f) Privacy and security  

g) Analytics competence  

h) Legal and regulatory framework  

i) Citizens’ insecurity and willingness to accept AI/data use  

j) Uncertainty around what AI could be used for in the organisation  

k) Lack of funding  

l) Pressure from management to deliver  

m) Fear of downsizing in the organisation  

12) Are there other challenges when using AI/data science in your organisation? [Free text 

question]  

13) Do you have a project/activity in the AI/data science area that you would like to tell us about 

so that we can share it with others? Please give a short description of the project/activity. [Free 

text question]  

14) Would you or anyone else in your organisation be willing to be interviewed by us? We are 

looking for insights into what the public sector needs in the AI/data science field. [Yes/No]  

a) Contact information [Free text question]  

15) Do you have anything else you would like to add or comments on this questionnaire? [Free 

text question]  

 

  



 

 

 

Appendix C: Interview guide  (Paper 3) 
The guide followed a general approach, with a number of common questions posed to each interviewee 

based on the survey questions, which are found below. An individual guide was, however, prepared for each 

organisation, adapted to the responses that were made in the survey. Here, we made comments on 

interesting issues to follow up with the interviewee(s). We presented the responses to the interviewees and 

encouraged them to elaborate and explain their justifications for the responses.   

Questions  

1. What is your name and job title, and what are you working with in your organisation?   

2. In your opinion, how data-driven is your organisation in relation to other actors in the public 

sector?   

a. Why did you position your organisation here?  

b. What does it mean to your organisation to become data driven?  

3. In your opinion, how highly prioritised is AI/data science in your organisation?  

4. How is the work with AI/data science organised within your organisation?   

a. Why is the work organised this way?  

5. Who are the main AI model developers for your organisation?   

a. Why did the organisation choose to place the responsibility here?  

6. How far has your organisation progressed in the work with AI/data science?   

a. What are you currently planning to use this technology for, or what is it already used 

for?   

b. Do you have a project/activity in the AI/data science area that you would like to tell us 

about?  

7. In the survey, you ranked potential reasons for using AI/data science in your organisation. Can 

you elaborate on this ranking?  

a. Are there any other reasons that you would like to add?  

8. Graph: Here we presented the interviewee(s) with the graph of their results measured against 

the average of the AI forum and encouraged them to discuss each of the challenges and 

justifications as to their ranking. They were asked to elaborate on each of the challenges.  

a. Are there other challenges when using AI/data science in your organisation?  

b. Would you like to discuss challenges in a specific project?   

9. Is there anything else you want to discuss or bring up?  
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Appendix A : Norwegian Centre for Research Data 
 

Assessment of research project. First assessment was given 1 February 2019. The project period 

was then extended 3 August 2021. Two assessments are therefore attached.  
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Appendix B: Public Dissemination 

Presentations/public talks (not including guest lectures)  
 

Title (date) Event/Audience Content 

Bransjen vs. Akademia: Et 

første forsøk på å bygge 

bro (2019) 

Make Data Smart Again 2019.  

Conference for data scientists and 

others working on data-driven 

technology across the public and 

private sector, organized by the 

Norwegian Data Association (Den 

norske dataforeningen)  

Keynote where I presented a 

first literature review on how 

social scientists perceive the 

data-driven paradigm, focusing 

on power imbalances and AI 

hype.  

AI + offentlig sektor 

=sant? (2019) 

AI-konferansen.  

Conference organized by the 

Norwegian Data Association (Den 

norske dataforeningen). Audience 

mostly made up of data scientists and 

other IT staff across the public and 

private sector.  

Presentation on the first findings 

of the analysis presented in 

paper 2. 

Et kunstig intelligent 

samfunn – Hvordan skal 

din digitale fremtid se ut? 

(2020/2021) 

Researcher’s night.  

Audience made up of high-school 

students.  

Presentation about AI in society 

and its shortcomings. Using 

examples to show how 

technology is never perfect. 

Thought experiment on 

predicting school dropouts.  

Overlat byråkratiet til 

robotene (2020) 

Podcast, Uillustrert vitenskap, produced 

by Radio Revolt, popular science for 

students.  

Discussion about the use of 

automated decision-making in 

public administration. 

Digitalisering og 

datadrevet offentlig 

forvaltning fra et 

samfunnsvitenskapelig 

ståsted (2021) 

KAI konferansen 2021. 

Conference organized by the communal 

archival institutions. Audience mainly 

made up of public sector employees 

working with archival tasks.  

Presentation about data-driven 

public administration. 

Presentation of findings from 

paper 2 and social science 

research on datafication more 

generally.  

Lærende maskiner, 

klokere forvaltning? Om 

bruk og implementering 

av maskinlæring i 

offentlig sektor (2021) 

 

eForvaltningskonferansen 2021 

Conference on eGovernment organized 

by several trade unions. Audience 

mainly made up of public sector 

employees.  

Presentation about data-driven 

public administration. 

Presentation of findings from 

paper 2 and social science 

research on datafication more 

generally. 
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Title (date) Event/Audience Content 

Kunstig intelligens – 

status, muligheter og 

utfordringer (2021) 

Meeting of the IT-leader network (SnIT) 

organized by the Norwegian Data 

Association (Den norske 

dataforeningen). Audience made up by 

IT leaders across the private and public 

sector.  

Presentation about social 

science perspectives on data-

driven technology, focusing on 

findings of papers 1 and 2 and 

unseen issues.  

Demokratisk 

digitalisering – Hvem skal 

styre våre data (2021) 

Panel organized by ATTAC Norway. 

Audience mostly made up of students 

interested in data politics.  

Presentation introducing 

research on the datafication of 

society. Short introduction to my 

own work in the field. Panel 

discussion on data politics.  

Et datadrevet samfunn 

(2021) 

 

NOKIOS. Workshop 2 : Surveillance 

Economy Out of Control—Commercial 

Tracing in the Public Sector. NOKIOS is 

a conference organized by the 

Norwegian University of Science and 

Technology and actors from the public 

sector, bringing together both private 

and public sector organizations working 

in ICT in the public sector.  

Presentation on data-driven 

public administration and critical 

perspectives on data sharing 

and recirculation in the public 

sector. Followed by a panel 

discussion on the use of 

commercial platforms in public 

administration.  

Ingenting å skjule: 

registerovervåling (2022) 

Podcast produced by the Norwegian 

Data Protection Office 

Interview about the role of 

register data in the welfare state 

and how this changes when the 

idea of data-driven public 

administration is introduced.  

Om å bli datadrevet – 

store og små utfordringer 

for offentlig forvaltning 

(2022)  

eKommune 2022.  

Conference organized by the 

Norwegian Association of Local and 

Regional Authorities. Audience made up 

of public sector employees in local 

governments in Norway.  

Presentation about what data-

driven public administration is 

and its practical and societal 

challenges. Critical perspective 

on public administration 

datafication and its framing in 

Norway. Obstacles as moments 

of reflection 

  

Datadrevet offentlig 

forvaltning: En kort 

innføring i kunstig 

intelligens og dens 

begrensninger (2022) 

Meeting of the Opptaksutvalget, an 

official public committee commissioned 

by the Ministry of Education and 

Research to assess future practices of 

higher education admission.  

Presentation about data-driven 

public administration, AI and 

automatic decision making in 

higher education admission.  
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Written dissemination 

 

Autor (date) Title  Genre  Content 

Reutter, L. (2019) Kun en 

av fem offentlige 

virksomheter bruker 

kunstig intelligens – og 

det er kanskje bra.  

Opinion piece in digi.no This is answering the 

administrative director of ICT-

Norway, who stressed that only 

one out of five public 

organizations makes use of AI. 

According to her, this is highly 

problematic. In this opinion 

piece, I argue that it might not 

be that bad that not every 

organization is using AI as there 

are various unresolved issues 

tied to implementing data-driven 

technology in the public sector. 

  

Reutter, L. and 

Broomfield, H. (2019) 

Kunstig intelligens/data 

science: En kartlegging av 

status, utfordringer og 

behov i norsk offentlig 

sektor – en første 

analyse.  

Report to the Ministry of Modernization 

and Local Government  

Report presenting the first 

findings of survey and interviews 

(initial analysis of paper 1) sent 

to the Ministry as input to the 

work on the national AI strategy.  

Norges forskningsråd 

(2020) Hvordan kan en 

chatbot bli rassist over 

natt?  

Expert interview published in 

forskning.no  

Interview on the social impact of 

data-driven technology 

Reutter, L. and Grolid S. 

Å. (2020) Kunstig 

intelligens  

Digital teaching resources for high 

school teachers, Nasjonal Digital 

Læringsarena (The Norwegian National 

Digital Learning Arena)  

 

Developed digital learning 

resources on the relationship 

between AI and society for high 

school teaching. Included 

written information and 

illustrations about how AI works 

and a thought experiment about 

the use of data-driven 

technology in predicting school 

drop-outs.  
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Autor (date) Title  Genre  Content 

Aasback, A. W. and 

Reutter, L. (2021) Kunstig 

intelligens i sosialt arbeid  

Article in Fontene, a journal published 

by Fellesorganisasjonen (trade union 

for social workers)  

Introduction to AI and 

automated decision-making for 

social workers. Critical 

reflections on the role of subject 

matter expertise in producing 

data-driven technology. 

 

Tønnesen, H.; Reutter, L. 

and Magin, M. (2021) Når 

alt vi gjør registreres og 

systematiseres: Stordata i 

hverdagen  

Chapter in a popular science book on 

the digital everyday in Norway. Edited 

by Rolstadås, Krokan, Dahle Øien, 

Rolfsen, Sand, Syse, Husby, and Waag 

Introduction to big data and its 

role in society  

Stølen, H. (2021) Tiktok 

anklages for sensur 

News article on nrk.no. Expert 

interview.  

Interview about automatic 

content moderation on internet 

platforms.  

Gundersen, M. (2022) SSB 

krever å få vite nøyaktig 

hva nordmenn kjøper i 

matbutikken 

News article on nrkbeta.no. Expert 

interview. 

Interview about the use of 

transactional data by Statistics 

Norway. Contextualizing new 

data practices in the new data-

driven paradigm.  
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Appendix C: Example Presentation 
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