
Received 15 June 2022, accepted 7 July 2022, date of publication 13 July 2022, date of current version 20 July 2022.

Digital Object Identifier 10.1109/ACCESS.2022.3190632

Detecting Latent Topics and Trends in Software
Engineering Research Since 1980 Using
Probabilistic Topic Modeling
FATIH GURCAN 1, GONCA GOKCE MENEKSE DALVEREN 2,
NERGIZ ERCIL CAGILTAY 2, AND AHMET SOYLU 3
1Department of Computer Engineering, Faculty of Engineering, Karadeniz Technical University, 61080 Trabzon, Turkey
2Department of Software Engineering, Faculty of Engineering, Atilim University, 06830 Ankara, Turkey
3Department of Computer Science, Norwegian University of Science and Technology, 2815 Gjøvik, Norway

Corresponding author: Ahmet Soylu (ahmet.soylu@ntnu.no)

ABSTRACT The landscape of software engineering research has changed significantly from one year to the
next in line with industrial needs and trends. Therefore, today’s research literature on software engineering
has a rich and multidisciplinary content that includes a large number of studies; however, not many of them
demonstrate a holistic view of the field. From this perspective, this study aimed to reveal a holistic view that
reflects topics, trends, and trajectories in software engineering research by analyzing the majority of domain-
specific articles published over the last 40 years. This study first presents an objective and systematic method
for corpus creation through major publication sources in the field. A corpus was then created using this
method, which includes 44 domain-specific conferences and journals and 57,174 articles published between
1980 and 2019. Next, this corpus was analyzed using an automated text-mining methodology based on a
probabilistic topic-modeling approach. As a result of this analysis, 24 main topics were found. In addition,
topical trends in the field were revealed. Finally, three main developmental stages of the field were identified
as: the programming age, the software development age, and the software optimization age.

INDEX TERMS Corpus creation, research trends and topics, software engineering, text mining, topic model.

I. INTRODUCTION
The societal and economic impact of software is unques-
tionable. Accordingly, software engineering (SE) is emerging
as a young and rapidly developing field. Today, the indus-
trial sector continues to integrate software technologies and
tools into their operational processes, which increases the
demand for cutting-edge technology and innovative software
applications capable of solving complex problems. In this
context, the amount of research and applications in the field
of SE are increasing exponentially. As a result, the current SE
literature has a rich content that covers a wide spectrum [1]
of research work containing emerging ideas about methods,
technology, and practices [2], [3]. Hence, in order to provide
a deeper understanding of the field, several studies have
been conducted to analyze and assess the research landscape.
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The results of such analyses are very important for the
improvement of SE education programs and for shedding
light on how to better identify the trends in the SE field [4].
In addition, these analyses are essential for standardizing and
better understanding the field of SE. Earlier studies have
also reported the need for research on the syntheses of SE
studies [5], [6], indicating the need for deeper analyses and a
systematic approach to understanding the trends in the field.
Currently, there is no systematic study covering the 40 years
since the inception of the field. Previous studies either cover
a limited time period [6]–[8] or present an overview of dif-
ferent databases [9]. Therefore, the active studies focusing
on popular research topics in the field of SE need to be
identified. The evolving trends of these research topics and
their distribution can help to reveal the current status of the
SE research community.

Accordingly, this study initially proposes a methodol-
ogy for creating a corpus through the compilation of major
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publication sources in the field. The corpus was then created
by considering studies published over the last 40 years. Addi-
tionally, SE research trends and topics were investigated by
analyzing the studies in this corpus using a topic-modeling
approach. The trends of these topics were further analyzed
to provide some insights about their prospects in the near
future. In addition, the developmental stages of the SE field
were clarified and some suggestions for improving the SE
classification system were provided.

II. BACKGROUND OF THE STUDY
The formulation of scientifically plausible novel research
hypotheses requires a comprehensive analysis of the existing
domain of specific knowledge [5]. Accordingly, review stud-
ies have been implemented by the SE community to provide
meaningful evidence for various research and techniques.
As detailed below, these studies can be classified into four
groups.

A. REVIEWS ANALYZING THE MOST-CITED ARTICLES
The first group of studies consists of those analyzing
the top articles in the field [6], [10]–[14]. Most of these
were published in SE journals between 1999 and 2002 by
Wohlin [10]–[12]. The aim of this series of articles was
to present a list of the 20 most-cited studies based on the
analysis and to invite the authors to contribute to a spe-
cial section of the journal Information and Software Tech-
nology [11]. The articles were classified according to their
research type via systematic mapping. The results of the study
by Kitchenham [13] indicated that the articles were published
in journals with an empirical content and that most were pub-
lished in IEEE Transactions on Software Engineering (TSE).
The study of Cai and Card focused on the most-cited articles
on software metrics published between 2000 and 2005 [6].
They considered seven top SE journals and seven leading SE
conferences. After analyzing 691 articles, they reported that
73% of the journal articles focused on 20% of the subjects
in SE, including testing and debugging, management, and
software/program verification, whereas 89% of conference
articles focused on 20% of the SE subjects, including soft-
ware/program verification, testing and debugging, and design
tools and techniques [6]. Another study by Garousi and Fer-
nandes [14] identified the articles in the field of SE that most
influenced others based on the citation count and stated that
identifying top-cited articles enabled researchers to observe
the different types of presented and applied approaches and
research methods. According to the results of this study, the
top article was ‘‘A metrics suite for object-oriented design’’,
with 1817 citations [14].

B. REVIEWS BASED ON BIBLIOMETRIC ANALYSIS
Another group of studies in the SE field were conducted as
bibliometric analyses [15]–[23]. Among them, a series of bib-
liometric studies were conducted and presented in 12 articles
by Wong et al. [15]–[17] that identified the top 15 scholars
and institutions in systems and SE as an annual event between

1995 and 2006. The rankings were based on the number
of articles in a selected set of top SE journals [15]–[17].
Another bibliometric study by Garousi and Varma reported
the correlation analysis of the SE research productivity of
Canadian provinces versus their national grant amounts [18].
Freitas and De Souza [19] focused on the sub-fields of
SE, presenting a bibliometric study over ten years of the
search base. Additionally, another bibliometric analysis by
Farhoodi et al. stated that most active authors in this field
were from the US [20]. Another example conducted by
Garousi and Ruhe [21] was a bibliometric/geographic study
comprising an assessment of 40 years of SE research between
the years 1969 and 2009 using a set of 26,624 SE articles
indexed by the ISI Web of Knowledge. These articles were
examined to identify the most active countries in SE and
according to the findings, 60% of the SE literature was
contributed by 7% of all countries globally [21]. Fernandes
reported a bibliometric study [23] which concentrated on
authorship trends in SE by collecting and analyzing nearly
70,000 entries for 122 conferences and journals between the
years of 1971 and 2012. Garousi published a bibliometric
study [22] comprising an assessment of Turkish SE schol-
ars and institutions covering the years 1992 to 2014, and
according to the results, Turkey produced only about 0.49%
of worldwide SE research.

C. SYSTEMATIC REVIEWS (SRs)
The third group of studies were conducted as system-
atic reviews (SRs) in the field of SE [1], [16], [24]–[27].
Most of these studies implemented the guidelines for
undertaking SRs according to the medical standards intro-
duced by Kitchenham [28]. These were then revised by
Biolchini et al. [29] to consider the practical problems related
to the usage of guidelines. Afterwards, Kitchenham and
Charters [30] incorporated the approaches to SRs proposed
by sociologists. Kitchenham et al. [31] claimed that meta-
analyses could not be conducted without established sam-
pling protocols for appropriately defined SE populations and
a set of standard measures. Software engineers began to use
SRs andmany researchers in the field also started to comment
on the SR process itself. Kitchenham and Brereton [1] pre-
sented one of the first studies which commented on problems
related to the application of SRs. This was followed by a
considerable increase in the number of SRs that have been
conducted over the last 10 years [32]–[35]. For example,
Hall et al. [5] conducted a systematic review on the motiva-
tions of software engineers by analyzing 92 studies published
between 1980 and 2006. Garousi et al. aimed to determine
the challenges of avoiding risks to the collaboration by being
aware of these challenges. This led to an SR being conducted,
and from the thematic analysis, 10 challenging themes
and 17 best-practice themes were identified [24]. Another
study by Garousi et al. involved the systematic mapping of
secondary studies in software testing. The aim was to sum-
marize indexes that facilitated finding the most relevant infor-
mation from secondary studies supporting evidence-based
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decision making in any given area of SE [25]. They used the
systematic-mapping approach and included 101 secondary
studies in the area of software testing between 1994 and
2015 [25]. According to the results, in terms of the number
of secondary studies, the model-based approach was the most
popular testing method, with web services being the most
popular system under testing, and regression testing being
the most popular testing phase [25]. A systematic mapping
study was conducted by Rodríguez-Pérez et al. to identify
the diversity in software engineering [36]. They found that
the studies had a gender diversity perspective focusing on
revealing gender bias or gender differences [36]. In order
to observe the trends of empirical methods applied in SE,
Zhang et al. conducted an empirical software engineering
mapping study using 538 selected articles published from
January 2013 to November 2017 [37]. Ramirez et al. per-
formed a SR from a total of 669 articles, and identified
26 primary studies in which some open concerns were dis-
cussed as well as potential future trends for the research
community [26]. To help improve software performance and
quality, Nazar et al. conducted a literature review study
summarizing software artifacts by focusing on bug reports,
source codes, mailing lists, and developer discussions [38].
In another study, Kitchenham et al. analyzed 20 relevant
studies and reported that the topic areas covered by SRs were
limited [33].

The most common criticisms of SRs were that they
required a great deal of time, that certain SE digital libraries
were not appropriate for broad literature searches, and that
assessing the quality of empirical studies of different types
was difficult [1]. Although a valuable tool for SE, conducting
SRs remains a time-consuming and difficult task [35], [39],
[40]. Additionally, in order to provide a general picture for
the relevant fields, it is not always possible to consider a great
number of publications when conducting these reviews.

D. REVIEWS BASED ON TEXT MINING
In order to obtain a deeper understanding of the field,
some studies applied text-mining techniques [3], [7]–[9],
[41]–[43]. For example, the study by Cosh et al. [7] pre-
sented an automatic method for extracting and examining
key research themes using natural language processing. This
technique makes it possible to parse a large collection of
articles, and has been applied to over 8,000 articles pub-
lished in the SE field over the past 20 years. With the
goal of identifying the structure of research articles in SE,
another study byMathew et al., conducted using text mining,
explored 35,391 SE articles from 34 leading SE venues over
the last 25 years [8]. Garousi et al. used topic modeling to
automatically generate the most probable topic distributions
for thematic analysis in the SE field using text mining of
article titles. They identified the hot research topics in SE as
web services, mobile and cloud computing, industrial stud-
ies, and source-code and test generation [3]. The study by
Barua et al. presented a methodology for analyzing the tex-
tual content of Stack Overflow discussions via the statistical

topic-modeling technique of Latent Dirichlet Allocation
(LDA) [9], which allowed the discovery of hot topics present
in developer discussions.

Because of the high volume of SE studies, text-mining
approaches provide an opportunity to better understand the
field and to draw future support for decision makers and
researchers in the field. However, analysis of earlier studies
has revealed that they are mainly focused on bibliometric
analysis, which provides very limited perspectives for the
field. Even though there have been some attempts at text-
mining-based analysis in SE studies, limitations exist, either
in the corpus creation methods or in the analysis approaches
to the created corpus. Additionally, the majority of these
studies have considered a limited timeline for the field.
As the method of corpus creation is a critical factor in the
results, approaches that are more systematic are needed for
automated text-mining studies. In order to provide a wider
perspective of SE, this current study first proposed a system-
atic and objective approach for SE studies corpus creation.
Following a deep analysis, several insights into the field of SE
were provided. The details of the methodology are described
below.

III. METHOD
The methodology of this study, which aimed to analyze the
last forty years of SE research, is presented in three phases.
First, the process of corpus creation is presented. The second
phase consists of the data pre-processing operations. In the
final phase, data analysis procedures and the LDA-based
topic modeling process are given. The methodology of the
study is outlined in Fig. 1.

A. CREATION OF CORPUS (CC)
The literature in the SE field can be considered very rich as it
includes a high number of conferences and journals specific
to the field. Hence, in such a review study, the selection pro-
cess of these data sources and the published articles in them
is critical [44], [45]. For this study, the following sequential
procedures were employed to select data sources and create
the corpus for experimental analysis:

CC1. To create the corpus of the study including the core
conferences and the journals (publication sources) in the SE
field, first, all publication sources addressing the keywords
‘‘software’’ and ‘‘programming’’ were selected from the Sco-
pus database, which indexes all core SE conferences and
journals [44]–[46]. Scopus is one of the largest abstract, cita-
tion, and bibliometric databases for peer-reviewed academic
literature including scientific journals, books, and conference
proceedings [46]. Therefore, it was used for the creation of
the corpus of this study.

CC2. From the search results conducted in CC1, a corpus
data source list (CDSL) was created including the names of
all selected publication sources.

CC3. The H5-index (H5-I) values of the selected publica-
tion sources were obtained from the Google Scholar Metrics
and the CDSL was ordered according to the H5-I values,
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FIGURE 1. Overview of the methodology of the study.

which define the h-index for articles published in the last five
years completed. The ‘‘h’’ stands for the largest number and
thus, each of the ‘‘h’’ articles published between the years
2015 and 2019 has at least ‘‘h’’ citations.

CC4. In order to create a core collection for the SE
field, we decided to exclude the conferences and publication
sources that had not yet reached academic maturity. For
this reason, we used the H5-I values. Accordingly, after an
analysis of the all publication sources in the field, in order
to set an objective threshold, the researchers set the H5-I
value in this study as 20. Although by changing this H5-I
value, a corpus with some variations can be created via exclu-
sion or inclusion of different publication sources, the current
study considered only the publication sources satisfying this
requirement. In other words, with the aim of creating a core
collection specific to the SE field, the publication sources
that had achieved academic maturity and the citation score
(an H5-I value of greater than or equal to 20) were identified.
Accordingly, this final version of the CDSL included 28 con-
ferences and 16 journals (44 publication sources) covering up
to June 20, 2020.

CC5. In this step, the articles in English in the publication
sources listed in the CDSL between 1980 and 2019were iden-
tified. Next, the ‘‘title’’, ‘‘abstract’’, and ‘‘author keywords’’
sections of each article were downloaded from the Scopus
database on June 20, 2020. Because the year 2020 had not
been completed at that time, the publications of 2020were not
included in the corpus. The ‘‘title’’, ‘‘abstract’’, and ‘‘author
keywords’’ describe the content of each study in a condensed
form. Therefore, for the corpus, these data were considered
for analysis by eliminating the repetitions and focusing on the
core of each article. Finally, 57,174 articles were included in
the corpus of this study. The number of these articles (N) in
five-year periods and their percentage (%) of the total number
of articles for that period are given in Table 1.

The number of articles (N) in the field published during
the last 20 years (80%) was four times higher than those
published during the first 20 years (20%), indicating an
increasing interest in the field of SE. The H5-I values of
all the data sources, the number of articles (N) and their

TABLE 1. Distribution of articles in five-year periods.

percentage (%) published by these data sources are given
in Table 2 (ranked by N). The majority of the articles were
published in ACM/IEEE International Conference on Soft-
ware Engineering (10.44%), followed by Journal of Systems
and Software (7.56%), and IEEE Transactions on Software
Engineering (5.57%).

B. DATA PREPROCESSING (DP)
Before implementation of LDA, the following textual data
preprocessing steps were undertaken to prepare the corpus in
a suitable format for probabilistic topic modeling [47], [48].

DP1. All web links in the dataset were deleted.
DP2. All text was converted to lower case and word tok-

enization was employed.
DP3. Punctuation, numbers, symbols, links, and formatting

were deleted.
DP4. High-frequency English stop words not contribut-

ing to the creation of topics with semantic integrity,
such as ‘‘and’’, ‘‘for’’, ‘‘an’’, ‘‘the’’, and ‘‘is’’ were
removed [44]–[47].

DP5. A snowball-stemming algorithm was applied to the
textual corpus to remove the words from their derived suffixes
and reduce them to the root form (e.g., the words ‘‘testing’’,
‘‘tester’’, and ‘‘tested’’ all combine into ‘‘test’’) [49].

DP6. Generic words frequently used in academic work that
do not contribute to semantics, such as ‘‘article’’, ‘‘paper’’,
‘‘research’’, ‘‘study’’, and ‘‘copyright’’, were filtered,
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TABLE 2. Publication sources included in the corpus.

considering their contribution to the semantic integrity of
the topics in a way similar to DP4. Although such words
and their derivatives are frequently mentioned in academic
articles, they do not contribute semantically to the formation
of the main topics reflecting the field of SE [48].

These preprocessing steps implemented at this stage are
accepted processes that have been effectively applied exten-
sively for the topic modeling of scientific texts in many

previous studies [9]–[44], [48]–[50]. Therefore, the prepro-
cessing steps were adapted to this study in accordance with
the topic-modeling systematic suggested in the literature [9],
[44], [48], [50], [51].

C. EMPIRICAL ANALYSIS (EA)
Topic modeling is an effective information extraction tech-
nique in text-mining studies performed on large amounts
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of documents. Through a probabilistic and iterative pro-
cess, it allows the automatic exploration of key topics from
a text collection comprised of a huge amount of docu-
ments, without the need for tags, training data, or predefined
taxonomies [52].

Numerous topic-modeling algorithms with similar per-
spectives are presented for semantic analysis of scientific
texts including Correlated Topic Model (CTM), Dynamic
Topic Model (DTM), Dirichlet Multinomial Regression
(DMR), Non-Negative Matrix Factorization (NMF), Hierar-
chical Dirichlet Process (HDP), Hierarchical Latent Dirich-
let Allocation (HLDA), Labeled Latent Dirichlet Allocation
(LLDA), and Latent Dirichlet Allocation (LDA) [48]–[53].
The consistency calculation approach for estimating the opti-
mal number of topics is quite limited for the majority of
these algorithms (LLDA, NMF, CTM, and DMR) [48]–[53].
Although the HDP and HLDA algorithms offer an approach
that automatically identifies the optimal number of topics,
they require many prior parameters that need fine-tuning to
achieve this process [48]–[54]. Therefore, the HLDA and
HDP algorithms did not reveal acceptable results for this
study in terms of semantic consistency of the topics. Among
all the topic-modeling approaches, LDA is the most widely
used algorithm that forms the basic background of topic
modeling [48]–[53]. In addition, the LDA model provides
many systematic methods and tools for revealing the opti-
mal topics and their coherence values [48]–[53]. For these
reasons, in this study, the LDA [52] algorithm was chosen in
order to achieve a topic-modeling analysis that would reveal
the themes and trends of SE.

Because LDA is a probabilistic and generative topic-
modeling technique, topics identified using LDA are rep-
resented as probability distribution of words in the corpus.
From this perspective, topics are created with word groups
that tend to coexist a great deal within the documents making
up the collection. In this respect, the words that make up the
topics identified using LDA are closely related semantically,
which allows each of these word groups to form a meaningful
topic as a whole [55].

In the experimental analysis phase of this study, the fitting
and implementation of LDA topic modeling on the SE cor-
pus included several tasks and procedures. These sequential
operations were performed by using the tmtoolkit [47], which
includes the set of tools developed with Python for text
mining and topic modeling described as follows:

EA1. First, the textual corpus was converted into a numer-
ical matrix format referred to as the document-term matrix
(DTM), in which each row represents an article and each
column represents a unique word in the corpus in line with
the ‘‘bag of words’’ approach [55]–[57].

EA2. The Dirichlet parameters α (the prior of the per-
document topic distributions) and β (the prior of the per-topic
word distributions) were estimated on this matrix [52]. In this
context, the LDAmodel was fitted with α = 0.1 and β = 0.01
values, which have been recommended in the literature for the
topic modeling of short texts [58].

EA3. The LDA topic-modeling algorithm fitted with these
parameters was employed with different numbers of top-
ics (K) varying between 10 and 64 in order to empirically
select the ideal number of topics. During this process, with
the aim of evaluating the semantic integrity and consis-
tency of the topics identified by LDA, the coherence met-
ric CV [59] was calculated for each topic model adapted from
the 10 to 64 topics. The clarity and semantic consistency
of the identified topics for each model of K were evaluated
considering the CV scores. Within these CV scores [59],
a maximum coherence score (CV = −1.9651287) reveal-
ing the ideal topic-word distributions and semantic consis-
tency for the topics was obtained with the topic number of
K = 24. Therefore, 24 topics were used in the subsequent
analysis.

EA4. The distribution percentage of each identified topic
was calculated using the first 10 words describing each topic
with the highest frequency.

EA5. Topic labels were assigned manually by evaluating
all the words of each topic and at the same time, considering
the high-frequency ones that ranked higher.

EA6. At this stage, the temporal trends of each identified
topic were defined. The trend analysis was conducted for each
of the five-year periods. The developmental stages of the SE
field in each period were revealed through the interpretation
and evolutions of these temporal trends.

In the literature, temporal trend analysis of each topic has
mainly been conducted descriptively. In this study, we also
analyzed the increasing rates of each topic by considering
their acceleration values in five year periods (AC = average
acceleration in five-year periods). Additionally, Y% (per-
centage of the topics in the same yearly period) and C%
(percentage of the topics in the corpus) were also calculated.
The calculation details are given step-by-step in Appendix A.
Thus, the aim was to provide a wider perspective in order to
get a deeper understanding of future topical trends. Hence, the
acceleration analysis delivered a perspective on the increasing
or decreasing trends of the topics. Furthermore, in order
to better understand the developmental stages of the top-
ics, the top five topics, depending on the mean number of
articles published in each period, were also analyzed. This
analysis provided a figure that gave a better understanding
of the impact of each topic during each period. Based on
this figure, the developmental stages of the SE were also
identified.

EA7. The last stage revealed trend-lines indicating the
direction of the temporal trends of each identified topic, and
then, the implications regarding the near future movements
of these topics were graphically illustrated.

IV. RESULTS
First, this section gives the descriptive results of the study
demonstrating the distribution of the articles by years, subject
areas, and publication sources. The topics generated by LDA
are then presented and analyzed.
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TABLE 3. Topics and top keywords revealed by LDA.

A. TOPIC MODELING ANALYSIS
After applying the LDA analyses to the selected publications,
24 topics (Table 3) were revealed together with the top ten
keywords for each topic. The topic names were given mainly
by considering the top three keywords, except for the topics
‘‘Software Metrics’’ and ‘‘Empirical Software Engineering’’,
which were named by considering all keywords in general.
As seen in Table 3, the highest ratio for the analyzed topics
was for ‘‘Empirical Software Engineering’’ (6.62%), fol-
lowed by the topics ‘‘Project’’ (6.43%) and ‘‘Architecture’’
(5.74%).

The topics ‘‘Security’’ (1.88%) and ‘‘Mobile’’ (2.08%)
had the lowest ratios. In order to gain a deeper understanding
of the studies conducted on each topic, their trend-lines,
developmental analysis, volume, and acceleration were cal-
culated, and the results are given in the next section.

B. TREND-LINE ANALYSIS
With the aim of better understanding the temporal trend-
lines of the topics identified and their development stages
over the last 40 years, the percentage and acceleration of
each topic were analyzed for each five-year period. In this
context, the percentage of each topic in the corpus (C%) and
the percentage of the topics normalized by years (Y%) are
specified in the table presented in Appendix-A. The average

acceleration (AC) value of the topics for each five-year period
is also given in this table. Detailed descriptions for the calcu-
lations of thesemetrics are also given inAppendix-A. In order
to visualize these accelerations, the acceleration graphs of all
topics are presented in Fig. 2. Here, the blue lines show the
average acceleration (AC) values of the topics for each period
and the red lines represent the linear trend-lines estimating
their movements in the near future. More specifically, red
trend-lines above the x-axis indicate the topics with positive
acceleration, e.g., ‘‘Source Code’’, ‘‘Data’’, and ‘‘Mobile’’,
whereas those below the axis indicate negative acceleration,
e.g., ‘‘Programming Languages’’, ‘‘Logic Programming’’,
and ‘‘Distributed Systems’’.

C. OVERALL ACCELERATION ANALYSIS (LAST 40 YEARS)
In order to better understand the accelerating behavior of
the topics, the positively and negatively accelerating top-
ics from 1980 to 2019 are represented in Figs. 3 and 4.
Fig. 3 indicates that sixteen topics were accelerating pos-
itively, whereas among them the topic ‘‘Source Code’’ is
accelerating at a significantly higher rate (0.21) compared to
the other topics. On the other hand, as seen in Fig. 4, eight
topics were showing a negative acceleration values between
1980 and 2019, with the topic ‘‘Programming Languages’’
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FIGURE 2. Acceleration graphs of the identified topics.

having the lowest acceleration value (−0.54) compared to the
other topics (Fig. 4).

D. RECENT ACCELERATION ANALYSIS (LAST 5 YEARS)
To better understand the recent acceleration values and future
directions, the acceleration values of the topics over the
last five years (between 2015 and 2020) were also ana-
lyzed, as shown in the Figs. 5 and 6. Eleven topics exhib-
ited a positive recent acceleration, whereas thirteen topics
showed negative acceleration. Among the positively acceler-
ating topics, ‘‘Data’’ had a significantly higher acceleration
value (0.70) compared to the others (Fig. 5). Moreover, the

topics ‘‘Source Code’’ (0.54), ‘‘Mobile’’ (0.53), ‘‘Security’’
(0.22), and ‘‘SoftwareMetrics’’ (0.16) can also be considered
as having higher recent acceleration rates. As seen from
Fig. 6, the topics including ‘‘Logic Programming’’ (−0.33),
‘‘Web Services’’ (−0.31), and ‘‘Program Analysis’’ (−0.31)
had the lowest recent acceleration values.

E. DEVELOPMENTAL ANALYSIS
In order to provide a deeper understanding of the develop-
mental stages of the topics, the study further analyzed the top
five topics according to themean number of articles published
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FIGURE 3. Positively accelerating topics from 1980 to 2019.

FIGURE 4. Negatively accelerating topics from 1980 to 2019.

in each period. These topics (from 1980 to 2020) are repre-
sented in random order as rectangles in Fig. 7. The top five
topics from 1980 to 1985 were ‘‘Logic Programming’’, ‘‘Dis-
tributed Systems’’, ‘‘Algorithm’’, ‘‘Design Tools’’, and ‘‘Pro-
gramming Languages’’. Furthermore, from 1980 to 1995,
‘‘Programming Languages’’, ‘‘Design Tools’’, ‘‘Logic Pro-
gramming’’, and ‘‘Algorithm’’ were some of the dominat-
ing topics for SE studies. Based on this figure, the period
between 1980 and 1995 can be named the ‘‘Programming
Age’’ of the field during which programming concepts such
as ‘‘Logic Programming’’, ‘‘Algorithm’’, ‘‘Parallel Comput-
ing’’, and ‘‘Programming Languages’’ were highly stud-
ied topics. However, between 1995 and 2010, studies on
‘‘Empirical Software Engineering’’, ‘‘Project’’, and ‘‘Archi-
tecture’’ began to dominate SE, indicating a strong focus on

software development interests. During this period, studies
on the software topics of ‘‘Specification and Verification’’,
‘‘Object-Oriented’’, ‘‘Web-Services’’, and ‘‘Process Model-
ing’’ were also especially studied. Accordingly, the period
from 1995 to 2010 can be named the ‘‘Software Development
Age’’. Finally, during the last decade, from 2010 to 2020,
the studies on ‘‘Empirical Software Engineering’’, ‘‘Project’’,
and ‘‘Architecture’’ continued to dominate the field, with
research being focused on the software topics of ‘‘Testing’’
and ‘‘Source Code’’ and thus, this era can be referred to as
the ‘‘Software Optimization Age’’ (Fig. 7).

V. DISCUSSION
The results of this current study show that there was an
increased number of articles published in the SE field
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FIGURE 5. Topics having recent positive acceleration percentages from 2015 to 2019.

FIGURE 6. Topics having recent negative acceleration percentages from 2015 to 2019.

between 1980 and 2019, with slight decreases or increases
in some years (Appendix-A). In their analysis of the period
from 1969 to 2009, Garousi and Ruhe [21] also reported
that the number of studies in the field of SE had accelerated
after 1980, and they observed similar slight decreases and
increases in the number of publications. In the current study,
from 1980 to 2019, 44 top journals and conferences in the
SE field had published around 3,000 studies a year. Garousi
and Mäntylä [3] reported that there were between 6,000 and
7,000 articles published each year when all the studies having
the ‘‘software’’ keyword were considered. These numbers are
consistent according to the data source selection criteria of
both studies and indicate an increasing interest in SE studies.
The current study presents four main contributions to the
field of SE, which are discussed below under the headings of

Corpus Creation, SE Classification Systems, Developmental
Stages of SE, and Topic Trends.

A. CORPUS CREATION
Cai and Card [6] conducted a study to analyze the research
topics in the field of SE. They analyzed seven top SE journals
that were all included in this current study (Table 2, No: 2, 3,
5, 6, 23, 37, and 40). Datta et al. [60] also considered nine
of the same common data sources (Table 2, No: 2, 3, 5, 10,
11, 15, 18, 27, and 37) from 16 venues. In another study,
Mathew et al. [8] analyzed 35,391 published articles
from 34 conferences and journals in the SE field
from 2009 to 2016. In their study, among the corpus of venues
considering the selected conferences and journals, 22 of them
(out of 34 publications) were common (Table 2, No: 1, 2,
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FIGURE 7. Developmental stages of SE studies.

3, 5, 6, 7, 10, 12, 15, 19, 23, 26, 27, 30, 31, 33, 34, 36,
37, 39, 40, and 41) compared with the current study (out of
44 publications). There were 22 publications (Table 2, No: 4,
8, 9, 11, 13, 14, 16, 17, 18, 20, 21, 22, 24, 25, 28, 29, 32, 35,
38, 42, 43, and 44) included in the current study according to
our selection method that were not found in the 2018 study
of Mathew et al. [8]. Even though Mathew et al. [8] and
this current study both considered the H5-I values of the
Google Scholar, the cut-off point of the H5-I was not clear in
Mathew et al. [8]. Additionally, Mathew et al. [8] considered
the H5-I values published in year 2012, whereas the current
study considered those published in 2019, which could be
the main reason for the differences in the corpus of the two
studies.

The study conducted by Garousi and Mäntylä[3] used
text-mining techniques. The authors performed a search by
using the keyword ‘‘software’’. However, this choice of words
might have created the risk of selecting studies that were not
directly related to the field of SE. Additionally, this approach
might also have created the risk of missing some related
studies not having ‘‘software’’ as the keyword (e.g., ‘‘mobile
applications’’), but directly addressing the field of SE.
Cosh et al. [7] also conducted research to identify themes
and trends in the SE field. In contrast to previous studies,
they conducted a keyword search to identify the articles;
hence, they did not include all articles in specific publications.
Similarly, as Garousi and Mäntylä [3] did not report the full
list of conferences and journals considered in their dataset,
neither of the data sources of these studies could be compared
with our results.

From this perspective, it can be concluded that the majority
of the corpus of earlier studies [6], [8]–[60] were included in
the current study. However, it should also be noted that in the
field of SE, there is no consensus nor standardized objective
methodological approach for creating a corpus. Topic models
are defined as statistical models for discovering the latent
topics of a corpus of text documents [61]; therefore, creating

the corpus for the text documents is important as it constitutes
a critical step for this type of analysis and significantly affects
the results. Therefore, the current study proposes a very sys-
tematic and objective methodology for defining the dataset
in order to better understand the topics and trends of SE. The
same systematic approach proposed in the current study can
easily be used to compare the results of upcoming studies to
obtain a better trend estimation for the future of the field.

B. SE CLASSIFICATION SYSTEMS
Cosh et al. [7] identified the themes and trends in SE using
hierarchical clustering. They analyzed 8,845 articles pub-
lished between 1995 and 2013 and identified the 20 largest
SE clusters. However, even though some common top-
ics were found in their study (‘‘Project’’, ‘‘Software Met-
rics’’, ‘‘Process Modeling’’, ‘‘Testing’’, ‘‘Requirements’’,
and ‘‘Web Services’’), some topics that were identified
in the current study (‘‘Empirical Software Engineer-
ing’’, ‘‘Architecture’’, ‘‘Logic Programming’’, ‘‘Program-
ming Languages’’, ‘‘Parallel Computing’’, ‘‘Specification
and Verification’’, ‘‘Source Code’’, ‘‘Program Analysis’’,
‘‘Algorithm’’, ‘‘Object-Oriented’’, ‘‘Constraint Optimiza-
tion’’, ‘‘Data’’, ‘‘Distributed Systems’’, ‘‘Concurrency’’,
‘‘Mobile’’, and ‘‘Security’’) were not directly addressed
by Cosh et al. [7]. Additionally, the topics ‘‘Compo-
nent/Components/Interfaces’’, ‘‘Agent/Agents/Mas’’, ‘‘Soft-
ware/Engineering/Maintenance’’, ‘‘Fuzzy/Membership/
Operator’’, ‘‘Quality/Iso/Software’’, ‘‘Reliability/Failure/
Software’’, ‘‘Simulation/Model/Fms’’, ‘‘Knowledge/Km/
Kbs’’, and ‘‘Students/Course/Student’’ that were determined
as the largest clusters of SE by Cosh et al. [7] were not
directly identified in our study. The time interval differences
between these two studies could have been the cause of
the dissimilarities, i.e., the Cosh et al. [7] study covered
18 years, whereas the current study investigated 40 years of
publications, from 1980 to 2019.
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TABLE 4. Common topics in the current study and previous studies.

Garousi and Mäntylä [3] identified 67 topics by analyzing
70,000 articles published between 1968 and 2014. However,
as they did not provide a full list of these topics, it is difficult
to compare their topics with those found in the current study.
Mathew et al. [8] applied text-mining techniques to 35,391
SE research articles and identified ten major topics, of which
six are common to the current study (‘‘Architecture’’,
‘‘Metrics’’, ‘‘Source Code’’, ‘‘Program Analysis’’, ‘‘Soft-
ware Process’’, and ‘‘Testing’’), whereas the four topics
that were not included in the results of the current study
were ‘‘Applications’’, ‘‘Performance’’, ‘‘Modeling’’, and
‘‘Developer’’. However, Mathew et al. also reported that
the topic ‘‘Performance’’ was far less popular than many
others, and that ‘‘Modeling’’ occurred with a decreasing fre-
quency in their sample [8]. Because the study conducted by
Mathew et al. [8] covered a time period of 24 years, it is natu-
ral that differenceswould occur between the current study and
theirs. Barua et al. [9] also attempted to identify SE topics and
trends by analyzing the Stack Overflow database according
to the communication of software developers. Their scope
and dataset were different from the current study; however,
there were some common topics (‘‘Project’’, ‘‘Source Code’’,
‘‘Algorithm’’, ‘‘Testing’’, ‘‘Object-Oriented’’, ‘‘Data’’, ‘‘Web
Services’’, ‘‘Mobile’’, and ‘‘Security’’). Although these stud-
ies differ in scope and method, they basically support
each other (Table 4) by validating the identified SE topics.
However, the above-mentioned differences were observed
among the emerging topics due to the fact that our study

TABLE 5. Topics identified and the ACM SE classification system.

was conducted using a more systematic approach as well as
having a wider scope that included recent publications.

In 1998, the Association for ComputingMachinery (ACM)
published a computing classification system for software
engineering (D.2) [62], which is very helpful for establishing
the main SE system components. Table 5 shows the identified
topics compared to the ACM classifications [62].

Table 5 shows that ‘‘D.2.9 Management’’ can be mapped
to the topic ‘‘Project’’, as it also covers management
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problems (Table 3). Furthermore, except for ‘‘D.2.13Reusable
software’’, ‘‘D.2.12 Interoperability’’, and ‘‘D.2.10 Design’’,
all the ACM classifications can be mapped to the identified
topics.

In 2006, Cai and Card [6] conducted a review study
to analyze SE research topics, in which they mapped all
research studies according to the ACM classification sys-
tem. Their results indicated that the topics D.2.13, D.2.12,
and D.2.10 were those with the lowest ranking [6]; i.e.,
they revealed that studies addressing these three topics
were ranked as the lowest. According to our results, the
software design items were classified under the topic
‘‘Design Tools’’, and similarly, the ‘‘reusable software’’
keyword was classified under the topic ‘‘Architecture’’. The
results of the current study indicated the importance of
14 topics which are not classified under the ACM schema
(‘‘Empirical Software Engineering’’, ‘‘Logic Programming’’,
‘‘Parallel Computing’’, ‘‘Program Analysis’’, ‘‘Process
Modeling’’, ‘‘Algorithm’’, ‘‘Object-Oriented’’, ‘‘Constraint
Optimization’’, ‘‘Database’’, ‘‘Web Services’’, ‘‘Fault Detec-
tion’’, ‘‘Concurrency’’, ‘‘Mobile’’, and ‘‘Security’’).

In conclusion, a more standard classification approach
can be provided for the SE community by standardizing
the corpus creation mechanisms and analysis methods. The
classifications may also be updated in a regular and more
systematic manner by regularly applying these techniques to
the SE studies literature.

C. DEVELOPMENTAL STAGES OF SE
In the analysis of the developmental stages of SE, our results
indicated that during the years between 2000 and 2005, one of
the top topics was ‘‘Object-Oriented’’, and between 2005 and
2010, ‘‘Process Modeling’’ (Fig. 7). This finding supports
the results reported by Hamadicharef [61], showing a key-
word cloud highlighted by ‘‘Object’’ from 2000 to 2005, and
‘‘Model’’ from 2005 to 2009.

The developmental stage of the SE field between 1980 and
1995 is referred to as the ‘‘Programming Age’’ in the cur-
rent study. As reported by Boehm [63], in that time period,
SE studies were following a highly formal and mathemati-
cal approach and did not take responsibility for developing
system requirements. Hence, they followed minimal reduc-
tionist software development practices by separating many
essential stages of the software development process. The
study by Garousi and Mäntylä [3] revealed that the topic
‘‘Programming’’ was dominant during the 1970s and 1980s;
furthermore, in the 1990s, it was still one of the dominating
topics. These earlier findings, in parallel with the current
study, referred to the earlier period of SE from 1980 to 1995 as
the ‘‘programming age’’.

As reported in earlier studies, due to poorly defined
requirements, software had become harder to produce, and
alternative SE processes were beginning to be developed by
involving systems engineering activities [63]. The study of
Garousi and Mäntylä [3] demonstrated that ‘‘Development’’
was one of the dominating topics during the 2000s. In parallel

with these earlier reports, the current study also indicated
this focus by recognizing the ‘‘Software Development Age’’
between 1995 and 2010, which concentrated on software
developmental stages and components.

The developmental stage of the SE field between 2010 and
2020 is referred to as the ‘‘Software Optimization Age’’. The
study of Garousi and Mäntylä [3] reported that the topics
‘‘Analysis’’ and ‘‘Testing’’ were among the dominating topics
during this time. By presenting a systematic methodology
and by using text-mining algorithms (e.g., LDA), the cur-
rent study offers the novel contribution of specifying the
developmental stages of the field. Fig. 7 enables a better
understanding of the evolution of the field and offers some
clues about its further development.

D. TOPIC TRENDS
In this study, the topics ‘‘Data’’, ‘‘Source Code’’, and
‘‘Mobile’’ exhibited higher recent accelerations (Fig. 5). It is
notable that the topic ‘‘Data’’ had a moderate overall accel-
eration value of 0.06 (Fig. 3), whereas it had the highest
recent acceleration value of 0.70 (Fig. 5). A similarly inter-
esting result was observed for the topic ‘‘Security’’, which
displayed a moderate overall acceleration of 0.04 (Fig. 3), but
a higher recent acceleration of 0.22 (Fig. 5). These results
indicated that these topics had recently accelerated faster.
Buyya et al. [64] also reported that, with the emergence of
cloud computing technologies, new challenges have attracted
the attention of researchers and the SE industry in terms
of security and new data-modeling approaches. Hence, our
results supporting the findings of these earlier studies under-
line the importance of the ‘‘Security’’ and ‘‘Data’’ topics
for the next decade of SE. This is also an indicator that
these topics will possibly dominate the research in the fol-
lowing decades. Additionally, higher overall (0.21 and 0.12,
respectively) (Fig. 3) and recent (0.54 and 0.53, respectively)
(Fig. 5) acceleration values were found for the topics ‘‘Source
Code’’ and ‘‘Mobile’’. In agreement with these results,
Garousi and Mäntylä [3] also reported ‘‘Source Code’’ and
‘‘Mobile and Cloud Computing’’ as hot topics in the SE field.
Similarly, Mathew et al. [8] determined that ‘‘Source Code’’
had become a very popular topic over the last decade.

Results of this study indicated a moderate overall accelera-
tion for the topics ‘‘Testing’’ (0.07) and ‘‘Program Analysis’’
(0.01) (Fig. 3). Concurring with these results, Mathew et al.
[8] also reported that these topics had become very popular
over the last decade. Additionally, Cai and Card [6] observed
that ‘‘D.2.5 Testing and Debugging’’ had rated the highest
in popularity. However, our results showed that the acceler-
ation values of ‘‘Testing’’ (−0.10) and ‘‘Program Analysis’’
(−0.31) had recently decreased (Fig. 6) and thus, these topics
are not expected to dominate SE studies in the following
decade.

According to the results of the current study, the topic
‘‘Programming Languages’’ had a higher volume in the early
days of the SE field (Appendix-A, 20.30 T% from 1980 to
1984). However, its volume decreased in the last period
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TABLE 6. Trend-lines of each topic identified.
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TABLE 6. (Continued.) Trend-lines of each topic identified.

(Appendix-A, 2.80 T% from 2015 to 2019). A similar trend
was seen for the topic ‘‘Logic Programming’’ (Appendix-A,
9.83 T% from 1980 to 1984 and 3.77 T% from 2015 to 2019).
Hence, with the emergence of new topics such as ‘‘Mobile’’
and ‘‘Security’’, these topics with slower acceleration can be
considered as older topics in the field.

As seen in Fig. 7, starting with the increased focus on
programming, the evolution of SE has continued through the
concepts of software development and software optimization.
Moreover, it can be expected that, through better organiza-
tion, analysis, and understanding of the data, the future focus
of the field will continue to be on the creation of more data-
oriented software systems.

VI. CONCLUSION
This study provides four major contributions to the field
of SE. First, it proposes a systematic methodology for cor-
pus creation by considering the major studies in the field.
The proposed methodology can be applied to topic-modeling
analysis in any field in which there are currently not many
studies adopting such a systematic approach to this type of
analysis. Moreover, in order to reveal up-to-date themes and
trends in the primary sub-fields of computer science, the
methodology of this study can be implemented for operation
systems, computer vision, computer networks, distributed
computing, computer architecture, natural language process-
ing, cloud computing, and embedded systems. Second, based
on the analyses, the developmental stages of the SE field were
determined as the ‘‘Programming Age’’, ‘‘Software Devel-
opment Age’’, and ‘‘Software Optimization Age’’. Third, the
recommendations for improving the SE classification system
provide a systematic approach to establishing a classifica-
tion system for SE that can be regularly updated by ana-
lyzing its developmental structures. Such classifications can
also be applied to any other field to objectively determine
the developments in that field and to support research and
industrial decision-making processes. We believe that this
classification is important for guiding the curriculum for
SE-related educational organizations and industrial organi-
zational structures. Finally, the trends of the identified topics
offer some important insights concerning their developmental
stages and the future of the field. The results indicate that, the
topics ‘‘Data’’, ‘‘Source Code’’, ‘‘Mobile’’, and ‘‘Security’’
are expected to be highly studied topics over the next decade.

As the topic ‘‘Data’’ includes some keywords like ‘‘data
mining’’, ‘‘learning’’, and ‘‘clustering’’, it can be concluded
that its emergence in the field also indicates big-data analysis.
As the technological developments move through a mobile
environment, in parallel to this, ‘‘big-data analysis security’’
and ‘‘mobile technologies’’ will also be popular topics in
the field. Additionally, because of the complex structure of
software systems, ‘‘source-codes’’ can be expected to be one
of the dominant SE topics.

According to these results, SE education programs can
update their course content by explicitly emphasizing these
software system developmental stages, which may provide a
better map for helping students to locate various SE concepts.
Additionally, the SE industry may also utilize these results
to better forecast the future of the field and take appropriate
actions and decisions.

APPENDIX A
As an example, the formulation for the calculations of the
topic ‘‘Empirical Software Engineering’’ are given below
step-by-step for the first term (1980-1984):

STEP 1. Yearly topic distribution per article was identified
by LDA, for each topic found. For the topic ‘‘Empirical
Software Engineering’’, it was 10.85, 20.52, 13.03, 11.81, and
18.08 for the years 1980 through 1984, respectively.

STEP 2. The sum of yearly distributions (prepared in
STEP 1) were calculated for each term. Thus, for the topic
‘‘Empirical Software Engineering’’, the sum was calculated
as 74.29 for the first term (1980-1984) by adding up the yearly
distributions of 10.85, 20.52, 13.03, 11.81, and 18.08 for each
year of the first term.

STEP 3. The C% (percentage of the topics in the corpus)
values were calculated through a normalized score. This score
was calculated for each term for each topic by taking the
sum of yearly distributions for each term (as calculated in
STEP 2) to all the articles in the corpus (57,174 for this study).
For example, for the topic ‘‘Empirical Software Engineering’’
for the first term (1980-1984), the C% was calculated as
0.13 (74.29 ∗ 100/57,174).
STEP 4. The sum of yearly distributions for each year

for all topics were calculated. For example, for the year
1980, it was 10.85 for the topic ‘‘Empirical Software Engi-
neering’’, 3.07 for the topic ‘‘Project’’, and 6.29 for the
topic ‘‘Architecture’’. At the end, for the year 1980, the sum
of all yearly distributions for all topics was found as 229.
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STEP 5. A normalized score (NS) for each year and each
topic was calculated by taking the percentage of the yearly
distributions of a specific topic for each year to the total num-
ber of articles for all topics in the same year (as calculated in
Step 4); e.g., for the topic ‘‘Empirical Software Engineering’’,
this percentage was calculated as 10.85 ∗ 100/229= 4.74 for
the year 1980. Similar calculations were performed for the
same topic as 6.66, 3.78, 3.99, and 5.38 for the years 1981,
1982, 1983, and 1984, respectively.

STEP 6. The Y% (percentage of the topics in the same
yearly period) value was calculated by taking the average of
NSs in STEP 5, for each topic and term; e.g., for the topic
‘‘Empirical Software Engineering’’, the Y% was calculated
as 4.91 for the term 1980-1984 by taking the average of values
4.74, 6.66, 3.78, 3.99, and 5.38.

STEP 7. The acceleration values were calculated for each
year by subtracting the NSs of previous years (as calculated
in Step 6) from that of the current year. For the first term,
the acceleration value for the year 1980 was not calculated
because the acceleration value for year 1979 was unknown.
Other than this, an acceleration value was calculated for each
year. For the topic ‘‘Empirical Software Engineering’’, it was
found as 1.93,−2.89, 0.21, and 1.39 for the years 1981, 1982,
1983, and 1984, respectively.

STEP 8. The average of these acceleration values was
calculated and the result recorded as the AC (Average accel-
eration of five-year periods) value for the related term of
the topic, e.g., for the topic ‘‘Empirical Software Engi-
neering’’, by finding the average of the acceleration values
(1.93, −2.89, 0.21, 1.39), the AC value for the first term
(1980-1984) was calculated as 0.16.
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