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Abstract— The continuous glucose monitoring (CGM) system
is the most common system used by people with type 1 diabetes
to monitor blood glucose levels. However, it measures glucose
in interstitial fluid in subcutaneous tissue rather than directly
in plasma. Measuring blood glucose level in this method has
slow dynamics and introduce a time lag in capturing the
blood glucose level. This can reduce the quality of blood
glucose regulation and result in hypo- or hyperglycemia. In
this paper, a linear Kalman filter is developed to predict blood
glucose concentration using CGM data to compensate for that
slow dynamics. To this end, an observable input-less model
describing the glucose diffusion from plasma to interstitial fluid
is utilized. Notably, this model is physiology-based, and its
parameters can be obtained from the literature. The designed
structure is evaluated on data from two animal experiments
conducted on anesthetized pigs. The data sets include CGM
measurements every 1.2 seconds and sporadic blood sample
analysis during experiments. Results show that the designed
approach sufficiently can compensate for the slow dynamics of
CGM measurements when compared to blood glucose samples,
and the performance is measured using statistical accuracy
scores. This compensation can improve the decision-making of
control algorithms for glucose regulation during rapid changes
in glucose concentration, e.g., during meals and exercise.

I. INTRODUCTION

Diabetes mellitus is a metabolic disorder or disease that af-
fects approximately 537 million adults worldwide as of 2021
[1]. It is characterized by chronic hyperglycemia in response
to ingestion of carbohydrates, fat, and protein, resulting
from defects of insulin secretion, insulin action, or both
[2]. In a healthy individual, glucose regulation is performed
by two hormones, insulin, and glucagon, produced in the
pancreas. Insulin secretion makes the glucose concentration
in the blood decrease, while glucagon secretion increases
the blood glucose (BG) concentration [2]. In type 1 diabetes
mellitus (T1DM), the pancreas does not produce insulin due
to the destruction of beta cells, which produce insulin in the
pancreas [3]. Hence the insulin must be administered by an
external source [2]. As a result, people with type 1 diabetes
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require daily insulin treatment, regular BG monitoring, and
a healthy lifestyle to manage their condition effectively [4].

In 1999 diabetes technology made huge progress when the
continuous glucose monitoring (CGM) system was approved
by the Food and Drug Administration (FDA) and became
commercially available [5]. The CGM sensor is placed in
the subcutaneous tissue and measures glucose levels in the
interstitial fluid in real-time [2]. The minimally invasive
structure of the sensor system allows for continuous glucose
measurements, eliminating the need for self-monitoring sys-
tems, e.g., finger prick [5]. In addition, continuous glucose
measurements provide BG trends and fluctuations.

Despite the sensor’s revolutionary qualities, it is not with-
out problems. One of its disadvantages is that the sensor
measures ISF glucose level rather than plasma glucose level.
Due to plasma-to-ISF glucose dynamics, the CGM measure-
ments are delayed compared to measurements taken directly
from the blood during rapid changes in BG [6]. The plasma-
to-ISF glucose dynamics refers to glucose diffusion across
capillaries and through the interstitial space where the sensor
is located [6]. Hence, during both BG rising and falling, the
time of the diffusion process will result in the ISF glucose
lagging behind the BG. The slow dynamics between these
two compartments, together with sensor processing time,
causes about, on average, a 4 —10min lag between the BG
and the sensor readings [2].

Control algorithms, along with CGM sensors and infusion
pumps, are employed in commercially available control
devices (artificial pancreas) to regulate BG levels in patients
with TIDM. Based on the CGM measurements, the control
algorithm will automatically infuse the optimal amount of
insulin, and glucagon, in a timely manner. Notably, the
absorption and effect of hormones are not instantaneous.
Hence, using CGM measurements can lead to a late response
to BG level fluctuations which in turn cause severe low or
high BG levels. Therefore, predicting the BG levels can help
artificial pancreas systems to improve glycemic control.

There are several ways proposed in the literature for
predicting or estimating the blood glucose level using CGM
measurements. The deconvolution approach is employed to
reconstruct the plasma glucose from ISF glucose measure-
ments in [7]. However, it is concluded that perfect linearity
and time invariance of the system is required for this method.
In addition, various works have addressed the problem
through the use of Kalman filtering. In [8], a physiological
model is considered for the glucose diffusion from plasma to



ISF glucose dynamic; nevertheless, it is assumed that plasma
glucose changes randomly in a step or rate fashion. In [9], the
Kalman filter estimates plasma glucose and sensor gain from
CGM and fingerstick measurements. In this approach, both
plasma glucose level and sensor gain are modeled as ramp
disturbances; however, the time lag between plasma and ISF
glucose is neglected. A smoothing Kalman filter is used in
[10] in an offline manner to interpolate BG measurements
when blood samples are taken irregularly utilizing the CGM
and fingerstick measurements. The smoothing Kalman filter
is based on the central-remote rate model proposed for
plasma glucose dynamics. Moreover, the plasma-to-ISF dy-
namic is also combined in the model. This Kalman smoother
was not applied in the current study because it is non-causal.

In this paper, the Kalman filter, together with the input-less
model introduced in [10] is utilized to estimate the BG level
and compensate for the slow plasma-to-ISF dynamics. The
proposed structure is tested on data from animal experiments,
and the performance is analyzed using standard statistical
methods. To the author’s knowledge, the application of the
proposed method to the real-life scenarios of anesthetized
animal experiments, having the CGM system with a high
sampling rate (every 1.2 seconds), frequent measurements of
the blood gas analyzer (BGA) to evaluate the performance of
the estimator, and together with the use of the intraperitoneal
route for insulin and glucagon infusions are novel in the
subject.

The paper is structured as follows. The data used in this
paper is described in Section II. A brief description of the
standard linear Kalman filter is given in Section III, a plasma-
to-ISF glucose dynamics model is introduced in Section
IV and evaluation tools and metrics for measuring filter
performance are given in V. The results are presented in VI,
and are discussed in VII, before a conclusion is provided in
Section VIIL.

II. DATA

The data used for the simulations in this paper is collected
through two animal experiments performed in the animal
faculty of the University of Norwegian science and technol-
ogy. These experiments were conducted on two anesthetized
pigs whose endogenous insulin and glucagon secretions were
suppressed using Octreotide (Sandostatin) with a rate of 5
pg/kg/h. In addition, intravenous glucose infusion (with a
concentration of 200mg/ml) was used to simulate different
meals in the anesthetized animal experiments. In order to
control the BG level, intraperitoneal insulin and glucagon
administrations were used.

The CGM sensors used in these experiments were the
Medtronic Enlite sensor (Northridge, Canada). These sensors
were paired with custom transmitters from Inreda Diabetic
(Goor, the Netherlands), providing measurements with a
sampling rate of 1.2s. In order to measure the BG level
directly, blood samples were taken sporadically, varying be-
tween every 5min-1hour, and analyzed by ABL800 FLEX
analyzer (Copenhagen, Denmark), which is a BGA system.

Data set 1 is the collected data from animal experiment
1 and consists of three meals, where the weight of the pig
was 36 kg, while data set 2 the collected data from animal
experiment 2 and consists of four meals, where the weight of
the pig was also 36 kg. The CGM measurements are plotted
together with the BGA measurements for data set 1 and for
data set 2 in (1).

IIT. KALMAN FILTER

The Kalman filter is a recursive filter that uses a time series
of measurements in order to estimate the internal states of
a linear dynamical system. Given an output signal y, any
time-invariant discrete system can be assumed to be modelled
as follows:

Tpy1 = Fap + Bup +wy (D
yr = Hxp + vy )

where z; € R", up € RP, and y; € R™ is the system
state, system input and the system output vectors at time
iteration k, respectively. Moreover, F' is the state transition
matrix, B is the input transition matrix, and H is the
measurement matrix. Assume that the system matrices all
have appropriate dimensions. The process and measurement
noises are denoted by wj, and vy, which satisfy the following
conditions:

Wy ~ (Oa Q)
V ~ (0, R)

= Qo 3)

where () and R are covariance matrices of process and
measurement noises respectively. In addition, dj_; is the
Kronecker delta function which gives §,_; = 1 if k = j,
and 0;_; =0 if k # j [11].

The Kalman filter computes an estimate of the internal
states, z, as well the estimation error covariance matrix, Py,
for each time iteration k. P, can be considered as a tool to
evaluate of the quality the current estimate &}, quantitatively
[12].

The estimation process is performed in two steps, a
prediction step, and a correction step. In the prediction step
the filter uses the model from (1) to predict the states one
iteration ahead of time. The resulting estimate is known
as the a priori estimate, and will be denoted as Zyy; and
Py 1. In the following correction step the a priori estimate
is used in combination with the measurement y; to update
and improve the a posteriori estimate, which is denoted 1
and Pkﬂ.

Hence the Kalman filter equations are given by the fol-
lowings [11]:
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Fig. 1: Continuous glucose monitoring (CGM) and blood gas analyzer (BGA) measurements sectioned by color into specific
meal times. The top row describes the data set from animal experiment 1, with three observed meal times, while the bottom
row describes the data set from animal experiment 2, with four observed meal times.

Prediction:
ZTpy1 = FZp + Buy
P =FPRFT +Q

4)

Correction:
Ky =P H'(HP,  H' + R)™!
g1 = T + K (yp — HTpy1)
Py = (I = KiH)Pyy.

where K is the Kalman gain matrix at time iteration k.
The dynamical system given by (1) and (2) must be fully
observable for the Kalman filter to obtain optimal estimates
of all internal states. When a system is fully observable, the
observability given by (5) is full rank.

H
HF

0= (5)

Hanl
IV. MATHEMATICAL MODEL

Using a Kalman filter requires a mathematical, dynamic
model describing the system. Models describing the glucose
dynamics are not limited in the literature, and they range

from minimal [13] to quite complex [14]. Models like these
describe the glucose dynamics where insulin and meals are
inputs of the system. Using such models requires precise
information about inputs and parameters, which is not always
available or bears the quality needed. In this paper, the
introduced model in [10] which combines the ISF glucose
dynamics with a plasma glucose dynamical model is used.
The combined model makes it possible to have plasma
glucose as a state of the system, which is observable with
CGM measurement. Notably, insulin and meals are treated
as unknown system disturbances in this model.

A. Plasma-ISF Glucose Dynamics

The Steil-Rebrin model is a model describing the ISF
glucose dynamics, using a two compartmental structure as
follows [15], [16] :

dC;i”f(t) = — (ko2 + k12)Gisr(t) + kglﬁGp(t). (6)

t Vs

where koo is the glucose uptake rate of subcutaneous tissue
from ISF, k15 and ks, are diffusion rates between plasma and
ISF compartments, V; and V5 are volumes of the plasma and
ISF glucose compartments, respectively [11]. G, ¢ describes
the glucose concentration in ISF, and G, describes the
glucose concentration in plasma. The relationship between
the plasma glucose concentration and the ISF glucose con-
centration can be further simplified:



Animal experiment 1

12 Meal 1 Meal 2 Meal 3
.......... CGM
11 N
10 ] —— Gyamoothed
9 e BGA
8
7k
6
g5 4 4
‘E’ 350 400 450 500 700 750 800 1100 1150 1200 1250
E
3 Animal experiment 2
o
E] Meal 1 Meal 2 Meal 3 Meal 4
o 11

4
650 700 750 800

4
840 860 880 900 920 1100 1150 1200 1250

Time [min]

Fig. 2: Kalman filter estimate, ép, plotted together with the moving average smoothed Kalman filter estimate, ép,smoothecb
where Continuous glucose monitoring (CGM) measurements and blood gas analyzer (BGA) measurements are shown for

comparison.
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where T, is the diffusion time constant, and g is a steady-
state gain. These parameters are defined as follows:

1
Tiop & ——— 8
! ko2 + k12 ®
W1
2 (ko1 — | Tis 9
g (21V2> f 9

Notably, in the steady state, g = G,s5/G,. Physiologi-
cally, for a given change in plasma glucose concentration,
the same long-term change in the ISF glucose concentration
is expected, and thus g = 1 [7], [11].

B. Central-Remote Rate Model

The plasma glucose model is divided into a central com-
partment, C., and a remote compartment, C,.. Insulin or
meals going into the system will first affect the central com-
partment before it diffuses over to the remote compartment
by a first-order delay [10], where it finally causes changes
in the plasma glucose concentration, G,. The state-space
equations are as followings:

dGyp .\
%(t) = C,(1)
ac, . 1
7 = —ECc(t) (10)
dc, 1

) = 7 (Ce(t) - (1),

where Ty is a time constant, describing the diffusion rate
between the central and remote compartments [10].

C. Combined Model

The models from (IV-A) and (IV-B) are combined to
create a fully observable system in which the plasma glucose
concentration is part of the state vector. At the same time, it
also provides an insight into plasma glucose dynamics. The
state-space form of this combined model is given by:

Gk 0 o 1 0 Gk
Qc,k 0 T Ty 0 0 Cc,k +w
Cr,k (1) Tid _%d 01 C’r,k k
Gistok T, O 0 7is7) LGistk
Gp i
Cc,k:
Yk = [O 0 0 1] an +’Uk,
Gistk

Y



TABLE I: Mean absolute error (MAE) and mean absolute percentage error (MAPE) scores for the continuous glucose
monitoring (CGM) measurements, the Kalman filter blood glucose estimate, GG, and for the moving average smoothed
Kalman filter estimate, G smoothed, Where blood gas analyzer (BGA) is considered as the reference blood glucose level.

MAE [mmol/L] MAPE [%]
CGM CA;P GA’p,smoothed CGM ép Gp,smoothed

Data set 1 ~ Meal 1 038 024 0.21 482 299 2.61
Meal 2 034  0.31 0.20 468 4.17 2.69

Meal 3 0.55 0.47 0.45 8.02 690 6.60

All 032 030 0.25 4.68  4.36 3.72

Data set 2 Meal 1 046 048 0.50 578  6.47 6.55
Meal 2 0.43 0.16 0.17 586  2.03 222

Meal 3 0.65 0.21 0.13 9.53 271 1.86

Meal 4 044  0.37 0.34 730  6.12 5.55

All 040  0.28 0.27 584 411 3.98

where the dot notation is equivalent to the time-derivative
notation, i.e = = dfi(tt). Notably, by assuming A as the
continuous state transition matrix of the combined systems
of eq. (10) and eq. (7), the combined system is discretized
by setting the discrete state transition matrix equal to e,
where the time step At is set to %2 min (in which 1.2sec

60
is the CGM sampling time).

V. METRICS

To evaluate the performance of the filter more in detail, the
mean absolute error (MAE) and mean absolute percentage
error (MAPE) are used, which are defined as below:

1 n

MAE = — s 12
H;Iel (12)

1~ e
MAPE = = Z =1100%, (13)

i Y

with

e =Y — Ui, (14)

where y; and ¢; are the real value and the estimate of that,
respectively, and n is the total number of samples. The more
accurate the method, the smaller the resulting values for
MAE and MAPE.

In the calculation of MAE and MAPE, the CGM measure-
ments, the Kalman filter estimate (Gp), and the smoothed
estimates (G'p,smoothed) are compared with the BGA mea-
surement as the reference value. As the BGA samples were
taken sporadically while CGM sensor readings and the
estimates via Kalman filter are available every 1.2sec, the
error is calculated based on BGA samples and their closest
corresponding samples in CGM readings or Kalman filter
estimates.

VI. RESULTS

In order to predict the BG level using the CGM mea-
surements, a Kalman filter is utilized. This filter is designed
based on the model given in (11). In this model, Ty is set
to 10min as in [10], and T,y is set to 7 min, as the middle

point of what has been reported in the literature (4 —10 min)
[2]. The process noise covariance () and the measurement
noise covariance R are given in as followings, respectively.

0.01 O 0 0

0 001 O 0
@= 0
0

L R=2 (15

0 001 O

0 0 0.01

The Kalman filter estimates, as well as CGM measure-
ments and BGA samples for each of the two animal experi-
ments, are shown in fig. 2. This figure describes specifically
the meals throughout the experiments, which are recognized
by rise and fall in the blood glucose concentration. As is
shown in fig. 2, the Kalman filter successfully reconstructed
the BG level using the CGM measurements and compensated
for what can be interpreted as the time lag due to the glucose
diffusion process between plasma and interstitial compart-
ments. The Kalman filter is observed to be oversensitive to
small changes in the CGM measurements, hence a moving
average smoother is employed to smooth the estimates. Using
a moving average function in Matlab with a span of 1000
samples does not make a significant delay in the estimates,
but it results in smoothed estimates. The only drawback is
the requirement of having enough CGM samples to start the
smoother, which is equal to having 20 min of CGM readings.

In table I, the evaluation scores are calculated for every
meal registered in each data set, as well as for the whole time
window, with the exception of the calibration interval, from
about 0 —200 min. As demonstrated in this table, there is
a clear trend where the Kalman filter outperforms the CGM
system due to the prediction, and the moving average filtering
improves the performance of the Kalman filter. Meal 1 in
data set 2 is an exception to this trend, showing the best
score for MAE and MAPE in the CGM measurements. As
shown in Meal 1, data set 2, in fig. 2, approximately no
time lag exists between CGM and BGA measurements when
glucose is decreasing, implying that the poor performance
of the Kalman filter in this meal is more related to the
sensor itself rather than the Kalman filter. The importance



of smoothing can be observed in meal 2 of data set 1, where
the CGM and the Kalman filter performances do not differ
to a high degree, while the smoothed Kalman filter estimate
has a significantly lower score for both MAE and MAPE,
see table I, and follows the slope of the BGA precisely,
see fig. 2. Predictions achieved by the Kalman filter and
the smoothed Kalman filter bear more resemblance to the
BGA measurements compared to the CGM readings, and for
most of the meals the estimates can be seen eliminating what
can be interpreted as the slower dynamic of CGM. This is
especially evident in Meal 1, Meal 2 and on glucose increase
in Meal 3, for data set 1, and Meal 2, Meal 3, and on glucose
increase in Meal 4, in data set 2, see fig. 2.

VII. DISCUSSION

For the sake of simplicity, a linear model was used in
this study. Future research should examine the impact of
model choice on the outcomes and evaluate whether a more
sophisticated or even simpler model might enhance the pre-
dictions. The parameters of the model are adjusted according
to the literature. Hence, given any CGM measurements,
the proposed method with the same parameters should be
able to predict the BG level without system identification.
However, performance degradation might be expected if
the CGM sampling rate decreases. In addition, a trial-and-
error approach is used to tune the covariance matrices to
achieve satisfactory results while a methodical approach
to adjust the KF can improve the performance. Moreover,
only two data sets have been used in the simulations for
evaluation, and in order to achieve more reliable results, the
method should be tested on more data sets that are saved for
future studies. The proposed method can be used in closed-
loop systems and/or state estimators (for example [17]) to
decrease the delays in artificial pancreas systems. However,
the effectiveness of the suggested method in closed-loop
systems may be evaluated by using the control-variability
grid analysis (CVGA) method.

VIII. CONCLUSIONS

The glucose diffusion process from plasma to intersti-
tial fluid causes a time lag between BG levels and CGM
measurements as the CGM sensor measures glucose in the
subcutaneous tissue. The Kalman filter with an input-less
model of the glucose dynamics has been used to estimate
the BG level based on the CGM measurement. In addition,
the Kalman filter estimates were smoothed in order to reduce
the Kalman filter sensitivity to the disturbances of CGM
readings. Considering the BGA values as the reference, the
performance of the CGM sensor, Kalman filter, and mov-
ing average smoothed Kalman filter were assessed. Results
showed that estimates obtained from both the Kalman filter
and moving average smoothed Kalman filter resembled the
BGA measurements to a higher degree, than the CGM
measurements.
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