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ABSTRACT

Combining ultrasound and microbubbles for enhancing drug delivery has shown to
increase the penetration length of drugs into the extracellular matrix, but the mech-
anism behind this is still not entirely clear. In this project, the effect of microbubbles
and ultrasound on the extracellular matrix and tumor stiffness of 4T1 breast tumors
has been investigated.

The first part of the project involved optimizing the curve fitting of force distance
curves, obtained using an atomic force microscope (AFM). These curves were fitted
with the Hertz model to obtain the Young’s modulus, a measure of stiffness. Four
different contact point algorithms were tested: goodness of fit, ∆E, ratio of variances
and a combination of the strategies. 2703 force curves were obtained from ten 4T1
breast tumors, five treated and five control. Analysis of these found that the combined
strategies gave the best estimated contact point, and this was used in further analysis.
Three different fit ranges were also tested: the entire indentation depth, the first 50%
of the indentation depth, and the last 50% of the indentation depth. Analysis showed
that using the entire indentation depth was the best choice, as it also included all the
information of the force curve.

In the second part of the project the Young’s moduli between control and treated
tumors were compared. The collagen density and organization was also measured,
by employing the principle of second harmonic generation (SHG) to image collagen
using a multiphoton laser microscope. Entire tilescans of three tumor sections per
tumor were obtained. The collagen density was quantified by calculating the collagen
area fraction, and the collagen organization by calculating the ratio between the for-
ward and backward propagating SHG signal. These parameters were also compared
between control and treated tumors. No statistically significant differences was found
between control and treated tumors for the Young’s modulus, collagen density or the
F/B ratio. The correlation between the Young’s modulus and the collagen parameters
was also investigated. It found a statistically significant positive trend between the
Young’s modulus and the collagen density, and a small, not statistically significant,
positive trend between Young’s modulus and F/B ratio. All parameters showed a
tendency to be slightly higher in the tumor periphery than the tumor center.
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SAMMENDRAG

For å forbedre leveringen av kreftmedisin til svulster har man sett at bruken av
mikrobobler kombinert med ultralyd kan ha en positiv effekt. Denne typen be-
handling har vist seg å kunne øke distansen legemiddelet beveger seg i svulstens
ekstracellulære matrise. Grunnen til dette er likevel ikke helt klar. I denne oppgaven
er målet å se på effekten av mikrobobler og ultralyd på den ekstracellulære matrisen
i 4T1 brystkreftsvulster.

Første del av oppgaven gikk ut på å optimalisere kurvetilpasning av kraftkurver
ervervet ved hjelp av et atomkraftsmikroskop (AFM). Disse kurvene ble tilpasset ved
bruk av Hertz model for å finne Young’s modulus, et mål på stivhet. Fire forskjellige
kontaktpunktsalgoritmer ble brukt, hvorpå én var en kombinasjon av de andre tre.
Det var denne kombinerte strategien som ga det beste resultatet når 2703 kraftkurver
fra ti 4T1 tumorer ble analysert, fem av tumorene var behandlet og fem var ubehan-
dlet. Denne kontaktpunktsalgoritmen ble så brukt i all senere analyse. Tre forskjellige
tilpasningsintervaller ble også undersøkt: én så på hele indenteringsdybden, én på
de første 50% av indenteringsdybden og én på de siste 50% av indenteringsdybden.
Her viste analysen at det å bruke hele indenteringsdybden var det beste valget for
videre analyse, noe som ble styrket av at dette tilpasningsintervallet også fikk med
seg all informasjon i kraftkurven.

I den andre delen av prosjektet ble verdiene for Young’s modulus sammenlignet
mellom ubehandlede og behandlede tumorer. Kollageninnholdet og organiseringen
av kollagen ble også undersøkt. Dette ble gjort ved bruk av et multifotonlaser-
mikroskop som tok i bruk det andreharmoniske signalet for å se på kollagen. Her
ble det tatt bilder av hele tumorsnitt. Tre tumorsnitt per tumor ble avbildet. Fra
disse bildene ble kollagentettheten kvantifisert ved å beregne fraksjonen av arealet
i bildet som inneholdt kollagen. Organiseringen av kollagen ble kvantifisert ved
å se på forholdet mellom transmittert og reflektert signal gjennom prøven (F/B
ratio). Disse parameterne ble også sammenlignet mellom ubehandlede og behandlede
tumorer. Ingen statistisk signifikante forskjeller ble funnet mellom de ubehandlede
og behandlede tumorene for kollagentetthet, F/B ratio og Young’s modulus. Korre-
lasjon mellom Young’s modulus og kollagen ble også sett på, og en positiv statistisk
signifikant trend ble funnet mellom Young’s modulus og kollagentetthet. En svakere,
ikke statistisk signifikant, positiv trend ble også funnet mellom Young’s modulus og
F/B ratio. Alle de målte parameterne viste også en svak trend til å være høyere i
periferien enn i senter av tumorene.
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1 INTRODUCTION

1 INTRODUCTION

The tumor microenvironment is complex. It consists of a cellular component includ-
ing cancer cells, immune cells and fibroblasts. The tumor microenvironment also has
its own vasculature, which is characterized by leaky blood vessels and a chaotic
blood network. The extracellular matrix provides the tissue with mechanical strength
and elasticity, as well as contributing in cell signaling by being a reservoir for growth
factors, and giving cells easier access to these factors via integrins. The producers
of the extra cellular matrix fibers, the fibroblasts, acquire a constantly activated state
in tumors, causing the overproduction of extracellular matrix fibers such as collagen
type I and fibronectin. The overproduction of ECM fibers leads to a denser and stiffer
ECM [1].

This dense and stiff ECM is a major obstacle for tumor treatment. It acts as a
physical barrier on drug delivery, since the drug must penetrate through the ECM
to reach the cells. This problem can possibly be overcomed by aiding the drug
in transversing the ECM. An example of a treatment exploiting this idea is the
combination of ultrasound and microbubbles. The oscillation of the microbubbles
in response to ultrasonic waves can assist the drug in transversing the blood vessel
wall, and physically push the drug further into the extracellular matrix. It has already
been shown that this treatment increases the penetration length of the drug, but the
mechanism behind this success is still not entirely clear [2].

As the ECM acts as a barrier against drug delivery, it is of interest to investigate
whether the microbubbles and ultrasound treatment might alter this barrier in some
way. In this project, the effect of ultrasound and microbubble treatment on the extra-
cellular matrix, and its mechanical properties, in 4T1 breast tumors is investigated.
The atomic force microscope is used to obtain force indentation curves, which are
curve fitted with Hertz model to obtain the Young’s modulus, a measure of stiffness.
A multiphoton laser scanning microscope is used to obtained tilescans of collagen,
by employing the principle of second harmonic generation. From these tilescans the
collagen area fraction and F/B ratio is obtained, which are measures of collagen
density and orientation respectively.

This thesis was part of a larger project that also involved looking at nanoparticle
accumulation, blood vessel perfusion, collagen and hyaluronic acid. This work was
done by Charlotte Årseth, as part of her master’s thesis.
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2 THEORY

2 THEORY

2.1 Tumor biology

2.1.1 The hallmarks of cancer

A tumor 1 can be defined as a mass of uncontrollably growing cells. The trans-
formation from normal cells into malignant tumor cells is a process made up of
multiple steps. Hanahan and Weinberg proposed in 2000 the Hallmarks of cancer,
suggesting six different physiological changes required for cancer formation and
growth; self sufficiency in growth signals, insensitivity to antigrowth signals, evading
apoptosis, limitless replicative potential, sustained angiogenesis, and tissue invasion
and metastasis. The hallmarks are shown in Figure 1. [3]

Figure 1: Figure showing the six hallmarks of cancer, which are required physiological
changes in cancer cells for the formation and growth of tumors, adapted from
Hanahan and Weinberg [3].

1. The word tumor refers to malignant tumors in this thesis and is used interchangeably with the word cancer.
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2 THEORY

2.1.2 The tumor microenvironment
The previous section described the hallmarks of cancer, necessary properties of cancer
cells for tumor development. Tumor tissue is however complex, and consists of more
than just cancer cells, as illustrated in Figure 2. The tumor microenvironment (TME)
contains the fibers of the extracellular matrix. These fibers provide the tissue with
structural strength, and support signal transduction between cells. It also contains
blood vessels, supplying oxygen and nutrients to the cellular components of the
TME. Lymphatic vessels are present in the tumor periphery, draining excess fluid.
The cellular component of the TME include a variety of stromal cells such as immune
cells and fibroblasts, in addition to cancer cells [1].

Figure 2: An illustration showing some of the components of the tumor microenviron-
ment; extracellular matrix fibers (collagen and hyaluronic acid), cancer cells, immune
cells, fibroblasts and a leaky blood vessel.

All the components of the TME has shown to promote tumor progression in
different ways [4]. In this thesis the focus will be on the extracellular matrix; its
components, mechanical properties and the effect it has on tumor progression.

2.1.3 The extracellular matrix
The extracellular matrix (ECM) determines the shape and mechanical properties
of tissues, and consists of three categories of molecules: structural proteins, pro-
teoglycans and adhesive glycoproteins. The structural proteins, such as collagen,
elastin, and fibronectin, provides the ECM with mechanical strength and elasticity.
The structural proteins are embedded in a matrix created by the proteoglycans, and
the ECM is connected to the cells via the adhesive glycoproteins. Here, we will go
further into detail on collagen, and proteoglycans with a focus on hyalorunic acid, a
building block of many proteoglycans [5].

3



2 THEORY

Collagen

Collagen provides tissue with tensile strength, and is the most abundant protein in
the human body. The structure of collagen is showed in Figure 3, and consists of three
polypeptides, termed α chains, forming a triple helix, called the collagen molecule. The
collagen molecules self-assemble into collagen fibrils, which again assemble laterally
into a collagen fiber. Hydrogen bonds between α chains and collagen fibrills ensures
the stability of the collagen fibers. There are about 25 different α chains, forming 15
different types of collagen molecules, with type I being the most abundant [5].

Figure 3: Schematic of the hierarchical structure of collagen. Alpha chains build up a
triple helix, forming the collagen molecules, which nest together to form the collagen
fibrils, which again forms the collagen fiber.

Proteoglycans

Proteoglycans consists of a protein core, where many glycosaminoglycans are at-
tached, illustrated in Figure 4. Glycosaminoglycans are polysaccharides characterized
by a repeating disaccharide unit. One of the most common glycosaminoglycans is
hyaluronic acid (HA). Glycosaminoglycans are hydrophilic, and contain negatively
charged constituents, attracting both water and cations. This creates a hydrated
matrix where the structural proteins are embedded [5].

Figure 4: Schematic of the structure of a proteoglycan, which consists of glycosamino-
glycans attached to a protein core.

4



2 THEORY

The extracellular matrix and tumor stiffness

Stiffness is a material property, and is defined as the ability of a material to resist
deformation when a force is applied. In tissues, the stiffness is mainly determined
by the composition and organization of the extracellular matrix [6]. The extracellular
matrix fibers can be produced by a variety of stromal cells, but the biggest contributor
to ECM production are the fibroblasts [7]. Fibroblasts in healthy tissue are normally
quiescent, but in response to tissue damage the fibroblasts will produce ECM fibers.
In tumors, the fibroblasts are always in this activated, ECM producing state, and are
called cancer associated fibroblasts (CAFs) [8]. These CAFs produce mainly collagen
type I and fibronectins. The CAFs can also exert contractile forces on the tissue
themselves, via their cytoskeletal elements [9, 10]. The condition of overproduction
and accumulation of ECM fibers is called desmoplasia, which is characterized by
a continuous ECM production and remodeling. As the tumor stiffness is mainly
determined by ECM composition and organization, desmoplasia will also lead to
a continuous stiffening of the tumor [6]. Therefore, tumor tissue is often stiffer than
healthy tissue [11].

The extracellular matrix in tumors

While the tumor ECM hosts an abundance of both collagen fibers and hyaluronic
acid, the constituents are heterogeneously distributed throughout the tumor. When
a tumor grows it is restricted by the surrounding healthy tissue. The confined space
causes compressive forces to accumulate over time. These compressive forces are
largest at the center of the tumor. The gelatinous nature of hyaluronic acid resists
compressive forces, and it is therefore mostly deposited in the tumor center. On the
other hand, the periphery of the tumor experiences compressive forces in the radial
direction, but tensile forces in the circumferential direction. Collagen can provide
great tensile strength, and the collagen density at the tumor periphery is therefore
ofter higher than throughout the tumor tissue [1, 11].

The role of the extracellular matrix proteins and stiffness in tumor progression

The alterations of the ECM in tumor tissue can increase cancer progression. The extra-
cellular matrix does not only provide mechanical strength, but can also facilitate cell
signaling. The ECM provides a reservoir for signaling molecules, and can also assist
presentation of these through integrins and proteoglycans. Some of these signaling
molecules are growth factors, and the ECM can therefore contribute to sustained
malignant cell growth. Some of the growth factors may also be associated with
angiogenesis, again sustaining tumor growth [11, 12]. The stiffening can also enhance
integrin signaling, which will further encourage tumor growth and progression [13].

5
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It has also been found that cancer cells proliferates at a slower rate in a softer ECM,
and the increased matrix stiffness can therefore further increase tumor progression.
The stiff ECM can also directly activate signaling pathways involved in cell migration,
increasing cell motility, and boosting the invasive potential of the cancer cells [11].
In addition to this, the TME has an increased activity of matrix metalloproteinase
(MMP), which contributes to remodeling of the ECM, which in turn can create space
for cell migration [13].

The increased matrix stiffness may also inhibit successful vascularization. The
ECM fibers can interrupt endothelial cell-cell junctions, leading to leaky blood vessels
and reduced blood flow. Furthermore, the increased compressive forces, due to ECM
overproduction and rapid tumor growth, can compress both the blood and lymphatic
vessels of the tumor. The compression of blood vessels combined with reduced blood
flow can lead to hypoxia. Hypoxia in turn can further fuel tumor progression and
negatively affect therapeutic efficacy [1, 11].

2.1.4 Drug delivery barriers in tumors

There are three transportation processes required for successful drug delivery: vascu-
lar transport into the tumor, the transportation across the blood vessel wall, and the
transportation through the interstitial space to reach the cancer cells [1].

A detailed description of the role of the ECM in the tumor microenvironment was
given in the previous section, and the stiffening of the ECM is a characteristic of tumor
tissue. Another important characteristic is the chaotic blood network. The blood
vessels formed through angiogenesis will often have large perforations, causing the
vessels to be hyperpermeable and hypoperfused, a characteristic further enhanced
by the stiffened ECM, as mentioned above. The hyperpermeable blood vessels causes
plasma leakage into the space between the cells of the tissue; the interstitial space. The
compressed lymphatic vessels, as a consequence of the increased compressive forces,
leads to poor drainage of this excess fluid build up. This leads to a high interstitial
fluid pressure (IFP) [1].

The accumulation of plasma due to leaky blood vessels and faulty lymphatic
drainage, is termed the enhanced permeability and retention (EPR) effect, and can be
beneficial for targeting tumors with therapeutic drugs, as the drug will accumulate in
the tumor [14]. The tumor vasculature is however chaotic and poorly organized, and
the compressive forces can yield some vessels nonfunctional. Combined with their
hypoperfused nature, this can result in a varying distance between blood vessels, and
some tumor cells might be harder to reach than others [1].

6



2 THEORY

The transportation across the vessel wall and through the interstitial space is
complicated and depends on two different transport mechanisms: convection and
diffusion. Convection depends on pressure differences, while diffusion depends on
concentration differences. In healthy tissue, the pressure within blood vessels is
higher than in the surrounding interstitial space. However, due to the high IFP
in tumors, the pressure difference across the vessel wall is very small, rendering
the contribution of convection for transvascular transport almost negligible. The
uniformly elevated IFP throughout the tumor also means that there are no pressure
gradients through the intestritium either, again rendering the transport by convection
negligible. The only exception to this is at the tumor periphery, where there is a
pressure gradient due to the IFP being higher in the tumor than in the host tissue.
This pressure gradient will assist in washing the drugs away from the tumor. At
the same time, this pressure gradients means that the IFP will be lower than the
pressure within the blood vessels at the tumor periphery. Transport of drugs across
the vessel wall and through the interstitium is therefore diffusion dependent in the
tumor center, while some transport through convection might happen at the tumor
periphery. The transport by diffusion is further limited, because larger drugs are
hindered by the dens e ECM [1].

7
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2.2 Ultrasound and microbubbles

2.2.1 Ultrasound principles

Ultrasound is defined as sound waves with frequencies above the human hearing
range (> 20kHz) [15]. Sound waves propagate through a medium by the collisions
between adjacent molecules in the medium, causing the molecules to oscillate about
their origin. Sound waves are normally longitudinal, oscillating in the direction of
travel [16, 17]. This is detected as a pressure wave with areas of compression and
rarefaction [15], illustrated in Figure 5.

Figure 5: Illustration of an ultrasound pressure wave. The red dots (top) shows the
molecules in the path of the wave, which will oscillate, causing areas of compression
and refraction. The waves are longitudinal and the wave function (bottom) shows the
pressure as a function of distance.

The wavelength, λ, is included in Figure 5 and is defined as the distance travelled
by the wave in one cycle. The frequency, f, is the number of cycles per second. The
velocity, v, of the sound wave is then defined as the product of the wavelength and
the frequency [15–17]:

v = λf (1)

8
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2.2.2 Generation of ultrasound

A transducer, also called a probe, is used to produce the ultrasonic waves. The
transducer contains several piezoelectric crystals, that will expand and retract when
subjected to an electric current, ultimately producing pressure waves [16, 18]. Con-
versely, when the emitted pressure wave is reflected by elements in the medium,
and returns to the transducer, the piezoelectric crystals will expand and retract in
response to the reflected wave, and an electric current is created [16, 18]. This is the
principle for ultrasound imaging.

Acoustic impedance is the term used to describe the resistance that the ultrasonic
waves experience when passing through a medium, and it is defined as the product
of the wave velocity, v, and the density, ρ of the medium [15]:

Z = vρ (2)

Different tissues in the body have different densities, and therefore different
acoustic impedances. These differences in acoustic impedance in the path of the
ultrasound beam causes the wave to reflect, refract and/or scatter. The reflected wave
then returns to the transducer, which translates the wave to a current as explained
above, and thus, an image can be formed [16].

The transducer cannot emit and listen for ultrasound waves at the same time.
In order to form an image, the transducer therefore must emit ultrasound waves
in pulses. The pulses can have different pulse length, PL, and pulse repetition
frequency (PRF), which is the number of pulses emitted per second [18]. The duty
cycle, DC, is then defined as:

DC = PRF · PL · 100% (3)

The duty cycle describes the percentage of time the ultrasound transducer is ”on”
[19].

Ultrasound-matter interactions

When the ultrasound wave hits a material in its path with different acoustic impedance,
some of the wave will reflect. The larger the differences in acoustic impedance, the
more the wave will be reflected. If the object is smaller than the wavelength of the
ultrasound, the wave will be scattered in all directions. Similarly to light, ultrasound
can deviate from its original direction, or refract, when crossing an interface between
two materials of different acoustic impedances [16].

9



2 THEORY

As ultrasound travels through tissue, the mechanical energy of the pressure wave
will be converted into heat, which is absorbed by the surrounding tissue, ultimately
causing the wave to attenuate as it travels. The ultrasound intensity, I, will decrease
with traversed distance, x, according to the equation:

I = I0e
−ax (4)

where I0 is the intensity of the transmitted ultrasound. a is the attenuation coefficient
and is dependent on ultrasound frequency [20]. Scattering is also a contributing
factor to attenuation. A higher frequency wave attenuates faster than one with lower
frequency. However, as the frequency is lowered, more of the wave will diffract and
scatter, lowering the resolution. Therefore, there is a trade off between penetration
depth and resolution [16].

2.2.3 Ultrasound and microbubbles

Ultrasound can have therapeutic uses, in addition to being an imaging tool. An
important aspect, which will be discussed in this thesis, is the use of ultrasound
in combination with microbubbles to enhance drug delivery.

Figure 6 illustrates what happens when a microbubble is subjected to an ultra-
sound wave. At lower pressure (Figure 6a), the microbubble will oscillate stably,
called stable cavitation. While at higher pressures (Figure 6b) the bubble will eventu-
ally grow, and subsequently implode. This is called inertial cavitation [19, 21].

Figure 6: The oscillation of microbubbles in the path of an ultrasonic wave. The
ultrasound wave can cause stable cavitation (a), or inertial cavitation (b), which result
in the collapse of the microbubble.

10



2 THEORY

Both stable and inertial cavitation can affect drug delivery when the microbubbles
are injected to circulate within the blood stream. The different processes are illustrated
in Figure 7 During stable cavitation, the blood vessels can expand and retract, causing
the gap between endothelial cell junctions to widen in the vessel wall, ultimately
enhancing permeability, and facilitating drug extravasation. Another phenomenon
of stable cavitation is microstreaming, causing the fluid around the microbubble to
move, assisting the drug in penetrating the vasculature. Inertial cavitation can exert
great forces as the bubble collapses, resulting in shock waves and liquid jets, creating
additional pores in the vasculature. Cavitation can also create pores in the cellular
membranes, called sonoporation. The microbubbles can therefore both create pores
in the vessel walls for the drug, as well as facilitate drug movement [19].

Figure 7: An illustration of the effect of oscillating microbubbles on the blood vessel
wall and drug delivery. Adapted from Chowdury et al. [19] and Liu et al. [22].

By focusing the ultrasound on the tumor, the cavitation can be limited to the
bubbles present in the vasculature within the tumor, favoring and enhancing drug
delivery to the cancer cells.

Ultrasound parameters affecting cavitation

The ultrasound parameters can affect the therapeutic outcome, and it is therefore
important to carefully consider. One of these parameters is the frequency, which
is very important, as the bubble oscillates with the wave. Frequencies used for
therapeutic ultrasound is usually lower than the frequencies used in imaging, and
it ranges from a hundred kHz to a few MHz. A lower frequency is often beneficial,
as it can penetrate deeper into tissue due to lower attenuation, as explained earlier.
Matching the frequency with the resonance frequency of the bubbles can also be
beneficial for stable cavitation, as it will increase the amplitude of the oscillation.
The oscillation amplitude can be explained as the amount the bubble increases and
decreases in volume as it oscillates. The resonance frequency of the bubbles will vary,
as it depends on the properties of both the bubbles, such as size and composition,
and the surrounding medium [19].
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Another important factor to consider, is the ultrasound intensity, as very high
intensities can have adverse thermal effects on tissue. These effects can be minimized
by delivering the ultrasound in pulses, without notably affecting the drug delivery
capabilities. While the intensity is responsible for thermal tissue effects, the mechan-
ical index (MI) is a measure of mechanical effects induced on the tissue as a result
of cavitation induced tissue damage. The mechanical index is defined as the ratio of
peak negative pressure (or peak rarefaction pressure), Pr to the square root of the
center frequency, fc, of the ultrasound beam:

MI =
Pr√
fc

(5)

The mechanical index can therefore be altered by changing the pressure amplitude
of the beam, or the frequency. The duration of ultrasound treatment is also important,
as treatment effectiveness is related to microbubble oscillation time [19].
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2.3 Atomic force microscopy

The invention of the atomic force microscope (AFM) started in 1981 with the in-
vention of the scanning tunneling microscope, a microscope capable of investigating
matter on an atomic scale, through tunneling currents in conductive samples. In
1986, the AFM was invented by Bennig, when they saw the need for a microscope
capable of conducting the same kind of experiments on non-conductive samples. The
invention of the AFM enabled ivestigating atomic scale properties on any flat surface,
without the need for any sample preparation [23].

The principle of the AFM is illustrated in Figure 8. A small tip is attached to a
cantilever. A laser is reflected off the surface on the top of the cantilever and onto a
photodetector. The cantilever is attached to a piezo scanner (not illustrated), which
manage to move the cantilever with high precision. In AFM imaging, the tip is a
sharp cone, and the cantilever scans the sample. As the tip moves across the sample,
changes in the topography causes the cantilever to bend up or down. This deflection
causes the laser to move on the photodetector, which measures the deflection in terms
of voltage differences, and the topography of the sample can therefore be detected
and recorded, creating a topographic image as the tip scans the surface of the sample.
A feedback loop connected to the z-piezo scanner will then adjust the height to
ensure a constant deflection (contact mode), or a constant tip - sample interaction
force (dynamic mode) [23, 24].

Figure 8: The principle of an AFM. A cantilever with a tip scans the surface of
the sample. The laser light reflects off the surface of the cantilever and onto a
photodetector. The position of the laser spot on the photodetector will move as the
cantilever deflects due to changes in the sample height.

Since its invention, the use of the AFM has only grown larger and tips and
cantilevers in many different shapes and sizes have been invented. One of the major
advantages of the AFM, is that it also works in a liquid environment, making it a
useful tool in investigating biological samples [24].
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2.3.1 Force spectroscopy

While imaging surface topography was among the first uses of the AFM, it has
evolved into a powerful tool for also looking at mechanical properties. This is done
through the acquisition of force distance curves, often only termed force curves.
The principle is illustrated in Figure 29a. The force curve acquisition starts above the
surface of the sample. The tip approaches the sample at a given speed. As it gets close
to the sample, attractive Van der Waahls forces between the tip and the sample will
occur, causing the tip to snap into contact, and the cantilever to bend downwards,
resulting in a negative voltage measured by the photodetector. As the cantilever
moves further down, it will eventually start to push into the sample, causing the
cantilever to bend the other way, and a positive voltage is recorded. The tip will keep
pushing into the surface, and the cantilever will keep bending, until a given threshold
value for the deflection is reached. The probe is then retracted from the surface, and
the cantilever relaxes until it again bends the other way, due to the attractive Van der
Waahls forces causing the tip to stick to the surface [24]. Figure 29a shows an example
of a force curve obtained in air. Figure 29c shows the equivalent curve obtained in a
liquid environment. As can be seen in the figure, the characteristic dip in the force
curve due to Van der Waahls forces is not present. This is due to Van der Waahls
forces being very small and easily disturbed [25].

(a)

(b)

Figure 9: Figures exemplifying force distance curves obtained in air (a) and liquid
(b). Illustrations of the cantilever, and resulting laser position, as it approaches the
sample are also included. In (a) the tip will snap into contact with the sample as it
gets close, due to Van der Waahls forces, causing a dip in the curve. Subsequently,
the tip will bend the opposite way as it experience resistance from the sample, and
the vertical deflection will increase. In (b) the same steps are included, except the
second phase where the tip snaps into contact due to Van der Waahls forces, as Van
der Waahls forces are small and easily disturbed.
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The acquisition of a force curve, where the tip approaches and retracts from the
surface, is termed a ramp, and this mode of operation is often called ramping mode.

To measure mechanical properties it is necessary to translate the measured voltage
into force, F. This is done through Hookes law [24]:

F = k∆d (6)

where k is the spring contant of the cantilever, found by acquiring a thermal noise
spectrum, and determining the resonance frequency of the cantilever [26]. ∆d is the
deflection, which can be found from the measured change in voltage, ∆V, via:

∆d = S ·∆V (7)

where S is the deflection sensitivity of the cantilever, given in nm/V, and obtained
through calibration by ramping on a stiff substrate prior to the measurements. The
distance shown in Figure 9 is the distance traveled by the z-piezo. The depth the tip
travels into the substrate, called the indentation depth, is often more interesting and
can be found through the equation:

δ = Z − Z0 −∆d (8)

where Z is the total distance travelled by the z-piezo, and Z0 is the distance
traveled by the z-piezo at the contact point between the tip and the sample.

2.3.2 Hertz model

The Young’s modulus, or the elastic modulus, is often used as a measure of stiffness.
It is an intrinsic material property and is therefore independent on shape and size.
The Young’s modulus is defined as the ratio between stress (σ) and strain (ε), when
an object is subjected to two equal, but opposite, uniaxial forces. The concepts of
stress and strain are shown in Figure 10. The stress is defined as the ratio between
the force and the crossectional area. The strain is defined as the ratio between the
change in length and the original length along the axial direction. A stiffer material
will result in a higher Young’s modulus, as the strain will be smaller with the same
applied force [27–29].

Figure 10: Illustration showing the concepts, and equations, of stress (σ) and strain
(ε) as an object is subjected to two equal, but opposite, uniaxial forces, F.
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The Young’s modulus can be extracted from force curves by using Hertz model.
Hertz model, illustrated in Figure 11, assumes a spherical indenter, pushing into a
surface with force F, resulting in an indentation depth δ. The Young’s modulus, E, is
related to the force and indentation depth via the equation[30, 31]:

F =
4

3

E

(1− ν2)
R1/2δ3/2 (9)

where R is the radius of the indenter. ν is the Poisson ratio and is illustrated in
Figure 12. It is defined as the ratio between the strain in axial and lateral direction
when the material is subjected to two equal but opposite uniaxial forces [32]. For
biological tissues, the Poisson ratio is estimated to be around 0.5, and is termed an
incrompessible material, meaning that the volume stays constant under an applied
force [33].

Figure 11: Figure showing the experimental basis for using the Hertz model, where
a spherical indenter with radius R pushes into a sample with a force F, resulting in
an indentation depth δ. These three parameters can be used to calculate the Young’s
modulus.

Figure 12: Illustration showing the concept and equation for the Poisson ratio as an
object is subjected to two equal, but opposite, uniaxial forces, F. The strain in the
lateral directions, y and z, are equal.
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Limitations

The Hertz model assumes that the sample is an elastic half space. This means that the
sample is homogeneous and isotropic, and extends infinitely in all directions, with
the top surface as a boundary. A biological sample can therefore not be considered
an elastic half space. However, given a small enough indentation depth, and a
small tip radius relative to the sample, a biological sample can be approximated
as one. Buckle’s rule state that the indentation depth should not exceed 5-10% of
the sample thickness, to avoid the stiffness of the underlying substrate to affect the
measurements. The distance from the tip to the edge of the sample should be larger
than ten times the tip radius, approximating an infinite horizontal extension [34].

Another criterion of the Hertz model not met by biological samples, is that the
sample is elastic. An elastic sample will return to its original shape as soon as the load
is released. However, biological samples are viscoelastic, meaning that the return to
its original form is time dependent. This is often evident in the form of hysteresis
between the retract and approach curves [35].

Even though biological samples fail to meet the many criteria of the Hertz model,
it has been shown that by careful experimental control, such as attentive choices on
indentation depth and probe size, the Hertz model has shown to be a good fit to
experimental data. This, combined with the simplicity of the model, is probably why
it is one of the most used models in indentation experiments [36].

2.3.3 Determining the contact point of force curves

The Hertz model is based on the indentation depth and not the z-piezo distance. The
indentation depth can be found from the z-piezo data, using Equation 8. However,
this equation requires that the location of the contact point, Z0, is known. For force
curves obtained in air, the contact point is easily located as a sharp change in the
curve, seen as the ”dip” in Figure 29a. However, in liquid, the transition from non-
contact to contact is often more diffuse, as seen in Figure 29c. Núria Gavara (2016)
investigated multiple algorithms for determining the contact point on AFM force
curves obtained from living cells [37]. Some of these algorithms will be highlighted
and tested in this thesis. The test involves using all points on a force curve as
trial points. At each trial point a calculation will be made, according to the chosen
algorithm, and the trial point yielding the best value according to a set criterion will
be chosen as the contact point.

Goodness of fit

For the goodness of fit method a constant interval is chosen from the trial point, the
trial point is then chosen as Z0 and the Hertz model is fit to this interval. Then the
r2 is calculated for that fit. The trial point at which the highest r2 is calculated is
determined as the contact point. [37]
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Change in Young’s modulus (∆E)

The principle of the ∆E method is that the calculated Young’s modulus changes
more around the contact point than anywhere else on the force curve. Just as for the
goodness of fit method, a constant interval is chosen from the trial point, which is set
as Z0 and the Hertz model is fit to this interval. ∆E is then defined as [37]:

∆E = −d(lnE)

di
(10)

where i is the trial point and E(i) is the Young’s modulus calculated from trial point i.
From this, the contact point is determined as the trial point yielding the highest value
for ∆E. [37]

Ratio of variances

The ratio of variances method is based on the deflection signal and not the Young’s
modulus. It assumes that the variance of the deflection signal is larger in an interval
around the contact point, than in the non-contact region or the contact region. That
means that looking at two intervals, of size N, on both sides of the trial point, the
variances of these intervals will be similar if the trial point is well within the non-
contact or contact region. The ratio of variances in trial point, i, can be written as
[37]:

RoVi =
var(di+1 : di+N)

var(di−N : di−1)
(11)

where di is the deflection signal at trial point i. The contact point is then identified as
the point where RoV is the largest. [37]

Combined strategies

In his paper, Gavara also looks at combining multiple strategies for determining the
contact point. This is done by multiplying the data from the three aforementioned
method and choosing the trial point that has the highest value of r2 ·∆E · RoV [37].
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2.4 Second Harmonic Generation

Figure 13: Illustration showing the princi-
ple of second harmonic generation, where
a photon with frequency ω interacts with
matter, resulting in the emission of a pho-
ton with twice the frequency, 2ω .

Second harmonic generation (SHG) is a
physical phenomenon where two pho-
tons with a given frequency interact
with matter to form and emit a new pho-
ton with twice the incoming frequency,
without energy loss. The principle is
illustrated in Figure 13.

The polarization P of a medium sub-
jected to an electric field E can be ex-
pressed as [38]:

P = ϵ0χ
(1)E + ϵ0χ

(2)E2 + ϵ0χ
(3)E3 + ...

(12)

where ϵ0 is the electric constant. χ(i)

is the susceptibility tensors, dimension-
less material properties indicating the

degree of polarization of the material in response to the electric field. χ(1) is a
linear susceptibility tensor and is dimensionless, while χ(i>1) are termed non-linear
susceptibility tensors and have units of (m/V )n−1. At low electric fields the En>1-
terms can be approximated to 0, and the polarization is said to be linear [38].

At high laser intensities (high electric fields), or in media with high hyperpolariz-
ability (high χ(2)) , the polarization depends non-linearly on the electric fields and is
given by the equation above. When discussing second harmonic generation, the χ(2)

term becomes important, and the polarization equation is often simplified to only
include the first two terms [38]:

P = ϵ0χ
(1)E + ϵ0χ

(2)E2 (13)

The electric field can be expressed as:

E = E0cos(ωt) (14)

Inserting this into equation (13) gives:

P = ϵ0χ
(1)E0cos(ωt) + ϵ0χ

(2)E2
0cos

2(ωt) (15)

Which can be expanded using trigonometric identities to:

P = ϵ0χ
(1)E0cos(ωt) +

1

2
ϵ0χ

(2)E2
0 +

1

2
ϵ0χ

(2)E2
0cos(2ωt) (16)

The first term describes a polarization vibrating with frequency ω and the third
term describes a polarization vibrating with frequency 2ω, producing electromagnetic
waves with these frequencies [38].

19



2 THEORY

2.4.1 Imaging collagen using second harmonic generation

Second harmonic generation poses restrictions on the structures that can be imaged.
First of all, they must be noncentrosymmetric in the order of λSHG, in order to
produce a visible signal. Secondly, the material must have permanent dipoles, as the
polarization equations discussed in the previous section applies to dipoles. Finally,
the structures must be ordered so that the second susceptibility tensor, χ(2) is non-
zero. There are three main proteins that fulfill these criteria: fibrillar collagen type I
and II, and myosin [39].

To image collagen using second harmonic generation one can use a multiphoton
laser scanning microscope equipped with a high intensity laser. The SHG signal
generation is intrinsically optically sectioned, meaning that the signal arises only
from the scanned focal plane, so a pinhole is not needed [39].

The emitted photons obtained through SHG all have the same frequency and
wavelength, and are in phase, meaning that the light is coherent. This results in
different emission patterns in the forward and backward direction, in respect to the
laser propagation. If the phase of the incoming and the SHG photons are in perfect
phase match, the signal will be exclusively forward directed and co-propagating with
the laser. Due to the randomness of the distribution of collagen fibers in biological
tissue, the phase matching between incoming and SHG photons will be imperfect.
This leads to a distribution of forward and backwards emitting photons due to
scatterers on the size of λSHG in the light path. In general, the less regular the
arrangement of the collagen fibers is, the higher the backward signal, resulting in
a lower forward to backward ratio (F/B ratio) [39, 40].
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2.5 Inter- versus intraheterogeneity

If a sample size can be divided into subgroups of samples, it can be of value to
evaluate how much of the contribution of the heterogeneity in the sample population
comes from heterogeneity within the subgroup (intraheterogeneity, σ2

intra) compared
to the heterogeneity between the subgroups (interheterogeneity, σ2

inter). The inter-
heterogeneity is defined as the variance of the measured values of all samples. While
the intraheterogeneity can be defined as:

σ2
intra =

∑r
i=1

∑ni

j=1(Xij − X̄i)
2

N − r
(17)

Where r is the number of subgroups, ni the number of samples measured in subgroup
i, N is the total number of samples, Xij is the measured value of sample j in subgroup
i and X̄i is the average measured value of supgroup i[41].

The relative contribution of intraheterogeneity to the total heterogeneity can then
be given as:

f =
σ2
intra

σ2
intra + σ2

inter

(18)

where f spans from 0 to 1, where a value of 0.5 means an equal contribution of
inter- and intra-heterogeneity. A value above 0.5 means that the contribution to the
heterogeneity is larger from within the subgroups, than between the subgroups [41].
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3 MATERIALS AND METHODS

3.1 Tumor preparation

3.1.1 Inoculation

A 4T1 murine breast cancer cell line was used for the experiments. 10000 4T1 cells
in 50 µL cell medium was injected subcutaneously into the hind leg of ten mice2.
Five mice were used for control and five mice were treated with ultrasound and
microbubbles.

3.1.2 Ultrasound and microbubble treatment

The treatment setup is shown in Figure 14. The mice were given anesthesia via an
inhalation tube during the treatments. A tail vein catheter was used to administer
nanoparticles and microbubbles. The leg containing the tumor was submerged in
water, as illustrated, and the mouse was lying on a plate absorbing acoustic radiation.
The water and mouse was kept warm using an aquarium heater and a heating lamp
respectively (not illustrated). The ultrasound transducer (Imasonic SAS) was con-
nected to a signal generator (33500 B, Keysight Technologies) and an amplifier(2100
L, Electronics and Innovations Ltd.), also not illustrated.

The treatment

All mice were anesthesized using 2.5% isofluorane in 1 L/min medical air. Pefore any
treatment, all mice were given 200 µg of nanoparticles in 50 µL Dulbecco’s phosphate-
buffered saline (D-PBS) through the tail-vein catheter.

Five of the mice were given an ultrasound treatment. 50 µL of SonoVue were
injected. The tumors were then sonicated for 9 minutes with a 1Mhz transducer.
A burst period of 4 seconds and pulse length of 10 ms (10000 cycles) were used.
The pulse repetition frequency was 0.25 Hz, resulting in a duty cycle of 0.25 %. The
mechanical index was 0.5. After 3 and 6 minutes, a new dose of 50 µL SonoVue was
given.

Five mice were used for control, they were injected with 50 µL of sonovue every
3 minutes for 9 minutes, no sonication using ultrasound was performed.

All of the mice woke up from anesthesia after treatment. 1 hour after finished
treatment the mice were euthanized. The tumors were then taken out, then weighed
and measured before being embedded in OCT Tissue Tek, and then submerged in
liquid nitrogen.

2. The cells were grown and implanted by Caroline Einen.
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Figure 14: Illustration showing the treatment setup. The mouse is lying on a plate
that can absorb acoustic waves. Through a hole in the plate, the leg containing the
tumor is submerged in water. At the bottom of the water tank is an ultrasound
transducer, delivering ultrasound to the tumor. The mouse is given anesthesia
through an inhalation tube, and microbubbles and nanoparticles is administered
through a tail vein catheter. Not included in the illustration is the signal generator
and amplifier connected to the ultrasound transducer. The water was kept warm
using an aquarium heater, and the mouse was kept warm through a heat lamp. The
latter two components are also not illustrated.

Sectioning and HES imaging

The frozen tumors were cut in a cryostat, by the Cellular and Molecular Imaging
Core facility (CMIC) at NTNU. The tumors were cut in three different levels. Level
1 was taken 500 µm from the tumor edge, there were 500 µm between level 1 and
2, and level 2 and 3. At each level the tumor was cut into two sections with 50 µm
thickness, and 11 sections of 8 µm thickness. The sections were transferred to glass
slides after cutting.

From each level, one section of 8 µm thickness was used for hematoxylin eosin
saffron (HES) staining. The staining was done by CMIC. The HES sections were
imaged using a Zeiss 800 Airyscan Confocal Microscope. Tilescans were acquired of
the sections in bright field using a 10x Plan NeoFluar objective lens, with a numerical
aperture of 0.3.

23



3 MATERIALS AND METHODS

Imaging of the nanoparticles

To better localize the effects of microbubbles and ultrasound on the extracellular
matrix, it was desirable to correlate the measured parameters in this thesis with the
accumulation of nanoparticles. The aim was to do this by acquiring images of the
tissue sections looking at the fluorescent signal from nanoparticles. Unfortunately,
due to too little circulation time of the nanoparticles, they could not be imaged. This
attempt was made by Charlotte Årseth, and more details can be found in her report.

3.2 Atomic force microscopy

The AFM used in this project was a BioScope Catalyst AFM from Bruker, integrated
with an inverted Axio Observer Z1 from Zeiss. Nanoscope version 9.1 was used
to control the Bioscope catalyst and acquire force distance curves using the ”Force
volume in fluid” mode.

3.2.1 Probe preparation and calibration

A probe with a spherical tip, with a diameter of 25 µm, from Novascan was used in
the measurements, with a spring constant of 0.1 N/m according to the producer.

Hertz model assumes no attachment to the sample. Pluronic is a non-ionic copoly-
mer surfactant, that makes surfaces hydrophobic. A 1% solution of Pluronic was
prepared by incubating 1% (w/v) Pluronic in phosphate-buffered saline (PBS) at
37°C for 30 minutes. To minimize the attachment between the probe and the sample,
the probe was prepared by soaking it in Pluronic for 45 minutes.

After soaking the probe in the Pluronic solution for 45 minutes, it was rinsed in
D-PBS by moving the probe up and down in the solution.

After probe preparation, deflection sensitivity was calibrated by ramping (ap-
proaching and retracting from the surface once) on a glass slide with a droplet of D-
PBS, and measuring the deflection sensitivity from the contact region of the resulting
force distance curves. The probe was then withdrawn from the surface of the glass
slide, and a thermal tune was done while the probe was still submerged in the D-PBS
droplet. The thermal tune was done to calibrate the spring constant. This resulted in
a spring constant of 0.07 ± 0.03 N/m on average, which is in accordance with the
spring constant declared by the producer.
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3.2.2 Force curve acquisition

The 50 µm thick sections were used for the AFM measurements. A droplet of D-PBS
was put on the tissue sections to prevent the tissue from drying, and to provide a
medium for measurements.

Prior to starting measurements, the location of the outermost edges of the tumor
was found, and the maximum and minimum x and y coordinates were noted. From
these coordinates, nine positions were found according to Figure 15, were position
2-5 were defined as peripheral positions, and the rest as central positions. At these
positions, ten force distance curves were obtained by ramping in a grid pattern as
shown in the figure. The distance between the measurement points in the grid was 7
µm.

The force distance curves were obtained by ramping with a ramp size of 10 µm,
meaning that the distance between the probe and the sample before ramping is 10
µm. The approach and retract speed of the probe was 12 µm/s.

A total of 30 sections were used for the measurements, three sections from each
tumor, one section per level.

Figure 15: Illustrations showing the nine positions used for measurements per section
(red dots), as well as the definition of x min and max, and y min and max, used
to define the different positions. For each position, ten force distance curves were
obtained in a grid, as shown in the inclusion. The distance between the measurements
in the grid was 7 µm.
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3.2.3 Curve fit analysis

As described in section 2.3.3, multiple algorithms exists for finding the contact point
on an AFM force distance curve. To determine which algorithm was a better fit for
the data obtained in this project, all of the four algorithms described in section 2.3.3
were tested on all the curves; goodness of fit, ∆E, ratio of variances and combined
strategies. The resulting contact points were then used to calculate the Young’s
modulus, using Hertz model and a fit range starting from the contact point and
ending at the end of the curve. Because the data set is fairly large (∼ 2700 force
distance curves), one can assume that the distribution of the Young’s moduli from
the various methods should be close to a normal distribution, according to the
central limit theorem [42]. The algorithm that yielded the distribution of Young’s
moduli with the lowest skewness was therefore chosen as the algorithm used for all
subsequent data analysis in this thesis.

Another parameter for the curve fit analysis is the fit range. A similar test as done
for the contact point was done for three different fit ranges. One involved using the
entire indentation depth, another used the first 50% of the total indentation depth
and the third used only the last 50% of the total indentation depth. The combined
strategies algorithm was used to determine the contact point for this analysis. Again,
the fit range that yielded the distribution of Young’s moduli with the lowest skewness
was chosen as the indentation depth used for all data analysis in this thesis.

The result of the assessments can be found in subsection 4.1. Histograms of the
different distributions was plotted, and statistical parameters was calculated using
Graphpad Prism 9. The conclusion was that the best contact point algorithm was the
combined strategies method. The most suitable fit range was determined to be the
entire indentation depth.

Prior to curve fitting, the force curves were inspected to manually remove any
faulty curves, i.e. force curves without a baseline or with substantial aberrations. The
force distance curves were analyzed using a python script shown in Appendix A.

3.3 Multiphoton laser scanning microscopy

A Leica TCS SP8 confocal microscope equipped with a multiphoton (MP) laser was
used for the collagen imaging based on the second harmonic signal. A condenser lens
with a numerical aperture (NA) of 0.9 was used. The objective lens was a 20x Plan
Apo magnification lens with a NA of 0.7. The LAS X software was used for image
acquisition.

3.3.1 Sample preparation

The 8 µm thick sections were used for the SHG imaging. An 8 µL droplet of Vectashield®

PLUS Antifade Mounting Medium (Vector Laboratories, H-1900) was added to the
tumor section, and a coverglass was put on top.
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3.3.2 Measurements

Prior to imaging, the microscope was adjusted for Köhler illumination. Tilescans
of the tumor sections, in both forward and backward directions, were obtained
simultaneously by using two separate detectors and an MP laser with a wavelength
of 890nm and a laser power of 10%. The transmitted light detector was a PMT (photo
multiplier tube) detector, and had a gain of 800V. The reflected light detector was a
HyD (GaAsP) detector, and had a gain of 100%. Again, one section was measured
per level per tumor, yielding a total of 30 sections measured. The built-in predictive
9 point focus map function in the LAS X software was used to focus the tilescans.

3.4 Data analysis

3.4.1 Image analysis

The SHG images were analyzed using ImageJ [43]. A region of interest (ROI) was es-
tablished around the tumor, using the HES section images to omit any parts contain-
ing bright pink areas, which indicated muscle tissue. This is illustrated in Figure 16.
The ROI was then split into a central and peripheral part. The peripheral part was
defined as 10% of the length of the tumor. The center and periphery of the tumor is
illustrated as yellow lines in Figure 16. A total of three ROIs are thus defined: the
whole tumor, the tumor center and the tumor periphery.

The F/B ratio was calculated by using the ”Image calculator” function, which
divides two images with each other pixel by pixel. The function was used to divide
the transmitted light image with the reflected light image, resulting in a F/B image.
The F/B ratio was then obtained for the ROIs by measuring the mean gray value of
the resulting F/B image.

The collagen density was estimated by calculating the collagen pixel area fraction
in each image. A binary image was obtained by performing a triangle threshold
on the image. This method of thresholding was chosen, as it produced the most
consistent result. After thresholding, a median filter with a 2 pixel radius to remove
background noise. The collagen density (in %) was then estimated by measuring the
% of the area that included white pixels.

3.4.2 Correlation analysis between SHG and AFM data

The average central and peripheral values obtained per tumor was used from the
AFM and SHG data to correlate the Young’s modulus with the collagen density and
F/B ratio. An attempt was made to correlate the AFM and SHG data more accurately,
by superimposing the AFM coordinates with SHG tilescans taken of the same tissue
sections as the AFM measurements. However, it was very hard to correlate the
coordinates with the SHG tilescans properly. The images obtained of the collagen
was not usable due to improper condenser lens position, so this correlation attempt
is omitted from the rest of this report. The details and results of this attempt is
outlined in Appendix B for future reference.

Correlation plots were also made between the tumor mass and average F/B ratio,
collagen density and Young’s modulus for each tumor.
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Figure 16: An example of an obtained tilescan image of an hematoxylin eosin saffron
(HES) stained section (left), and a tilescan image of the same section obtained with
second harmonic generation (SHG) microscopy (right). The brightness of both images
have been increased for visualization purposes. The outermost yellow line in the SHG
image marks the edge of the tumor, muscle tissue has been omitted (bright pink areas
in the HES image). The area between the two yellow lines define the 10% margin, or
the periphery. The remaining central area is defined as the tumor center.

3.4.3 Statistical analysis

All statistical analysis and plots were made in Graphpad Prism 9. To determine
statistical significance, a normality test was first performed, to ensure that the data
followed a Gaussian distribution. An unpaired, parametric t-test was then performed.
For the correlation plots, correlation analysis was done to calculate Pearson r coeffi-
cient and significance. A simple linear regression line was also fitted to the correlation
data. The statistical tests were deemed statistically significant for p-values less than
or equal to 0.05. A Pearson r value between ± 0.1 and 0.3 is considered a small
correlation, between ± 0.3 and 0.5 a medium correlation, and between ± 0.5 and 1 it
is considered large.
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Inter- vs intraheterogeneity

Several tests of inter- vs intraheterogeneity were done. A python script was used for
calculation, and is included in Appendix C.

The heterogeneity of the AFM measurements were tested, by looking at the
heterogeneity within the grid in Figure 15, defined as the intraheterogeneity. This
heterogeneity was then compared to the heterogeneity between the positions, defined
as the interheterogeneity. The inter- and interheterogeneity was calculated according
subsection 2.5.

Intra- vs inter tumor heterogeneity was also calculated. This was done for the
Young’s modulus, the F/B ratio, and the collagen density. In this analysis, the het-
erogeneity within each tumor was then defined as the intraheterogeneity, while
the interheterogeneity was defined as the heterogeneity between the tumors. For
the Young’s modulus, the intraheterogeneity was now defined as the heterogeneity
between all of the positions measured within the same tumor.
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4.1 Assessing curve fit parameters

4.1.1 Contact point

In Figure 17 is an example of a force curve, where the four different algorithms
for finding the contact point, defined in subsubsection 2.3.3, have been used. Hertz
model was used to estimate the Young’s modulus for the different contact points,
the entire indentation depth was used as the fit range. The different positions of the
contact points are seen where the indentation depth is 0 on the x-axis, and where
the fit with the Hertz model starts (orange curve). The resulting Young’s modulus
(E), and r2 values are included. The example shows a typical situation, where the
∆E algorithm underestimated the contact point, while the Goodness of fit and Ratio
of variances methods overestimated. However, this pattern did vary for some of the
curves. More examples are included in Appendix D to illustrate the variation.

Figure 17: An example of a force curve, obtained with an atomic force microscope,
and the result of using four different algorithms to calculate the location of the
contact point. The fitted Hertz model is included in orange, and the resulting Young’s
modulus (E) and r2 is shown in the upper left corner for each algorithm.
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The resulting histograms of the Young’s modulus values, obtained when using the
different algorithms on 2703 curves, are shown in Figure 18. Note that the histogram
is cut at 2 kPa to better asses the distribution, although some data points were above
this. None of the curves showed a typical normal distribution. Table 1 shows statistics
for the different algorithms, including maximum value, mean value, variance, and
skewness. As can be seen from the table, the Combined strategies algorithm had the
lowest skewness, and it is therefore the closest to a normal distribution.
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Figure 18: Histogram of the Young’s modulus values obtained using the Hertz model
on force curves when four different contact point algorithms have been used. The
total number of values for each algorithm is ∼2700.

Table 1: Table showing statistical parameters of Young’s modulus values obtained
when four different contact point algorithms were used on 2703 force curves obtained
using an AFM.

Algorithm Combined strategies Goodness of fit ∆E Ratio of variances
Maximum value (kPa) 2.249 56.42 4.047 7.693
Mean (kPa) 0.1606 0.3990 0.1005 0.2024
Variance (kPa2) 0.0305 2.338 0.0264 0.116
Skewness 4.816 22.00 10.77 11.32
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4.1.2 Fit range

Figure 19 shows an example of the same force curve as in Figure 17. Here, three
different fit ranges has been used to estimate the Young’s modulus, using Hertz
model. The contact point was chosen according to the Combined strategies algorithm,
and was used for the start of two of the fit ranges, as can be seen in the figure. The
fit can be seen in orange, and the resulting Young’s modulus (E) and r2 values are
included. This example shows a typical situation, where the fit range using only the
last 50% of the curve gave the highest Young’s modulus, the fit range using only the
beginning 50% had the lowest, and using the entire indentation depth as a fit range
gave a Young’s modulus in between the other two.

Figure 19: An example of a force curve obtained with an atomic force microscope,
and the three different fit ranges used with the Hertz model. The fitted Hertz model
is included in orange, and the resulting Young’s modulus (E) and r2 is shown in the
upper left corner for each fit range.

Figure 20 shows the resulting histogram of the different Young’s modulus values
obtained with the different fit ranges for 2703 curves. Again, there was no obvious
normal distribution for any of the curves. Table 2 shows maximum value, mean value,
variance, and skewness for the different fit ranges. Using the entire indentation depth
as a fit range yielded the lowest skewness. This was therefore chosen as the fit range,
since it also includes all the information of the curve. The tissue section thickness
of 50 µm is sufficiently thick to avoid substrate effects, as Buckles rule state that
the indentation depth should be less than 5-10% of the sample thickness, and the
indentation depth varied between 2 and 4 µm [34].
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Figure 20: Histogram of the Young’s modulus values obtained using the Hertz model
on 2700 force curves with three different fit ranges.

Table 2: Table showing statistical parameters when three different fit ranges were
used on 2703 curves. The Hertz model was used to estimate the Young’s modulus for
all curves.

Fit range Whole curve 50% indentation Last 50% of indentation
Maximum value 2.249 3.238 4.061
Mean 0.1606 0.0946 0.2084
Variance 0.0305 0.0119 0.0779
Skewness 4.816 10.83 6.660

4.2 Young’s modulus

Figure 21 shows an example of a force curve obtained using the AFM on a 4T1 tissue
section, including both the approach curve (blue) and retract curve (green). As can
be seen from the figure there is a hysteresis between the two curves, indicating that
the sample is viscoelastic.

Figure 22 shows the resulting Young’s moduli in control (red) and treated (blue)
tumors. The average Young’s modulus was 0.15 ± 0.04 kPa for both the control
and treated tumors. The bars show the mean value, and the error bars the standard
deviation. Each data point represent the average Young’s modulus of each tumor,
which is the average of three tumor sections. For the ”Total” plot, each tumor section
is the average of nine positions, which again is the average of ten measurements
each. For the center and periphery, each tumor section is the average of five and four
positions respectively. No statistical significant difference were found between the
Young’s moduli in control and treated tumors in any of the plots. There were also
no statistical significant difference between center and periphery measurements, but
there is a slight trend for the tumor periphery to be stiffer than the tumor center.
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Figure 21: A force distance curved obtained on a 4T1 tissue section using an atomic
force microscope. The approach and retract curves are shown in blue and green
respectively.
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Figure 22: Scatter bar plot showing the resulting Young’s moduli in treated and
control 4T1 tumors. The bars show the mean value, and the error bars the standard
deviation. Each data point represent the average Young’s modulus found for each
tumor, which the average value obtained from three tumor sections. The average
Young’s modulus found in the center and periphery of each tumor is also included.
No statistical significance was found between any of the columns.
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The inter- versus intraheterogeneity test performed, showed that the interhetero-
geneity, the heterogeneity between the different positions on the sample, was higher
than the heterogeneity within the position. The inter- and intraheterogeneity was
0.025 kPa2 and 0.014 kPa2 respectively. Thus, the relative contribution of intrahetero-
geneity, f, was 0.36, which is less than 0.5. This means that the contribution of
the intraheterogeneity to the total heterogeneity is less than the contribution of the
interheterogeneity.

4.3 Second harmonic generation microscopy

There was a large variation in the F/B ratio obtained from different tumors. The
highest and lowest obtained F/B ratios were 3.1 and 1.2 respectively. Figure 23 shows
tilescans obtained using second harmonic generation microscopy of the tissue section
having the highest F/B ratio . Figure 24 shows tilescans of the tissue section with the
lowest F/B ratio. For both tissue sections, a) shows the resulting tilescan from the
forward signal, and b) from the backwards signal. c) and d) shows a closeup from the
same tilescans, in the forward and backwards directions respectively. As can be seen
in the images, the tissue section with the highest F/B ratio has a substantially higher
signal in both the forward and backward channel, compared to the tilescan of the
tissue section with the lowest F/B ratio. In the latter, the signal is almost invisible.
As can be seen in closeup images for both tissue sections, both the forward and
backward signal shows the same structures, but the signal intensity is higher for the
forward channel.
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(a) (b)

(c) (d)

Figure 23: A tilescan image obtained using second harmonic generation (SHG)
microscopy, from a 4T1 tissue section with a resulting forward to backward ratio of
3.1. Collagen is shown in green. a) Shows the image obtained in the forward channel,
b) in the backwards channel. c) and d) are closeup of the highlighted region in a) and
b) respectively.
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(a) (b)

(c) (d)

Figure 24: A tilescan image obtained using second harmonic generation (SHG)
microscopy, from a 4T1 tissue section with a forward to backward ratio of 1.2.
Collagen is shown in green. a) Shows the image obtained in the forward channel,
b) in the backwards channel. c) and d) are closeup of the highlighted region in a) and
b) respectively.
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A large variation was also found in the collagen density between tumors. The
highest and lowest collagen density was 23.9% and 1.2% respectively. Figure 25
shows tilescans, from the forward channel, of two tumor sections before and after
thresholding and median filtering. a) and b) is from the tissue section yielding the
highest collagen density, note that this is the same section as in Figure 23. c) and d)
is from the tissue section resulting in the lowest collagen density. The bright features
on the right of Figure 25d stem from muscle tissue, and has not been included when
calculating the collagen density.

(a) (b)

(c) (d)

Figure 25: Tilescan images obtained using second harmonic generation (SHG) mi-
croscopy in the forward direction, before (a and c), and after (b and d), triangle
thresholding and median filtering. a),b) is a tilescan from the tissue section with the
highest measured collagen density. c),d) is from the tissue section with the lowest
measured collagen density. The highest and lowest collagen density was 23.9% and
1.2% respectively. The bright features in (d) stem from muscle tissue and has not been
included when calculating the collagen density.
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Figure 26 shows scatter bar plots of the F/B ratio and collagen density. The bars
mark the mean, and the error bars the standard deviation. The plots compare the
values for the control and treated tumors, and the periphery and central values have
been separated. Each data point represents the average value found for each tumor,
obtained from three tissue sections. The plots show no difference between control
and treated tumors. The average F/B ratio was 1.7 ± 0.23 for the control tumors and
1.8 ± 0.34 for the treated tumors. For the collagen density, the average values were
6.5 ± 2.3 % and 6.6 ± 3.1%, for the control and treated tumors respectively.

There is a tendency for both the F/B ratio and the collagen density to be higher in
the periphery than in the center of the tumor. For the F/B ratio, the average center and
periphery values for the control tumors were 1.5 ± 0.28 and 1.8 ± 0.31 respectively.
For the treated tumors, they were 1.5 ± 0.29 and 1.9 ± 0.34. For the collagen density,
the average center and periphery values were 4.4 ± 1.9% and 9.3 ± 3.0% for the
control tumors, and 3.6 ± 1.8% and 9.9 ± 4.5% for the treated tumors. This difference
is statistically significant for the collagen density in the treated tumors. The treated
outlier visible in the collagen density plot, is the same outlier as in Figure 22, and is
the section shown in Figure 23 and 25a) and b).
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Figure 26: Scatter bar plots showing the resulting F/B ratio (a) and collagen density
(b) in treated and untreated 4T1 tumors. The bars show the mean value, and
the error bars the standard deviation. Each data point represent the average F/B
ratio or collagen density found for each tumor, which is the average from three
tumor sections. The average F/B ratio and collagen density found in the center
and periphery of each tumor are also included. A statistical significance was found
between the center and periphery for the collagen density in the treated tumors, no
statistical significance was found between any other columns. * = p < 0.05.
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4.4 Correlation between collagen and Young’s modulus

Figure 27 shows the scatter plots of the Young’s modulus and F/B ratio. Figure 28
shows the scatter plots of the Young’s modulus and collagen density. Each data
point represents the average Young’s modulus and F/B ratio, or collagen density,
in either the center or periphery of each tumor, indicated by a closed or open
circle respectively. The red data points represents the values obtained for the control
tumors, and the blue the treated tumors. A regression line is included, it is calculated
for all the data points, regardless of whether the tumor is control or treated, since
there was no statistical difference between the two groups.

As can be seen from the regression line in Figure 27, there is a trend for the F/B
ratio to increase with increasing Young’s modulus. The Pearson r coefficient is 0.37,
which signifies a medium correlation. However, the p value is 0.1, which means that
the correlation is not statistically significant.
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Figure 27: Scatter plot showing the correlation between Young’s modulus and F/B
ratio of control (red) and treated (blue) 4T1 tumors. Each data point represents either
the average center or peripheral average value for each tumor, indicated by a closed
or open circle respectively. The black regression line is calculated for all data points
regardless of whether the tumor has been treated or is a control. The correlation
analysis found a Pearson r coefficient of 0.37 and a p value of 0.1, which is not
statistically significant.
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The regression line in Figure 28 shows that there is a trend for the collagen density
to increase with an increasing Young’s modulus. Here, the Pearson r coefficient is 0.55
and the p value is 0.01. This means that the correlation is medium large, and that the
trend is statistically significant.
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Figure 28: Scatter plot showing the correlation between Young’s modulus and colla-
gen density of control (red) and treated (blue) 4T1 tumors. Each data point represents
the average of either the center or peripheral value for each tumor, indicated by
a closed or open circle respectively. The black regression line is calculated for all
data points regardless of whether the tumor has been treated or is a control. The
correlation analysis found a Pearson r coefficient of 0.55 and a p value of 0.01, which
is statistically significant.
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4.5 Correlation between tumor mass and experimental parameters

Figure 29 shows the scatter plots of tumor mass and Young’s modulus (a), F/B
ratio (b) and collagen density (c). The red data points represents control tumors,
and the blue the treated tumors. A regression line calculated for all data points is
also included. As can be seen from the plots there is a medium negative correlation
between tumor mass and the Young’s modulus, and a small negative correlation
between tumor mass and F/B ratio and collagen density. However, the correlation is
not statistically significant for any of the plots.
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Figure 29: Scatter plot showing the correlation between tumor mass and Young’s
modulus (a), F/B ratio (b) and collagen density (c), of control (red) and treated (blue)
4T1 tumors. Each data point represents the mass and average measured parameter
per tumor. The black regression line is calculated for all data points regardless of
whether the tumor has been treated or is a control. The correlation analysis found a
weak negative correlation for all plots, but no statistical significance. The Pearson r
and p values are included in the lower right corners of all plots.
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4.6 Inter- vs intratumor heterogeneity

Table 3 shows the inter- and intratumor heterogeneity, explained in section 2.5, as well
as the relative contribution of the intratumor heterogeneity on the total heterogeneity,
f, for the measured Young’s modulus, F/B ratio and collagen density. As can be from
the f values in the table, all the different parameters have a stronger intertumor
heterogeneity than intratumor heterogeneity. The relative contribution of the intra
tumorheterogeneity is still quite large, especially for the measured Young’s modulus
and collagen density. This means that the variation measured within each tumor is
almost as large as the variation measured between tumors.

Table 3: Table showing the intertumor heterogeneity (σ2
inter) and intratumor het-

erogeneity (σ2
intra) for each measured parameter. The f value signifies the relative

contribution of the intratumorheterogeneity to the total heterogeneity of the sample
population.

Measured property σ2
inter σ2

intra f
Young’s modulus 0.011 0.010 0.47
F/B ratio 0.158 0.090 0.36
Collagen density 20.8 14.9 0.42

43



5 DISCUSSION

5 DISCUSSION

5.1 Contact point and fit range assessment

In this project it was concluded that the combined strategies method was the best
algorithm for calculating the contact point, based on both manual inspection of
randomly chosen curves and statistical analysis. This was the same conclusion made
by Gavara (2016) [37], whose work this contact point assessment was based on. They
also evaluated the algorithms based on statistics. However, their experiments were
done on hydrogels with a known stiffness.

As can be seen from Figure 18, the distributions were not very close to normal
for any of the algorithms. Since a heterogeneous sample was used, this might not
be entirely unexpected. It was therefore important to support the statistical analysis
with a manual inspection of some of the curves. From this it was visible that the
combined strategies yielded the best results.

The distributions obtained by different fit ranges, shown in Figure 20, shows
similar distributions to what was found for the contact point algorithms in Figure 18.
Again, none of the distributions were close to normal. The decision of using the entire
indentation depth was therefore supported by the fact that this would include all of
the information on the curve.

It is interesting to note that using the last 50% of indentation has a very similar
distribution to the Goodness of fit method, supporting the notion that this algorithm
overestimated the position of the contact point.

5.2 Young’s modulus, F/B ratio and collagen area fraction of 4T1 tumors in
literature

Young’s modulus

While many studies have measured the Young’s modulus of single 4T1 cells, very few
have looked into the Young’s modulus on tumor sections. Rao et al. (2019) measured
the stiffness of orthotopic 4T1 tumors. They used a macroscopic indentation device
with a 2 mm cylindrical probe and found average Young’s modulus of ∼ 7 kPa [44]
for their control tumors. Another study, conducted by Riegler et al. (2018), used an
unconfined compression method, on orthotopic 4T1 tumors, and found an average
Young’s modulus of ∼ 50 kPa [45]. This shows that the Young’s modulus is heavily
dependent on the method used. One study that used the AFM to measure Young’s
modulus in 4T1 tumors was found. This study, done by Voutouri et al. (2021), found
an average Young’s modulus of ∼ 4.5 kPa for their control tumors [46]. In this project,
the average Young’s modulus was 0.15 kPa, which is lower than what Voutouri et al.
found. There are however many differences between their study and this project. First
of all, their study was done on an orhtotopic tumor model, and not a subcutaneous
model such as in this thesis. Second, the measurements were done on samples that
hadn’t been frozen. Other studies on the effect on stiffness of freezing/thawing tissue
before measurements have shown a decrease in Young’s modulus compared to fresh
samples [47, 48]. Lastly, the AFM measurements were done by force mapping with
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a pyramidal tip with a 20 nm tip radius. A study done by Sicard et al. (2017) on
pulmonary arterial tissue stiffness, acquired the Young’s modulus using the AFM.
They compared the values obtained with a spherical tip with those obtained with a
pyramidal tip, and found that the pyramidal tip gave almost ten times higher Young’s
modulus values [49]. This means that when comparing the study by Voutouri et
al.[46] with this project, there are two major difference that could have a large impact
on obtained Young’s modulus: the frozen versus fresh sections, and the tip geometry.

The comparisons with different literature values doesn’t give any validation for
the obtained Young’s modulus results in this thesis. It does however show that the
Young’s modulus should not be regarded as an absolute value, as it varies greatly
with the experimental method. By keeping the method constant, which was done in
this thesis, it is suitable for comparing stiffness changes between control and treated
samples.

F/B ratio

A study done by Han et al. (2008) on 4T1 tumor tissue found an F/B ratio of 44.5 ±
15 [50], which is much higher than the F/B ratio of 1.75 ± 0.28 found in this project.
However, there is one major limitation to the measurements done in this project.
The two detectors used for forward and backward signal detection are different. The
HyD detector used for the backward signal is in general more sensitive than the PMT
detector used for the forward signal. Therefore, in order to get results comparable
to those found in literature, a calibration step, using fluorescent polystyrene beads,
should have been performed. However, since the main focus in this project are the
relative values, this was not done. In future work this should however be done, as
it yields comparable results between different studies, which may be valuable and
make the research more reproducible.

Collagen area fraction

No studies were found that looked at collagen area fraction in 4T1 tumors using
SHG. However, two studies, done by Polydorou et al. (2017) and Voutouri et al.
(2018) respectively, looked at the collagen area fraction in 4T1 tumors using fluo-
rescent immunohistochemistry. They both found a collagen area fraction of ∼ 65%
[46, 51].The average collagen area fraction found in this project was 6.5%, which is
ten times lower. It should however be noted that detecting collagen by staining is
not reliant on either the collagen structure or orientation, compared to SHG. It is also
possible to stain smaller fibrils that would not be detectable with the SHG. This might
help explain the big difference. The SHG is however advantageous to staining as it is
a label free technique, and is it possible to assess the organization via the F/B ratio.
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A study done by Sulheim et al. (2018) looked at the area fraction using SHG in five
different tumor models: two different prostate cancer cell lines, PC3 and PC3/2G7,
OHS osteosarcoma, MDA-MB-231 breast cancer and A431 epidermoid carcinoma.
They found the collagen density to be highly variable, varying from 0 to over 10%.
The area fraction varied between the different tumor models, where the A431 had
significantly lower collagen density compared to the PC3 model. The breast cancer
model had an average area fraction of ∼ 4% [52]. The collagen density values found
in this project are within the range of values found by Sulheim et al. in their study,
using the same technique.

5.3 Tumor heterogeneity

As can be seen from Figure 22 and 26, there is a large variation between tumors. This
is not unexpected, as tumors are complex tissues and grow at different rates. This is
evident from the large variation in tumor mass, as seen in Figure 29, even though
the time from implantation to excision was the same for all tumors. From the inter-
versus intraheterogeneity analysis, it seems that some of the apparent variations also
stem from between the different tumor sections of each tumor. This is evident in
the high relative contribution of intratumor heterogeneity, especially for the Young’s
modulus and the collagen density. As both inter- and intratumor heterogeneity has
implications on prognosis, it is a well known concept. Intratumor heterogeneity stems
from a heterogeneous cell population, and has been observed in a several different
cancer types, including breast tumors. The high intratumor heterogeneity observed in
this project is therefore not unexpected, especially since the different tumor sections
were taken from different levels. [53, 54]

For the Young’s modulus, this large intratumor variation is not suprising, as it
is very dependent on the positions of the measurements. The contact diameter of a
probe is given by the equation Rc = 2

√
Rδ − δ

4
[34]. For a probe with a radius of

12.5 µm, and an average indentation depth of 2.5 µm, this would result in a contact
diameter of 11 µm. With a step size of 7 µm, the total size of the measured grid
per position would be 25 by 25 µm. Collagen fibers can be up to 20 µm in diameter
[55], and some breast cancer cell lines can be up to 15 µm in diameter [56]. This
means that a large fraction of the measurements in the grid can come from singular
components such as cells or collagen. This would result in large differences in Young’s
moduli between positions, as a collagen fiber is stiffer than a cell [56]. This notion is
supported by the fact that the heterogeneity within each grid is lower than between
the different positions, which means that some of the measurements within the grid
most likely are done on similar structures.
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For the collagen measurements, it should also be noted that the focus map func-
tion in LAS X is not perfect, and in some tilescans there are visible darker spots that
seems to be due to the image being out of focus, and not because of low collagen
density. In both Figure 24 and Figure 25c and 25d, the images are quite dark, which
could be due to bad focus. This could of course also further decrease the obtained
value for collagen area fraction and F/B ratio. This is one of the limitations of this
project that can also affect the relative results, as some tilescans might have more
areas that are out of focus than others. The significance of this difference is however
somewhat minimized by having three sections imaged per tumor. And, as there is
a strong correlation between Young’s modulus and the collagen density (discussed
more below), it is likely that this wasn’t a major issue.

5.4 Control versus treated samples

No significant difference was found between control and treated tumors for any of the
parameters measured in this project, suggesting that the ultrasound and microbubble
treatment does not affect the collagen in terms of density or organization, nor does it
affect the tumor stiffness, at least not detectable with the used methods.

No difference was found between the Young’s modulus in control and treated
tumors. This was the same result Sulheim et al. (2021) got when looking at differences
in OHS osteosarcomas and PC3 prostate tumors before and after treatment with
ultrasound and microbubbles. They used a macro compression method with a 2.5
mm indenter radius [57].

In regards to collagen, a similar study done by Zhang et al. (2019) came to the
same conclusion. They tested the effect on VX2 tumors in rabbits of nonfocused,
low-frequency ultrasound, with and without microbubbles, and at different acoustic
pressures. The peak negative pressure ranged from 1 to 5 MPa. In this project, a
mechanical index of 0.5 was used with a frequency of 1MHz. According to Equation 5,
this results in a peak negative preasure of 0.5 MPa, which is lower than the pressures
used in the study by Zhang et al. They used Masson Staining to look at the collagen
content at ten random field-of-views in the tumor sections. They also found no
difference between control and treated groups [58]. The acoustic pressure is related
to intensity, and a pressure of 1MPa is considered low intensity ultrasound, while a
pressure of 5MPa is considered high intensity. However, these high intensities are not
clinically relevant for drug delivery. The clinical relevance is the reasoning behind the
low intensity used in this project.

Other studies using even higher intensity ultrasound did find changes between
control and treated groups. Li et al. (2015) and Lee et al. (2017) both looked at
the collagen using Masson staining in KPC tumors, and SCC7 and A549 tumors,
respectively. The tumors were treated with pulsed high intensity focused ultrasound
(pHIFU), without microbubbles, in both studies. Both studies found disruption of col-
lagen fibers in their treated animals [59, 60]. This implies that the effect of ultrasound
on tissue is highly dependent on the ultrasound intensity.
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There is one limitation to both this project and the study done by Zhang et al.
Unlike HIFU which is meant to affect the entire tumor tissue, our methods relies
on the activation of microbubbles, and it is the microbubbles in combination with
ultrasound that might have an effect. Since the microbubbles only are present in
perfused blood vessels, the potential effect would most likely be very limited to
the area around these vessels. It is expected that the oscillation of the microbubbles
would cause an oscillation of the blood vessel wall, which would in turn cause an
oscillation of the ECM fibers in contact with the blood vessel wall. Any alterations in
the ECM would therefore be very localized. Therefore, imaging the entire tumor and
taking the average value to determine the effect of the treatment would yield varying
results, as it would be highly dependent on the density of perfused vessels in the
tumors during treatment. As the effects would be very localized, a more localized and
directed imaging, or analysis, method should be employed. This could for instance
include looking at the collagen content, and orientation, in relation to perfused blood
vessels (for example via FITC staining) and accumulation of nanoparticles, as it is
assumed that these would accumulate in the vacancy of microbubbles. One could
then see how, or if, the collagen content, orientation or stiffness change as a function
of distance from these areas. These changes can then be compared between treated
and untreated tumors.

When it comes to the measurements of stiffness using the AFM, another problem
is encountered. While the AFM is very localized, it is not aimed at certain locations in
any way. The choice of positions is completely random. A way of making more
use of these measurements would be to correlate them with the SHG tilescans.
This way one could understand what the underlying substrate of the measurements
were. By again also imaging the nanoparticle accumulation and FITC signal from
perfused blood vessels, one could relate the AFM measurements to the tissue around
activated microbubbles. As mentioned in section 3.4.2, a failed attempt of this was
made by superimposing the AFM coordinates with the SHG tilescan, the details
of which can be read in Appendix B. Another, maybe more succesful, approach
would be to perform the measurements at interesting locations, instead of trying
to find out what was measured after the fact. The Axio Observer Z1 from Zeiss is
an epifluorescence microscope, capable of imaging both FITC signal and signal from
fluorescent nanoparticles. This means that the positioning of the AFM can be chosen
in relation to the perfused blood vessels and nanoparticles. There are however one
possible limitation to this, since it is an epifluorescence microscope and not a confocal
laser scanning microscope, there is no optical sectioning. This would mean that the
signal through a 50 µm section could contain substantial background noise. It should
however make it easier to aim the measurements at interesting locations than when
looking at the sample only in brightfield. By imaging both the AFM positions and
the tilescans using the FITC and nanoparticle signal, the superimposition of the two
images might be easier. This could in turn help make the correlation between the
data more precise.
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5.5 Correlations

Young’s modulus versus collagen area fraction

As can be seen in Figure 28 there is a correlation between the measured Young’s
modulus and collagen area fraction. There is a significant trend for the measured
Young’s modulus to increase with higher collagen content. This is as expected as the
increased collagen density is recognized as a major contribution to increased tumor
stiffness [2, 45, 61, 62].

Young’s modulus versus F/B ratio

A slight trend can be seen in Figure 27 for the F/B ratio to increase with increasing
stiffness, albeit not statistically significant. A study done by Chu et al. (2007) found
a correlation between F/B ratio and collagen fibril thickness, where a thicker fibril
gave a higher F/B ratio [63]. Intuitively one might expect thicker collagen fibrills to
be more rigid, and thus stiffer, consistent with the results found here. However, the
literatur differs. Seo et al. (2020) performed compression tests on collagen gels and
found that gels with thicker collagen fibrils and larger pores are generally stiffer [64].
However, AFM measurements done by Wenger et al. (2007) on single collagen fibrils
found no correlation between stiffness and collagen fibril thickness [65].

Another explanation for this apparent trend is collagen cross-linking. Collagen
cross-linking has shown to increase tumor stiffness[13]. A study done by Bottòs et al.
(2010) looked at the effect of collagen cross-linking on collagen organization in human
cornea and saw that the group that had received collagen cross-linking treatment had
a more organized collagen network compared to the control group [66]. The F/B ratio
is related to collagen organization, as a higher F/B ratio is an indication of a more
organized collagen network [39, 40, 67]. The collagen cross-linking could therefore
increase the tumor stiffness at the same time as increasing F/B ratio. It is however
important to note that the collagen organization in human corneas might differ from
the collagen organization in tumors, and the relationship between collagen cross-
linking and organization is therefore not a given fact. The trend seen here is, as
mentioned, not statistically signifcant, but no other studies were found that looked at
these two parameters. The relationship between F/B ratio and tumor stiffness could
therefore be explored further.
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Tumor mass

As can be seen in Figure 29 there seems to be a slight trend, especially for the Young’s
modulus, to decrease with increasing tumor mass. Chamming’s et al. (2013) looked at
the elasticity of a human tumor xenograft tumor model HBCx3 in vivo, using shear
wave elastography as the tumors grew. The stiffness increased as the tumor grew,
showing a strong correlation between size and stiffness (r = 0.94, p < 0.0001) [68].
However, there is one important difference between their study and this project. In
this project, all tumors were implanted and excised at the same time, meaning that
the difference between sizes is not related to the time the tumor has had to grow,
as it is in the study by Chamming’s et al. Another study, done by Nia et al. (2017)
looked at the relationship between tumor size and stiffness in MMTV-M3C breast
tumors, using an AFM. They found no correlation between tumor size and stiffness
[69]. This might suggest that the negative trend seen here is only coincidental, which
is supported by the fact that the correlation is not statistically significant.

5.6 Differences between center and periphery

As can be seen in Figure 22 and Figure 26, there is a slight tendency for all the exper-
imental parameters to be higher in the periphery than center. Albeit not statistically
significant, except for the control group regarding collagen area fraction, it is not
unexpected. As explained in section 2.1.3, collagen can provide tissues with tensile
strength, and the tensile forces are greater at the periphery. The collagen density
is therefore higher in the tumor periphery than in the tumor center[1, 11]. Since
there is a correlation between collagen area fraction and the Young’s modulus, one
could therefore also expect the Young’s modulus to be higher in the tumor periphery.
Collagen is more loosely packed in the center of the tumor [70]. The collagen fibers
are also aligned perpendicularly with the tumor boundary at the periphery [70]. This
is visible from the closeups of the tumor boundaries in Figure 23 and 24. More aligned
collagen fibers would result in a higher F/B ratio at the tumor periphery.
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5.7 Future work

In section 5.4 the effect of ultrasound and microbubbles on collagen and stiffness
was discussed. However, the effect of collagen and stiffness on treatment success in
terms of penetration length and nanoparticle accumulation has yet to be reviewed. As
briefly mentioned in section 2.1.4, the dense extracellular matrix can hinder transport
by acting as a physical barrier. An inverse relationship has been found between
collagen content and diffusion distance of larger macromolecules [71]. While studies
have shown that ultrasound and microbubbles fascilitate drug movement through
the ECM, the extracellular matrix can still pose as a barrier [2]. A simulation done
by Arango-Restrepo et al. (2021) found that the penetration length of nanoparticles
in tumor interstitium was directly related to the tumor stiffness [72]. Again, it would
be of interest to image the nanoparticle accumulation in the tumors. In addition to
indicating positions of microbubble activation, it could also indicate areas of varying
microbubble efficiency. By subsequently comparing this data to SHG tilescans, one
can investigate if there is a trend between penetration distance and collagen content
and organization. This could help increase the understanding of which tumor types
might benefit more from ultrasound and microbubble treatment compared to others.
Future work should also include more mice, as only five mice in each group is
probably to small to detect any differences between control and treated. This is
evident from the high heterogeneity found both between and within tumors in this
thesis.
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6 CONCLUSION

The first part of this project involved optimizing the curve fitting of Hertz model to
force indentation curves acquired using the atomic force microscope. It was found
that the best algorithm for determining the contact point was a combination of the
goodness of fit, ∆E and ratio of variances algorithms, in accordance with was what
found by Gavara (2016) [37]. The fit range was determined to be best when including
the entire indentation depth, as this would also include all relevant information.

In the second part of this project, the effect of microbubbles and ultrasound on
tumor stiffness and collagen density and organization was investigated. The effect
on tumor stiffness was looked at using the atomic force microscope to measure the
Young’ modulus in control and treated 4T1 breast tumors, while the effect on collagen
was investigated using second harmonic generation to look at collagen area fraction
and F/B ratio. No statistical significant difference was found between the control and
treated tumors for any of the parameters. However there is a clear positive correlation
between Young’s modulus and collagen area fraction, which is in accordance with
literature. Future studies should aim to direct the AFM measurements by choosing
the position of measurements in relation to perfused blood vessels and nanoparticle
accumulation. Tilescans imaging perfused blood vessels and nanoparticles should
also be superimposed with the SHG signal, to look at the variation in collagen based
on the distance from perfused blood vessels were microbubbles have been active. By
staining the nanoparticles used in combination with the ultrasound and microbub-
bles, one can also correlate differences in penetration length and accumulation with
collagen content and orientation.

This was the first attempt at looking at the effect of microbubbles and ultrasound
on the extracellular matrix in 4T1 tumors, and even though no results were found
to make any conclusions on this effect, this project hopefully laid down some of the
ground work for future research.
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APPENDIX A
PYTHON SCRIPT FOR ANALYZING AFM FORCE CURVES

Underneath is the python script for curve fitting Hertz model to AFM force curves.
The script takes in data from one section and assumes a total of 90 force curves in
this section, and 10 force curves per position. The script also assumes a tip diameter
of 25 µm, and a biological sample with Poisson ratio 0.5.
# Importing packages

import numpy as np

import matplotlib.pyplot as plt

import math

from scipy.optimize import curve_fit

import scipy as sp

import csv

import os

def txt_file_reader(filename):

with open("{}".format(filename)) as file:

csv_reader = csv.reader(file, delimiter = "\t")

force = []

distance = []

deflection = []

linecount=0

for row in csv_reader:

if linecount == 0:

linecount+=1

else:

try:

force.append(float(row[4].replace(’,’, ’.’))*0.001)

distance.append(float(row[0].replace(’,’, ’.’))*0.001)

deflection.append(float(row[2].replace(’,’, ’.’))

*0.001)

except:

pass

for i in range(1,len(force)):

force[i] = force[i] - force[0]

deflection[i] = deflection[i] - deflection[0]

force[0] = 0

deflection[0] = 0

return force,distance, deflection

def find_nearest(array,value):

idx = np.searchsorted(array, value, side="left")

if idx > 0 and (idx == len(array) or math.fabs(value - array[

idx-1]) < math.fabs(value - array[idx])):

return idx-1

else:

return idx

def hertz_law(d,E,k):

F=4/3*E/(1-0.5**2)*np.sqrt(12.5)*d**(3/2)+k
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return F

model = np.vectorize(hertz_law)

def r_squared(y,function):

y_bar=np.mean(y)

ss_res=np.sum((y-function)**2)

ss_tot=np.sum((y-y_bar)**2)

return 1 - ss_res/ss_tot

# Initial set up

kpa_values = []

r_squared_values = []

tumor_type = "NAME_OF_SECTION"

numbers=["{0:03}".format(i) for i in range(90)]

directory = "PATH_TO_FILE"

save_directory_png = "SAVE_PATH_FOR_IMAGES"

# Main loop

for i in numbers:

# Importing file

name = "{}.{}".format(tumor_type,i)

fname="{}{}.txt".format(directory,name)

file_exist = os.path.exists(fname)

if file_exist == True:

force, distance, deflection = txt_file_reader(fname)

distance = [i-j for i,j in zip(distance,deflection)]

## Determining contact point

# Goodness of fit and delta E

r = [0,0,0,0,0]

E = [0,0,0,0,0]

for i in range(5,find_nearest(force,0.5)):

force_fit,distance_fit = [],[]

try:

stopindex = find_nearest(distance,distance[i]+0.1)

except:

stopindex = len(distance)-1

value = distance[i]

distance_fit = [j-value for j in distance]

force_fit = force[i:stopindex+1]

distance_fit = distance_fit[i:stopindex+1]
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param, param_cov = curve_fit(hertz_law, distance_fit, force_fit

)

E.append(param[0])

r.append(r_squared(force_fit,model(distance_fit,param[0],param

[1])))

cp_gof = r.index(max(r))

dE=[0,0,0]

logE = np.log(E)

for i in range(3,len(logE)-3):

dlogE = -1/60*logE[i-3]+3/20*logE[i-2]-3/4*logE[i-1]+3/4*logE[i

+1]-3/20*logE[i+2]+1/60*logE[i+3]

dE.append(-dlogE)

dE = np.nan_to_num(dE, neginf = 0.0)

dE = dE.tolist()

cp_dE = dE.index(max(dE))

# Ratio of variances

rov=[0]*50

for i in range(50,find_nearest(force,0.5)):

rvar = np.var(deflection[i+1:i+50])/np.var(deflection[i-50:i

-1])

rov.append(rvar)

cp_rov = rov.index(max(rov))

# Combined strategies

combined = [a*b*c for a,b,c in zip(r,rov,dE)]

cp = combined.index(max(combined))

# Converting distance to indentation depth

value = distance[cp]

distance = [j-value for j in distance]

# Determining fit interval

stopindex = len(distance)

force_fit = []

distance_fit = []

force_fit = force[cp:stopindex+1]

distance_fit = distance[cp:stopindex+1]
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# Performing curve fit

param,param_cov=curve_fit(hertz_law,distance_fit,force_fit)

r_squared_value=r_squared(force_fit,model(distance_fit,param[0],

param[1]))

# Plotting curve and saving figure

fig, ax = plt.subplots(figsize=(10,6))

ax.plot(distance,force,"-.",label="Data")

ax.plot(distance_fit,model(distance_fit, param[0],param[1]),label="

Hertz model")

plt.title(name,weight="bold")

plt.xlabel("Indentation (\u03bcm)")

plt.ylabel("Force (nN)")

ax.text(0.2,0.91,’E=%2f \nr\u00b2=%2f’%(param[0],r_squared_value),

bbox=dict(facecolor=’orange’, alpha=0.1), transform=ax.transAxes)

ax.legend()

plt.savefig("{}{}.png".format(save_directory_png,name))

plt.close()

# Adding Young’s modulus and r_squared to main lists:

kpa_values.append(param[0])

r_squared_values.append(r_squared_value)

else:

kpa_values.append("False")

# Sorting values into positions

positions = [["Position {}".format(i)] for i in range(1,10)]

for i in range(0,9):

for j in range(i*10,i*10+10):

positions[i].append(kpa_values[j])

for i in positions:

k = 0

while k<len(i):

if i[k] == "False":

i.remove(i[k])

else:

k +=1

# Finding average Young’s modulus per position

pos_avg = [["Position {}".format(i)] for i in range(1,10)]

count = 0

for i in positions:
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sum1 = 0

for j in range(1,len(i)):

sum1 += i[j]

try:

avg_list = sum1/(len(i)-1)

except:

avg_list = "NA"

pos_avg[count].append(avg_list)

pos_avg[count].append("N={}".format(len(i)-1))

count += 1

# Saving data

def save_data(data,rdata,mdata,pdata):

f= open(’{}Youngsmodulus-{}.txt’.format(directory,tumor_type), ’w’)

for i in data:

f.write(str(i))

f.write("\n")

f.close()

f= open(’{}Meandata-{}.txt’.format(directory,tumor_type), ’w’)

for i in mdata:

f.write(str(i))

f.write("\n")

f.close()

f= open(’{}Posdata-{}.txt’.format(directory,tumor_type), ’w’)

for i in pdata:

for j in i:

f.write(str(j))

f.write("\n")

f.close()

f= open(’{}R_values-{}.txt’.format(directory,tumor_type), ’w’)

for i in rdata:

f.write(str(i))

f.write("\n")

f.close()

save_data(kpa_values,r_squared_values,pos_avg,positions)
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APPENDIX B
CORRELATING AFM MEASUREMENTS WITH SHG IMAGES

A trial was made in correlating the AFM measurements with SHG tilescans. The
measurements were first done using the AFM. Prior to the measurements, it was
ensured that the AFM probe was positioned in the middle of the screen, using the
knobs on the microscope. For each position, the coordinates were written down, and
a brightfield image was taken, using the Andor iXon DU 897 BV EMCCD camera
connected to the Axio Observer Z1. The same was done for the maximum and
minimum x and y coordinates. A coordinate system was made in Microsoft Excel,
an example of which is shown in Figure 30.

Figure 30: Coordinate system of positions measured with the AFM.

After measurements, the D-PBS was dried off the object glass. A droplet of
Vectashield was put on top, followed by a coverglass. Tilescans were then taken
using the Leica SP8, in both the forward and backward direction, the details of which
are explained in section 3.3.2. One detail that was omitted when doing this analysis,
was the process of adjusting for Köhler illumination. This wasn’t done for any of the
thirty sections measured with both AFM and SHG, which resulted in an improper
condenser position, and a low forward SHG signal.

For the correlation of the tilescans with the AFM measurements, the backward
image was used, as this had the strongest signal. The brightness was adjusted to
max, to get a good visualization of the tumor edges. An example of this is shown in
Figure 31.

The acquired coordinate system in Figure 30 was then superimposed on the
backwards tilescan image, and scaled according to the scalebar. The image was then
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Figure 31: Image obtained from the backward SHG signal, after the brightness have
been adjusted to maximum.

rotated and/or flipped, to get a good correlation between the tumor edges and the
maximum and minimum x and y coordinates. This is illustrated in Figure 32 The
placement of the object glass on the AFM and the Leica SP8 wasn’t always consistent,
so the amount of rotation, and whether the image needed a horizontal or vertical flip
needed to be evaluated for each image. The superimposition was done in Adobe
Photoshop CC 2019.

Figure 32: The coordinate system in Figure 30 superimposed on the tilescan in
Figure 31. The coordinate system has been scaled and rotated to match the edges
of the tumor.
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The brightfield images acquired by the AFM at the tumor edges (maximum and
minimum x and y) were then also superimposed on the tilescan according to the
coordinate system. First, ImageJ[43] was used to obtain the size of the AFM image,
which was done using the ”Set scale” option and using the knowledge that the AFM
probe is 25 µm in diameter. Again, the images were scaled according to the scalebar
of the tilescan, and rotated and/or flipped. The images were superimposed on the
coordinate system and tilescan, with the middle of each image corresponding to each
coordinate. This was done to verify the position of the coordinates, as certain features
of the AFM images were present in the SHG image, especially at the tumor edges.
The result of this is shown in Figure 33.

Figure 33: The brightfield images obtained with the AFM, positioned with the center
at their respective coordinate.

As can be seen in the figure, some of the brightfield image features does not match
with the corresponding features in the SHG image (the edges on the right do not line
up). The brightfield images were moved to their correct position. Then, the coordinate
system was shifted to try and match the coordinates with their respective brightfield
images. Most of the time, it was not possible to find a rotation that lead to matching of
all the coordinates with their respective brightfield images, and the coordinate system
was then shifted in a way were all the coordinates were within their respective images
as close to the center as possible. This is illustrated in Figure 34.

The remaining brightfield images, of the measured positions, were then moved to
their respective coordinates. The images were compared to the SHG tilescan under-
neath, and the AFM image was moved slightly if certain features were recognizable
and not matching.The entire brightfield image was then overlayed with a white color,
and the image was imported into ImageJ. The white squares were then selected using
the magic wand tool, and defined the ROIs in the image. The edges of the tumor was
then selected, according to section subsubsection 3.4.1, and the outside of the tumor
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Figure 34: The same image as in Figure 33 after the brightfield images have been
moved to their correct positions, and the coordinate system has been shifted to match.

was subtracted from the ROIs at the tumor edge. The resulting ROIs are highlighted
in Figure 35

Figure 35: The region of interests obtained after superimposition of the AFM images
on the SHG tilescan, and the areas outside of the tumor has been removed.

The F/B ratio and collagen density was then measured at each ROI, using the raw
tumor images. The measurements were then correlated with the Young’s modulus of
the position at each ROI. The result of this correlation done for thirty tumor sections
is shown in Figure 36, where each data point represents one ROI, or position.
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Figure 36: The correlation between the measured values at the ROIs, illustrated for
one tumor in Figure 35, with the Young’s modulus found at that position.

A very weak correlation was found for the comparisons, both being statistically
significant. As the microscope wasn’t adjusted for Köhler between each measurement,
there is a lot of uncertainty regarding the signal in the SHG photos. The forward
SHG signal, and thus both the calculated F/B ratio and collagen density, is very
dependent on the height of the condenser lens. If the height had been adjusted
between measurements, it would definitely affect the result. These SHG images were
therefore not included in the main report. It should be noted that there is also a lot of
uncertainty related to the positioning of the coordinates and the brightfield images.
The ROIs were therefore kept quite large, to make sure that they encompassed the
measured position. The brightfield images are approximately 800 by 800 µm, while
each position is only 25 by 25 µm. Given the large heterogeneity in the tissue, a strong
correlation between the measured ROIs and the positions would therefore be unlikely
in this case.
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APPENDIX C
PYTHON SCRIPT FOR CALCULATING INTER- AND INTRAHETEROGENEITY

Underneath is the python script for calculating inter- and intraheterogeneity of a
sample population divided into subgroups. In this script it is assumed that all the
data in one column belong to the same subgroup.

# Importing packages

import numpy as np

import math

import csv

def txt_file_reader(fileN,fileD):

with open("{}{}".format(fileD,fileN)) as file:

csv_reader = csv.reader(file, delimiter = "\t")

subgroups = [[] for i in range (0,10)]

samples = []

linecount=0

for row in csv_reader:

if linecount <2:

linecount+=1

else:

for i in range(len(row)):

subgroups[i].append(float(row[i]))

samples.append(float(row[i]))

return subgroups, samples

filename = "FILENAME"

directory = "PATH_TO_FILE"

subgroups,samples = txt_file_reader(filename,directory)

variances = []

n_1 = []

for i in subgroups:

variances.append(np.var(i))

n_1.append(len(i)-1)

var_intra_sum = 0

total_n = 0

for i in range(len(variances)):

var_intra_sum += variances[i]*n_1[i]

total_n += len(subgroups[i])

var_intra = var_intra_sum/(total_n-len(subgroups))

var_inter = np.var(samples)

f = var_intra/(var_intra+var_inter)

info = [var_intra,var_inter,f]
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#Save data

with open(’{}SAVE_FILENAME.csv’.format(directory), ’a’) as f:

f.write(str(info))

f.write("\n")
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APPENDIX D
EXAMPLES OF CONTACT POINT ALGORITHMS ON AFM FORCE CURVES

Figure 37 shows examples of force curves fitted with different contact point algo-
rithms, that differ from the force curve used as an example in section 4.1. Figure 37(a)
shows an example of a curve where the fit is relatively bad (low r2 value) for
all algorithms. (b) Shows an example of a curve that doesn’t follow the standard
trend explained in section 4.1 where the ∆E algorithm underestimates the contact
point, here it is clearly overestimating. (c) Shows an example of a force curve where
determining the contact point might be hard, and where the combined strategies
algorithm fail. In this case, if the contact point was to be chosen manually it would
have been somewhere between the combined strategies and ∆E contact point.

(a) (b)

(c)

Figure 37: Figure showing three different force curves obtained using the AFM. The
three force curves have been fitted with four different contact point algorithms and
shows examples of three different situations.
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