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Abstract

Visual analysis has been used in many fields of research, such as health, biology,
chemistry, social science, astronomy, and physics, to solve data-driven problems.
Visualization is an effective tool to communicate, understand, extract information,
and interact with data. However, the physical limitations of human visual percep-
tion prevent the direct visualization and understanding of multidimensional data.
Projecting the data into a lower-dimensional space with a variety of dimensionality
reduction techniques or mapping the data to parallel coordinates are two of the
most widely used methods for visualizing multidimensional data. Interactive visual
analysis plays an essential role in visual analytics to integrate human intelligence
into visualization for knowledge discovery. The amount of multidimensional data
available in various fields of research has been growing at a tremendous rate. Mul-
tidimensional big data brings new challenges and opportunities to visualization

techniques for supporting interactive visual analysis.

This thesis presents a systematic review and two practical studies in the field of
data visualization, focusing on interactive visual analysis of multidimensional big
data. Specifically, it presents two scalable lightweight visualization techniques to
solve the scalability challenge of parallel coordinates and dimensionality reduction
techniques for supporting interactive visual analysis of multidimensional big data.
The research for this thesis is based on several widely used benchmark multidi-
mensional datasets obtained from public data repositories and synthesized datasets

with hundreds of dimensions and millions of data points.

In the systematic review, I propose a novel taxonomy of state-of-the-art visual an-
alytics applications based on the dimensionality of data and visualization, and the
types of interactions, and summarize the challenges and future directions for inter-
active visual analysis of multidimensional big data. The results of the systematic

review lead to the two practical studies. In the first practical study, I propose a



scalable lightweight bundling method to address the challenge of interactive visual
analysis of multidimensional big data using parallel coordinates. It accelerates the
clustering process of the data and helps users discover trends and detect outliers in
the data by integrating human intelligence into the two-dimensional data binning
using novel interactions. It uses the frequency-based representation to render the
clusters as histogram-like bundles to reveal the distribution of the data, eliminate
visual clutter and overplotting in parallel coordinates, and accelerate the render-
ing process. In the second practical study, I propose a scalable method, named
ColorPCA, to address the challenge of automatically colorizing unlabeled multi-
dimensional big data for discovering classes in the data. It combines principal
component analysis and ray casting to compute the composite RGBA color of the
data. It provides a fast way to enhance the visualization of the data in lower-
dimensional space and help the users find suitable parameters of dimensionality

reduction algorithms to balance the running time and the projection results.

Based on the two proposed visualization techniques, I have developed two web-
based applications to support interactive visual analysis of multidimensional big
data with parallel coordinates and lower-dimensional projections. The usefulness
and effectiveness of the two proposed visualization techniques were demonstrated
by case studies and user studies using the applications with benchmark datasets.
The scalability of the two proposed visualization techniques were evaluated via
scalability analysis with synthesized datasets. The experimental results show that
the two proposed visualization techniques are well scalable for multidimensional
big data. For example, the bundling method can support real-time interactions
for clustering millions of multidimensional data records without pre-computation
of the data and real-time visualization of the bundling result in web-based parallel
coordinates plot without hardware-accelerated rendering. With a one-time pre-
processing of the data, ColorPCA can colorize millions of multidimensional data

points in real-time without hardware acceleration.
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Chapter 1

Introduction

This chapter provides the details of the research background, motivation, and
research questions in this thesis. It introduces two widely used methods for vi-
sualizing multidimensional data and the related research questions for interactive
visual analysis of multidimensional big data. In addition, it lists the included
publications and explained their contribution to the research questions. Finally, it

outlines the structure of this thesis.

1.1 Background

Visual analysis has been used in many fields of study, such as health [1], biology
[2, 3], environment [4, 5, 6], chemistry [7], astronomy [8, 9], and physics [10, 11],
to solve data-driven problems. Visualization is an effective tool to communicate,
understand, extract information, and interact with multidimensional data. How-
ever, the physical limitations of human visual perception prevent the direct vi-
sualization and understanding of multidimensional data, thereby, the data must
be represented in a lower-dimensional space, usually of two or three dimensions.
Mapping the data to parallel coordinates (PC) and projecting the data with a
variety of dimensionality reduction (DR) algorithms are two of the most widely

used methods for visualizing multidimensional data in lower-dimensional space.

1.1.1 Parallel Coordinates Plots

PC is widely used and has become a standard tool for visualizing multidimensional
data [12]. In PC plots, axes corresponding to the number of dimensions are aligned

parallel to each other, and multidimensional data points are mapped to polylines
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Figure 1.1: The PC plot of the Iris dataset.

(or edges) intersecting the axes at their respective values [13, 14, 15]. The embed-
ding of an arbitrary number of parallel axes in PC plots allows for the simultaneous
display of multiple dimensions to provide an overview of the structure of the data

and reveal intrinsic patterns and trends of the data.

Figure 1.1 shows an example PC plot of the Iris dataset [16]. The Iris dataset is
one of the most popular multidimensional datasets in pattern recognition domain.
It contains 150 instances for three different species of Iris, including Iris-setosa,
Iris-virginica, and Iris-versicolor. Each specie has 50 instances. Each instance
has four measurements (dimensions): sepal length, sepal width, petal length, and
petal width. As shown in Figure 1.1, to visualize the Iris dataset with the PC
plot, the axes for the four dimensions of the dataset are aligned parallel to each
other and the data instances are mapped to the axes as polylines, where the data
for the three species of Iris are colorized in red, blue, and yellow, respectively. In
Figure 1.1, the polylines in three colors reveal the distribution of the data and the

relational patterns between each two adjacent axes.
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Figure 1.2: The PCA plot of the Iris dataset.

1.1.2 Dimensionality Reduction

DR is one of the fundamental techniques for analyzing and visualizing multidi-
mensional data [17]. It reduces the dimensionality of multidimensional data by
projecting the data into a new orthogonal coordinate system with lower dimen-
sionality, and uses the location of the data points in the projected space to retain
the structure of the data in their original definition space, such as correlation,
neighborhood and distance relationships, and classes/clusters in the data. To re-
duce the dimensionality of multidimensional data, a variety of linear methods,
such as principal component analysis (PCA) [18], multidimensional scaling (MDS)
[19], and linear discriminant analysis (LDA) [20], and nonlinear methods, such as
kernel principal component analysis (Kernel PCA) [21], Isomap [22], locally-linear
embedding (LLE) [23] and its variants (Hessian LLE [24] and MLLE [25]), Lapla-
cian eigenmaps (LE) [26], Gaussian process latent variable models (GPLVM) [27],
uniform manifold approximation and projection (UMAP) [28] and t-distributed
stochastic neighbor embedding (t-SNE) [29] have been widely investigated.

Figure 1.2 shows an example of visualizing the Iris dataset with PCA. PCA is one

of the most widely used DR methods. It uses an orthogonal linear transformation

3
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based on the eigendecomposition of the covariance matrix of the data to transform
the data into a new orthogonal coordinate system such that the greatest variance
by any projection of the data comes to lie on the first principal component, the
second greatest variance on the second principal component, and so on. In Fig-
ure 1.2, the Iris data is projected into the two-dimensional orthogonal coordinate
system with the first two principal components of PCA. As shown in Figure 1.2,
the data points for the three species of Iris are colorized in red, blue, and yellow,
respectively, which forms three clusters and reveals the structure of the Iris data

in the two-dimensional visualization.

1.1.3 Interactive Visual Analysis

Visual analytics (VA) is an active research field for effectively understanding, rea-
soning, and decision making on the basis of massive and complex data by com-
bining automated analysis techniques with the intellectual strengths of the human
through interactive visual analysis (IVA). IVA combines visualization and interac-
tions as a powerful tool to enable the user to visually discover explainable patterns
from data with the computation/visualization-interaction loop. In the loop, the
user can discover knowledge in data through visual representations of the data
and apply the knowledge to iteratively refine the visual representations or the

underlying data analysis models by interactions.

PC is widely used for the IVA of multidimensional data, such as the climate sim-
ulation data [30] and the hurricane trends data [31]. Brushing [32, 33] and axes-
reordering [34, 35| are the two typical interactions for PC to help the users visually
explore the data. Brushing a range on a single axis or an area between two ad-
jacent axes is used to select a subset of data. The selected subset of data is then
used as input for subsequent operations, such as highlighting, labeling, bundling,
and many more [36]. The order of the axes of PC has a large effect on the patterns
emerging from the visualization of data, as they define the shape and position of
each individual polyline in PC. Manually changing the order of the axes of PC with
a drag-and-drop interaction can help the users visually discover different patterns

from multidimensional data.
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Many DR-based VA applications [37, 38, 39, 40] have demonstrated the benefits
of applying DR algorithms to visually discover understandable patterns from mul-
tidimensional data in the projected lower-dimensional space. The parameters and
settings of DR algorithms have a large impact on the patterns emerging from the
visualization of data in the projections. In addition to common interactions such
as navigating, filtering, brushing, etc. for visualization [41], configuring parame-
ters and constraints is a typical type of interactions for DR-based IVA [42]. For
example, [43] presents an interactive DR framework to provide flexibility for com-
parative analysis tasks by enabling the users to interactively tune parameters of
an optimization algorithm for refining the DR results. [44] introduces a DR-based
VA system that enables a quality-guided investigation of the trade-off between
the number of variables and loss of information by allowing interactive control of

parameters affecting the DR results.

1.2 Challenges for Multidimensional Big Data

The PC and DR-based IVA plays an important role in VA of multidimensional
data. The amount of multidimensional data available in various fields of research
has been growing at a tremendous rate. Therefore, scalability has become the
most significant challenge of PC and DR algorithms for supporting IVA of multi-

dimensional big data.

Visualizing multidimensional big data with PC can create visual clutter to over-
whelm the screen space and prevent the users from discovering patterns in the
data. Visual clutter is caused by the polylines that overlap and cross each other.
Figure 1.3 shows the PC plot of the office dataset [45]. The office dataset is a
5-dimensional dataset with 20,560 data points. As shown in Figure 1.3, the blue
polylines cover the areas between the axes and most of the red polylines, which

hides the patterns in the data.

More importantly, due the limited scalability of PC, rendering data as polylines
instead of points can significantly increase the rendering time for multidimensional
big data, especially when hardware-accelerated rendering is not available, such as

in web-based visualization. For example, the experimental results in Appendix Pa-

5
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2 —— 5 Not occupied
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Figure 1.3: The PC plot of the office dataset.

per 2 show that, in web-based visualization, rendering half a million 6-dimensional
data points in a PC plot with SVG takes 9 seconds, and rendering one million 6-
dimensional data points crashes the web browser. The time-consuming rendering
process can significantly delay the visual response of the interactions that require
re-rendering of the data, such as brushing and axes-reordering, which hinders the
users from gaining insight into data by exploring the patterns emerging from the

visualization of data.

Edge bundling (EB) is a common technique used to reduce visual clutter and create
more informative visualization in PC plots [46, 47]. It uses varied data cluster-
ing algorithms to cluster the data, and render the clustered data as the bundles
in different forms. Based on the pre-computation of the clustering at different
levels of detail, the users can choose the bundled visualization at different levels
of abstraction. However, for multidimensional big data, the limited scalability of
the underlying clustering algorithms of existing EB techniques cannot support the
interactions that require re-clustering of the data, such as changing the bundling
results based on users’ perception and axes-reordering, which reduces the usability

and usefulness of EB techniques for PC-based IVA of multidimensional big data.

6
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Figure 1.4: The t-SNE plots of the MNIST dataset.

The scalability of DR algorithms is a significant challenge for DR-based IVA of
multidimensional big data. For example, it can take minutes to hours to compute
the PCA or t-SNE projection of a multidimensional dataset with millions of data
points. The limited scalability of DR algorithms cannot support the interactions
that require re-computation of the data, such as configuring parameters and con-
straints of DR algorithms, which hinders the users from visually exploring the

patterns emerging from the lower-dimensional visualization of the data.

For labeled multidimensional data, colorizing the data by label is a common ap-
proach to enhance the lower-dimensional projections or mappings of the data. For
example, in Figure 1.1, the polylines for the three species of Iris flowers are col-
orized in three colors by the label to distinguish overlapping polylines and reveal
the patterns of polylines for each specie. In Figure 1.2, the clusters for the three
species of Iris flowers are colorized in three colors by the label to reveal the cluster

for each specie.

In addition, colorizing the data by label can provide an extra hint for configuring

parameters and constraints of DR algorithms. For example, Figure 1.4 shows the

7
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two t-SNE plots of the same subset of the MNIST dataset [48]. The MNIST
dataset is a 784-dimensional dataset of 70000 images of handwritten digits from 0
to 9. The two plots are generated with different perplexity parameters of t-SNE.
In the two plots, the data points for each digit are colorized with a distinct color
by the label of the dataset. As shown in Figure 1.4a, the data points for digits
4 (orange), 7 (purple), and 5 (brown) are incorrectly projected to two separated
clusters, respectively. In contrast to Figure 1.4a, the t-SNE plot in Figure 1.4b
uses a better perplexity parameter, because the data points for digits 4 (orange)

and 7 (purple) are correctly projected to a single cluster, respectively.

Several methods have been investigated for mapping unlabeled multidimensional
data into colors for different purposes. However, automatically colorizing unlabeled
multidimensional data to distinguish classes in the data and help the users tune

parameters of DR algorithms is still a challenge, especially for big data.

1.3 Motivation and Objectives

IVA plays an essential role in integrating human cognitive, perceptual and reason-
ing abilities, and their knowledge into the analysis process to gain insight into data.
Addressing the scalability challenges to PC and DR algorithms is helpful to sup-
port IVA of multidimensional big data. As the amount of multidimensional data
has been growing at a tremendous rate in many fields of study, developing scalable
PC or DR-based visualization methods will provide tools to facilitate data-driven

research.

The goal of this thesis is to propose novel methods to address the scalability chal-
lenges of PC and DR algorithms and build web-based applications for supporting
IVA of multidimensional big data. The research for this thesis is based on sev-
eral widely used benchmark multidimensional datasets obtained from public data
repositories and synthesized datasets with hundreds of dimensions and millions of

data points.

The following research questions were formulated to accomplish the research ob-

jectives:
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RQ1

RQ2

RQ3

RQ4

RQ5

RQ6

What are the state-of-the-art techniques for interactive visual analysis of

multidimensional data?

What are the challenges for interactive visual analysis of multidimensional
big data?

For parallel coordinates, how to make the edge bundling process scalable by
simplifying the underlying clustering algorithms and integrating human per-
ception and judgments into the clustering process for supporting interactive

visual analysis of multidimensional big data?

For parallel coordinates, how to accelerate the rendering process of multi-
dimensional big data without hardware-accelerated rendering using scalable

edge bundling methods?

How to automatically colorize unlabeled multidimensional big data to dis-
cover classes in the data and enhance the visualization of the data in lower-

dimensional space?

How to support interactive visual analysis of unlabeled multidimensional big
data by combining human perception of color and the automatic colorization
of the data?

The research of this thesis mainly includes three aspects: 1) a systematic review
of VA; 2) a scalable lightweight EB method for PC; 3) a scalable method for

automatically colorizing unlabeled multidimensional big data.

To answer the research questions RQ1 and RQ2, I surveyed over 200 publications

to construct a systematic review of VA with a focus on the dimensionality of data.

In the review, I proposed a novel categorization of VA applications with a focus on

the dimensionality of data and discussed the major challenges of VA, especially for

big data, and future directions of VA. The results of the review raise the research

questions RQ3 - 6 and lead to the two practical studies in this thesis.



CHAPTER 1. INTRODUCTION

To answer the research questions RQ3 and RQ4, in the first practical study, I
proposed a scalable lightweight EB method for visualizing multidimensional big
data in PC plots. It integrates human judgments into the two-dimensional data
binning by novel interactions to accelerate the clustering process of the data and
uses the frequency-based representation to render the clusters as histogram-like
bundles to reveal the structure of the data, reduce visual clutter and accelerate

the rendering process.

To answer the research questions RQ5 and RQ6, in the second practical study, I
proposed a scalable colorization algorithm, named ColorPCA, for unlabeled multi-
dimensional big data. It integrates PCA and ray casting to automatically colorize
the data for discovering classes in the data. It provides a fast way to enhance the
visualization of unlabeled multidimensional big data in lower-dimensional projec-
tions to help the users tune parameters of DR algorithms, and allows the users to

interactively explore the data using their perception of color.

In addition, I have developed two web-based VA applications based on the two
proposed methods to support IVA of multidimensional big data. The usefulness
and effectiveness of the proposed methods are demonstrated by case studies and
user studies using the applications with benchmark datasets. The scalability of the
proposed methods is evaluated via scalability analysis with synthesized datasets.
The experimental results show that the proposed methods are well scalable for
multidimensional big data. For example, the EB method can support real-time
interactions for clustering millions of multidimensional data records without pre-
computation of the data and real-time visualization of the bundling result in web-
based PC plot without hardware-accelerated rendering. With a one-time pre-
processing of the data, ColorPCA can colorize millions of multidimensional data

points in real-time without hardware acceleration.

1.4 List of Publication and Contribution

The thesis is based on a collection of four papers, which presents a systematic
review and two practical studies in the field of data visualization with a focus on

IVA of multidimensional big data. The list of the included papers and their main
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1.4. LIST OF PUBLICATION AND CONTRIBUTION

contributions is given below.

[Paper 1] Wengiang Cui, Visual Analytics: A Comprehensive Overview, in
IEEE Access, vol. 7, pp. 81555-81573, 2019, doi: 10.1109/ACCESS.2019.2923736.

Contribution: In this paper, over 200 publications have been surveyed to construct
an organized overview of VA, which examines the evolution of VA from visualiza-
tion and algorithmic data analysis, and investigates how VA is applied in various
application domains. In this paper, I propose a novel taxonomy of VA applications
based on the dimensionality of data and visualization techniques, and the type of
interactions, which presents the state-of-the-art VA techniques and applications
in different application domains to bridge the gap between the challenges of dis-
covering knowledge in large and complex datasets and VA solutions. In addition,
I discuss major challenges of VA, especially for big data, and future directions of
VA.

[Paper 2] Wenqgiang Cui, Girts Strazdins, and Hao Wang, Web-based Scal-
able Visual Exploration of Large Multidimensional Data Using Human-in-the-Loop
Edge Bundling in Parallel Coordinates. CEUR Workshop Proceedings, 2020.

Contribution: In this paper, I propose a scalable EB method for visualizing mul-
tidimensional big data in PC plots. Based on the proposed method, a prototype
web-based VA application is built to support IVA of multidimensional big data
with PC plots. With the data binning-based clustering, the proposed EB method
uses novel interactions, including splitting, adjusting, and merging clusters, to in-
tegrate human perception and judgment into the bundling process. The case study
and scalability analysis of the proposed EB method are conducted to demonstrate

its effectiveness and scalability.

[Paper 3] Wengiang Cui, Girts Strazdins, and Hao Wang, Visual Analysis of
Multidimensional Big Data: A Scalable Lightweight Bundling Method for Parallel
Coordinates, in IEEE Transactions on Big Data, doi: 10.1109/TBDATA.2021.3123982.
Early Access.
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Contribution: This paper is an extended work of Paper 2. In this paper, I improve
the method described in Paper 2 with the new alignment of the bundles and the
new interactions. I integrate human judgments into the two-dimensional data
binning by novel interactions to accelerate the clustering process of the data, and
use the frequency-based representation to render the clusters as histogram-like
bundles to reveal the distribution of the data, eliminate the overplotting of the
bundles and accelerate the rendering process. 1 also compare the design of the
proposed method with five state-of-the-art edge bundled PC plots with a focus
on visualizing multidimensional big data. Based on the proposed method, I have
developed a lightweight web-based VA application for exploring multidimensional
big data in PC plots. The experiments are conducted to analyze the scalability of
the proposed method. Two case studies and a user study are conducted to compare
the proposed method with classic PC plots and two state-of-the-art edge-bundled
PC plots. The results show that the proposed method is more efficient and effective
for visually analyzing multidimensional big data. It allows the user to interactively
optimize the visualization with their judgments to solve data-related problems,
such as discovering major trends and specific patterns in the data, estimating the

correlation between variables, and detecting outliers in the data.

[Paper 4] Wengiang Cui, ColorPCA: A Scalable Method for Colorizing Unla-
beled Multidimensional Big Data. Under Review.

Contribution: This paper presents a scalable method, named ColorPCA, to ad-
dress the challenge of automatically colorizing unlabeled multidimensional big data
for discovering classes in the data. ColorPCA integrates PCA and ray casting to
map unlabeled multidimensional big data into the RGBA color space, where dif-
ferent classes of the data are mapped to different locations in the color space and
thus colorized with different colors or color combinations. The scalability analysis
of ColorPCA shows that its running time increases linearly with the number of
data points or the number of dimensions. After a one-time pre-processing of the
data, ColorPCA can map one million 50-dimensional data points into colors in
0.97 seconds on desktop hardware. The case studies and the user study show that

ColorPCA can enhance the lower-dimensional projections of unlabeled multidi-
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mensional big data by automatically colorizing the data to help the user discover
classes in the data and find suitable parameters of DR algorithms to balance the

running time and the projection results.

1.5 Thesis Structure and Overview

The thesis is written in the form of a collection of research papers. Figure 1.5 shows
the relationship between the research questions described in Section 1.3 and the
papers listed in Section 1.4. Paper 1 covers the research questions RQ1 and RQ2
with the systematic review of VA. With the focus on visualizing multidimensional
big data in PC plots, Paper 2 and Paper 3 address the research questions RQ3
and RQ4 by proposing the scalable lightweight EB method for PC. The research
questions RQ5 and RQ6 are covered by Paper 4 with the focus on automatically
colorization of unlabeled multidimensional big data for discovering classes in the
data.

Research Questioins Publications Topics

4 RQ1: What are the state-of-the-art techniques for interactive )

visual analysis of multidimensional data?

Systematic review of

Paper 1 : N
P visual analytics systems

RQ2: What are the challenges for interactive visual analysis of

multidimensional big data?

A\ J

N

-
RQ3: For parallel coordinates, how to make the edge bundling process

scalable by simplifying the underlying clustering algorithms and

integrating human perception and judgments into the clustering process

for supporting interactive visual analysis of multidimensional big data? Paper 2 el o o

multidimensinal big data

RQ4: For parallel coordinates, how to accelerate the rendering process Paper 3 with parallel coordinates

of multidimensional big data without hardware-accelerated rendering
using scalable edge bundling methods?
&

J

4 . . . . . )

RQ5: How to automatically colorize unlabeled multidimensional big data

to discover classes in the data and enhance the visualization of the data

in lower-dimensional space? Automatically colorization

Paper4 |of unlabeled

RQ6: How to support interactive visual analysis of unlabeled multidimensinal big data

multidimensional big data by combining human perception of color and

the automatic colorization of the data? )

Figure 1.5: Relationship between the research questions and the included papers.

The structure of this thesis is as follows:
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Chapter 1 introduces an overview of the thesis, which includes research back-

ground, motivation, objectives and questions, and the list of publications.

Chapter 2 presents the literature review of IVA of multidimensional big data,
which includes the relevant results selected from the systematic review (Paper 1),
the related work of visualizing multidimensional big data with edge-bundled PC
plots (Paper 3), and the related work of colorizing unlabeled multidimensional big

data (Paper 4). More details of the systematic review can be found in Paper 1.

Chapter 3 describes the proposed methods and the applications for supporting IVA
of multidimensional big data. For exploring multidimensional big data with PC,
this thesis presents a scalable lightweight EB method and a web-based application
(Paper 2 and 3). For automatically colorizing unlabeled multidimensional big
data, this thesis presents a scalable colorization method, named ColorPCA, and a

web-based application (Paper 4).

Chapter 4 presents the evaluation results and the discussion of the proposed EB
method (Paper 2 and 3) and ColorPCA (Paper 4). For each method, the evaluation

includes scalability analysis, case studies and user study.

Chapter 5 summarizes the main contributions of this research work, and discusses

future research directions.

14



Chapter 2

Literature review

This chapter presents the literature review of IVA of multidimensional big data
(Paper 1), the related work of the edge-bundled PC plot (Paper 2 and 3) and the

colorization of unlabeled multidimensional big data (Paper 4).

2.1 Systematic Review of Visual Analytics

Leading by the research questions RQ1 and RQ2, I have conducted a systematic
review of VA and its applications. This section presents the relevant results selected
from the systematic review with a focus on multidimensional big data, which
include 1) a new categorization of VA applications, and 2) the challenges and future
directions for IVA of multidimensional big data. More details of the systematic

review can be found in Paper 1.

Sun et al. [49] identified five categories of VA applications according to the type
of considered data. In their research, VA applications were classified as space and
time, multivariate, text, graph and network, and other applications. However, they
did not provide a comprehensive classification. Firstly, it is difficult to categorize
a VA application which deals with several different types of data at the same time.
For example, Chen et al. [50] proposed a VA system to analyze and explore multi-
ple types of data and correlate them for intelligence analysis. The data analyzed in
their system included GPS logs, which contained spatial and temporal data, news
and email headers, which are textual data, and transaction logs which contained
network data. Secondly, a complex data set may have two or more characteris-

tics so that the corresponding VA application will be classified into two or more

15
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categories simultaneously. For example, Andrienko et al. [51] analyzed streaming-
tweets data which consisted of geographical coordinates, time of tweeting, and the
tweet text itself in their VA system. According to the classifications of [49], this
VA application can be classified into the category space and time as well as the
category texrt. Furthermore, with the rapid development of VA in different do-
mains, increasing numbers of VA applications will be classified into the category

other applications.

To address the challenges arising from the limitations of the classification scheme
of [49], and direct the future research of VA, in this research, a new comprehensive
taxonomy of VA applications is proposed based on the dimensionality of data and

visualization techniques, and the type of interactions.

2.1.1 Visualization Based Classification

According to the dimensionality of the data and visualization techniques, four cate-
gories of VA applications are identified: 2D-to-2D, multidimensional-reduction-

2D, multidimensional-to-2D, and multidimensional-to-3D.
2D-to-2D

Two-dimensional (2D) visualization is the most common way to visualizing data
in information visualization. Within 2D visualization, binary data is naturally
visualized in 2D space through the Cartesian coordinate system. A VA application

will be classified as 2D-to-2D if it fulfills the following requirements:
— The data is 2D.
— The data are visualized in 2D visualization.

For VA applications in this category, users gain insight from data by performing
analytical reasoning on 2D data through 2D visualization. For example, Bogl et
al. [52] developed a 2D-to-2D VA application (TiMoVA) to guide domain experts
in model-selection tasks based on user stories and iterative expert feedback on
users’ experiences. It closely combined human perception and analytical reasoning

and automated computation. Figure 2.1 shows an overview of TiMoVA.
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Figure 2.1: TiMoVA Overview [52]. A 2D-to-2D VA application for finding an
adequate model for a given time-oriented dataset.

In addition, 2D-to-2D VA applications are commonly used for another type of
2D data: movement data. The research of [53, 54| used different 2D visualization
techniques, such as mapping and clustering movement data on 2D maps, to analyze

and explore various aspects of movement through VA.

Multidimensional-reduction-2D

With the ever-increasing amount of datasets, multidimensional data show up in
numerous fields of study, such as economics, biology, chemistry, political science,
astronomy, and physics. However, the high dimensionality of a multidimensional
data represents a critical obstacle: humans are biologically optimized to see the
world and the patterns in it in three dimensions [55]. This challenge and the wide

availability of multidimensional data have led to new opportunities for VA.

A VA application will be classified as multidimensional-reduction-2D if it

fulfills the following requirements:
— The data is multidimensional.

— The dimensionality of the data is reduced by algorithmic approaches to two

dimensions.

— The processed data are visualized in 2D visualization.
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To break the physical limitations of the human visual system, a variety of DR
methods have been investigated for reducing the dimensions of multidimensional
data, such as PCA, MDS, LDA and t-SNE. By allowing users explore multidi-
mensional data in 2D space, multidimensional-reduction-2D VA applications
combine DR methods and the human analytical reasoning ability to help users
understand and interpret the result of algorithmic DR methods in an intuitive and
meaningful manner. For example, Choo et al. [56] presented a multidimensional-
reduction-2D VA system (iVisClassifier) for classifications based on a supervised

DR approach, which is shown in Figure 2.2.
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Figure 2.2: An overview of iVisClassifier [56].

Wu et al. [57] introduced a multidimensional-reduction-2D VA system (Opin-
ionFlow) to empower analysts to detect opinion-propagation patterns and glean
insights, which is shown in Figure 2.3. OpinionFlow uses an information diffusion

model to reduce the dimension of the social-media data.
Multidimensional-transformation-2D

Another category of VA applications is multidimensional-transformation-2D,
which visualizes multidimensional data without algorithmic DR methods. A VA
application will be classified as multidimensional-transformation-2D if it ful-

fills the following requirements:
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Figure 2.3: Three major parts of OpinionFlow: (a) Data preprocessing, (b) diffu-
sion modeling, and (c) interactive visualization [57].

— The data is multidimensional.
— The multidimensional data is transformed and mapped in 2D visualization.
— The dimension of the data is not reduced by algorithmic DR methods.

Within multidimensional-transformation-2D VA applications, multidimen-
sional data is transformed and mapped in 2D space, which encodes data to differ-
ent representations, such as PC plots and coordinated and multiple views (CMV).
CMV encompass a specific exploratory visualization technique that uses two or
more distinet views to support the investigation of a single conceptual entity [58].
Guo et al. [59] presented a multidimensional-transformation-2D VA system,
Triple Perspective Visual Trajectory Analytics (TripVista), for exploring and an-
alyzing complex traffic trajectory data, which was mainly based on a PC plot and
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CMV. TripVista is shown in Figure 2.4.

Figure 2.4: TripVista overview [59].

Multidimensional-to-3D

Three-dimensional (3D) visualization was developed for converting 3D object-
s/phenomena into 2D images through a computer-graphics process. Presently,
3D visualization is widely used in scientific visualization to enable scientists to
understand and graphically illustrate the data. Moreover, 3D visualization is of-
ten integrated with a variety of approaches to visually analyze multidimensional
data. For example Achtert et al. [60] and Johansson et al. [61] visualized parallel
coordinates in 3D space to explore the complicated relationships between the axes,

which arranged more than two neighboring axes around the central attribute.

Multidimensional-to-3D VA applications are based on the 3D visualization of
multidimensional data. A VA application will be classified as multidimensional-

to-3D if it fulfills the following requirements:
— The data is multidimensional.
— The multidimensional data is transformed and mapped in 3D visualization.

For example, Kurzhals and Weiskopf [62] introduced a multidimensional-to-3D
VA application to analyze eye-tracking data recorded for dynamic stimuli such as

video or animated graphics, which is shown in Figure 2.5.
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Figure 2.5: A multidimensional-to-3D VA application for eye-tracking data [62].

2.1.2 Interaction Based Classification

In VA, analytical reasoning process is facilitated by interactive visual analysis
of data through various interaction techniques. According to the VA process,
users can directly interact with data, algorithms, and visualization [63]. Heer
and Shneiderman [64] give a taxonomy of interactive dynamics for visual analysis,
which includes data and view specification (filtering, sorting, deriving values or
models from source data, etc.), view manipulation (selecting, navigation, etc.),
process and provenance (recording, guiding or sharing, etc.). Endert et al. [65]
divide interactions into two categories exploratory and expressive from observation-

level.

In this research, I combine Heer and Shneiderman’ taxonomy [64] and Endert et
al.’s classification [65] to classify VA applications from the interaction perspec-
tive. VA applications are classified into two categories: exploratory-oriented
and expressive-oriented based on their interactions. One application will be
classified into the category exploratory-oriented if its interactions are designed
to explore data and visualization space. For example, the interactions of selecting

a different encoding, modifying zoom levels, and filtering data are considered as
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exploratory-oriented. With exploratory-oriented VA applications, users gain
insight into data by observing how data reacts to the interactions in a dynamic

visual representation.

One application will be classified into the category expressive-oriented if its
interactions are designed to change the algorithms for rendering the visualiza-
tion or the underlying models for data analysis. The interactions of modifying
parameters of underlying mathematical models or rendering algorithms, and de-
riving values or models from source data are considered as expressive-oriented.
Within expressive-oriented VA applications, the interactions are therefore com-
monly coupled with algorithmic data analysis process. For example, Interactive
Principal Component Analysis (iPCA) [66] changes the weight for each dimension
in calculating the direction of projection using multiple sliders through user in-
teractions. Also, in a VA application using MDS [67], the dissimilarities in the

calculation of the stress function can be weighted through visual controls.

Furthermore, both the two types of interactions may be used by one application
at the same time. Accordingly, there is an overlap between the categories of

exploratory-oriented and expressive-oriented in the interaction based classification.

2.1.3 A Complete Taxonomy of Visual Analytics Applica-

tions

From a technical perspective, visualization and interactions based classifications
form a complete categorization of VA applications. Figure 2.6 illustrates the rela-
tionship of two classifications of VA applications. It covers all technical components
of state-of-the-art VA applications, including 2D and 3D visualization techniques,
algorithmic DR methods and data analysis methods, and exploratory and expres-
sive interactions. This categorization can direct researchers to select appropriate
techniques for building VA applications on complex datasets. Table 3 in Paper 1
shows the complete categorization of the approximately 80 VA applications exam-

ined in the systematic review.
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Multi-Dimensional-Transformation-2D Multi-Dimensional-to-3D

Figure 2.6: The complete categorization of VA applications.

2.1.4 Challenges for Interactive Visual Analysis of Multidi-

mensional Big Data

Scalability

With the explosion of data, IVA techniques need be able to scale with both the
size and dimension of data. However, there is a growing mismatch between data
size/complexity and the human ability to explore and interact with data [68], which
makes scalability is becoming a fundamental challenge for IVA of multidimensional
big data.

The scalability of VA is defined as "its capability to effectively display large
data sets in terms of either the number or the dimension of individual data el-
ements" [69]. Presently, most research in improving scalability of VA applica-
tions is primarily focused on investigating visualization devices [70]. For example,
large-scale high-resolution displays [71, 72] have been investigated to display more
overview and detail for big data in VA research. However, compared with the

amount of data which is continuously growing at a rapid pace, the amount of
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pixels on the display still remains rather constant. In this case, the amount of
data still commonly exceeds the limited amount of pixels of a display by several
orders of magnitude. In addition, although it is possible to build ever-larger and
higher-resolution displays, human visual acuity is limited to match the extreme
large-screen approach. DR methods haven been widely used for IVA of multidi-
mensional data. However, the use of DR methods has been somewhat limited in
VA because they are too slow for interactive use when the number of dimensions
or data points is scaled up [68]. This significantly hinders the integration of human
perception and judgment into the data analysis process. More importantly, more
dimension reduction and a higher rate of compression to data on displays mean
more abstract representations and more lost details [73], which requires additional

interpretation for performing analytical reasoning.

The scalability challenge for IVA of multidimensional big data involves both hu-
man and machine limitations. It is expected to integrate scalable algorithms and
visualization techniques for the data to reduce the mismatch between the size and

complexity of data and human ability.

Interaction

In the systematic review, interactions for VA are classified into two categories:
exploratory-oriented and expressive-oriented. Both of them are equally im-
portant to VA applications. However, the results of the systematic review show
that expressive-oriented interactions are much less used in recent VA applica-
tions than exploratory-oriented interactions (see Table 3 in Paper 1). Only
a few applications have tried to use these two different kinds of interactions to-
gether, such as [56, 74, 62, 75]. One of most possible reasons for this situation
is that expressive-oriented interactions are associated with the modification of
underlying mathematical models or rendering algorithms, which may delay the
visual response of the interactions when the size and dimension of the input data

are scaled up.

In addition, there have been rapid advances in interaction technologies, however,

their advantages have not been fully investigated in VA, as most VA applications
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are still based on the traditional desktop, mouse, and keyboard setup of WIMP
(Windows, Icons, Menus, and a Pointer) interfaces [76]. A few researchers have
focused on new possibilities in interaction technologies for VA, which, however,
only tested within simple data sets and scenarios. For example, PaperLens [77] uses
a handheld lens and a tracked sheet of paper to navigate the 3D virtual information
spaces above a tabletop. Interactive Whiteboards [78] leverages hand-drawn input
for exploring data through simple charts. Ball and North [71] discuss embodied
interactions, such as physical navigation, physically interacting with large-scale
visualizations, for improving performance times on analytics tasks through an

empirical study.

Therefore, for IVA of multidimensional big data, the challenge of interaction is to
develop novel interactions, especially expressive-oriented interactions, by taking

advantage of new algorithms and devices.

2.1.5 Future Directions for Interactive Visual Analysis of

Multidimensional Big Data

To address the scalability challenge for IVA of multidimensional big data, develop-
ing scalable visualization techniques is an important research direction. In the field
of information visualization, most methods for multidimensional data are focused
on relatively small datasets. For example, various studies [79, 80] on PC plots are
both limited when the size of the data is scaled up. Therefore, making visualiza-
tion techniques for multidimensional data scalable for large datasets would be a

potential direction for IVA of multidimensional big data.

To facilitate collaboration and information sharing with VA, building web-based
frameworks for VA applications is a potential research direction. A web-based
framework could break time and space constraints in communication and collab-
oration. Moreover, it could also facilitate the integration of VA applications with
other big data platforms, since most recent big data platforms provide web ser-
vices for accessing and processing the data stored within them [81]. This will not
only address the scalability challenge of visual analytics but also will accelerate

the research and development of VA.
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2.2 Edge Bundling for Parallel Coordinates Plots

As a standard tool for visualizing multidimensional data, parallel Coordinates (PC)
is one of the most widely used techniques for multidimensional-transformation-
2D VA applications. Brushing and axes-reordering are two typical exploratory-

oriented interactions of PC-based VA applications.

PC plots render multidimensional data records as polylines across multiple parallel
axes, which can be seen as trail-sets. Therefore, for multidimensional big data,
PC plots suffer from the same visual clutter and overplotting as large graphs [46].
More importantly, due the limited scalability of PC, the time-consuming process of
rendering multidimensional big data as polylines can significantly delay the visual
response of the exploratory-oriented interactions of PC-based VA applications,
which hinders the users from gaining insight into data by exploring the patterns

emerging from the visualization of data.

Edge bundling (EB) technique are used to provide a visual simplification of graph
visualization by spatially grouping or concentrating graph edges or trails as bundles
[82, 47]. Varied scalable EB methods have been proposed to support visual analysis
of large graphs that contains a large number of edges or trails [83]. For example,
Lhuillier et al. [84] shifted the bundling process from the image space to the
spectral (frequency) space to increase its scalability and computational speed.
Huang et al. [85] presented a filtering approach to explore a graph at continuous
levels of details in real time. Burch et al. [86] transformed the edges to a pixel-
based scalar field in a scalable way to address massive overplotting of edges in

huge graphs.

By adapting EB techniques to PC plots, a number of EB methods that bundle
the data with different clustering algorithms and render the bundled data in dif-
ferent forms of visualizations have been proposed for reducing visual clutter and
overplotting in PC plots. Palmas et al. [87] rendered the bundles using polygonal
strips to reduce clutter and decrease rendering time. Lima et al. [88] used confluent

drawing to render the bundles as merged curves with their statistical information.
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Confluent drawing is an unambiguous method to visualize non-planar graphs in
a planar way and reduce ambiguity [89, 90]. It enables groups of edges to be
merged together and drawn as "tracks" to facilitate tasks where the user needs to
follow lines. Fua et al. [91] used a multi-resolution view to visualize aggregation
information of hundreds of thousands of data records. Novotny and Hauser [92]
proposed an output-oriented approach on the basis of a binned data representation
to visualize the trends and outliers in millions of data records. Artero et al. [79)
used frequency or density information to filter the data and visually highlight the
corresponding polylines. McDonnell and Mueller[93] used spline-based rendering
to reveal the distribution of the data. Johansson et al. [94] used high-precision
textures to represent the bundles and transfer functions that operate on the high-

precision textures to highlight different aspects of the bundle characteristics.

However, due to the limited scalability of the underlying clustering algorithms,
existing EB techniques for PC only support limited exploratory-oriented in-
teractions based on the pre-computation of the data. For example, based on the
pre-computation of the clustering at different levels of detail, the edge-bundled
PC in [87] allows the users to choose the bundled visualization at different lev-
els of abstraction. More importantly, existing EB techniques do not support
the expressive-oriented interactions in PC that require re-clustering of the
data, such as changing the bundling results based on users’ perception and axes-
reordering, which reduces the usability and usefulness of EB techniques for PC-

based VA applications, especially for multidimensional big data.

In addition to lightweight EB algorithms, GPU-based methods and big-data-
infrastructure-based methods have been proposed to implement scalable bundling
of a large number of edges. Zwan et al. [95] presented a fully GPU-based method
to bundle large graphs of up to a million edges in real time. Peysakhovich et al.
[96] proposed a GPU-based framework to generate bundled graph layouts accord-
ing to numerical edge attributes such as directions, timestamps or weights. Perrot
and Auber [97] used an established big data ecosystem and WebGL to visualize
large graphs in a web browser. Sansen et al. [98] combined big data infrastruc-

tures and hardware-accelerated rendering to support web-based visual exploration
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of multidimensional big data in PC plots.

Table 2.1: Comparison of Our Method with Other Edge-Bundled PC plots.
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1 The bundles or edges that do not well align with the major trends are detected with the visualization.

2 The bundles are aligned without overlapping.

3 A subset of a cluster and its proportion in the cluster are displayed in the corresponding bundles over the
axes.

A Change the interval and the number of the clusters on each axis with the control points.

® Brush on the axes to highlight the selected bundles or subsets of bundles.

® Choose the visualizations at different levels of abstraction based on the pre-computation of the clustering.

In the thesis, I have proposed a scalable lightweight EB method for supporting
PC-based IVA of multidimensional big data. Table 2.1 shows the comparison of
the proposed method with several state-of-the-art edge-bundled PC plots. Most
of the methods listed in Table 2.1 are scalable for visualizing multidimensional
big data, for example, millions of data records, by reducing the rendering time
with bundled visualizations. However, their scalability of bundling the data is
limited by the time-consuming clustering process of the data, which can signif-
icantly delay the visual response of the expressive-oriented interactions. For
example, the method [87] needs multiple minutes to pre-compute the clusters of
millions of data records. Accordingly, its interactions are limited to brushing on
the axes to highlight the selected bundles or subsets of bundles or choosing the
visualizations at different levels of abstraction based on the pre-computation of
the clustering. In contrast, the proposed method can cluster and visualize 1 mil-
lion data records with 6 dimensions in about 1 second in web-based visualization

without pre-computation. It provides novel interactions that change the cluster-
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ing results to support IVA of multidimensional big data. Moreover, it eliminates
the overplotting of the bundles, especially in the area near the axes, reveals data

distribution, and detects outliers in the data.

2.3 Colorizing Unlabeled Multidimensional Data

Dimension reduction is one of the fundamental techniques for multidimensional-
reduction-2D VA applications. It projects multidimensional data into a new
orthogonal coordinate system with lower dimensionality in which the locations of
the data points can preserve their relationships in the original definition space,
such as correlation, neighborhood and distance relationships, and classes/clusters
in the data set. For example, a variety of DR methods, such as PCA [18], MDS
[19], LDA [20], Isomap [22], LLE [23], LE [26], GPLVM [27], UMAP [28] and t-
SNE [29], have been widely used for analyzing and visualizing multidimensional
data.

For DR algorithms, different configurations of parameters and constraints can lead
to very different projections of the same data. For example, as previously shown
in Figure 1.4, with the inappropriate perplexity parameter, the t-SNE algorithm
projects the data points of the same class into two misleading clusters. Therefore,
to reduce misleading information in the projection of data, the users need to adjust
parameters and constraints of DR algorithms with several iterations based on their

perception and judgments.

For multidimensional big data, the limited scalability is a major challenge of DR
algorithms, which can significantly increase the computation time and the time
required for tuning parameters and constrains. For DR-based VA application, this
can delay the visual response of expressive-oriented interactions that require

re-computation of the data.

For labeled multidimensional data, colorizing the data by label (different labels
and colors for each class) is a common approach to enhance the lower-dimensional
projections of the data for distinguishing the data for each class [100, 101, 102].

Moreover, as the example shown in Figure 1.4, colorizing the data by label can
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provide a hint for the users to help them tune parameters of DR algorithms.
However, automatically colorizing unlabeled multidimensional data to discover
classes in the data and help the users tune parameters of DR, algorithms has not

been sufficiently investigated, especially for unlabeled multidimensional big data.

A few methods have been proposed for mapping unlabeled multidimensional data
into colors with different purposes. Ready and Wintz [103]| applied PCA to multi-
spectral images and used the first few component images to preserve as much of the
data variance as possible. This method can fuse multispectral images into a single
color image by mapping the first three principal components to the coordinates in
the CIELAB color space. Lawrence et al. [104] used a nonlinear transformation of
multidimensional scaling to fuse features in each component image of multispectral
images into a lower-dimensional image whose pixel values are consistent with the
pixel values of the original multispectral images. By imposing soft constraints on
the color of the output pixels, their algorithm maintains a realistic color scheme
and exaggerates fine-scale details in the output image. However, these two meth-
ods are limited to light measurements in a small number of spectral bands, and

offer litter control about the colors assigned.

Cheng et al. [105] introduced a data-driven method to map multidimensional data
with geolocation into colors to appreciate isolated and grouped hot spots as well
as uneventful areas. They created a circular multivariate color mapping coordi-
nate system by combining RadViz [106, 107] and the HC slice of the HCL (Hue
Chroma Luminance) [108] color space at L = 55. The attributes of the dataset
are mapped to the boundary of the circular system to determine the attributes’
color schemes, and the data points are mapped inside the circular system to de-
termine the color scale of each attribute. Then, the values of each attribute are
mapped into a separate image with a color scale. After that, similar to the fusion
of multispectral images, the separate images are fused into a single color image
by interpolating the colors at the same geolocation in each image with adaptive
kernel density estimation [109]. Their method also showed the possibility of map-
ping multidimensional data without geolocation into colors with the projection of
the data, such as PCA or MDS plot. However, this method does not scale well
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to large datasets. Mapping the attribute and data points to the circular system
to determine the HCL color of the data points is a time-consuming process. Fur-
thermore, it needs three steps, including non-linear and linear transformations, to
convert HCL color to RGB color to display the data points. Moreover, limiting
the luminance of the HCL color space to 55 reduces the range of colors, which will
cause the data points with different values to be mapped to the same location in

the circular system.

In this thesis, I have proposed a scalable method, named ColorPCA, for auto-
matically colorizing unlabeled multidimensional big data to discover classes in the
data. It provides a fast way to enhance the lower-dimensional projections of the
data and help the user discover classes in the data and find suitable parameters
of DR algorithms. In contrast to the method [105], ColorPCA directly assigns
predefined color schemes to the dimensions of the data. It uses PCA to derive the
opacity of the data and then uses ray casting to compute the composite RGBA
color of the data. The linear accumulation process of ray casting makes Color-
PCA scalable to multidimensional big data. Applying the idea of ray casting with
the emission-absorption model [110] to multidimensional data allows ColorPCA to

map the data to the entire RGBA color space.

Separating color into chromatic and intensity information has been widely used
for processing color image, such as enhancement [111, 112, 113], filtering [114] and
retrieval [115]. In this thesis, a chromaticity-preserving color contrast enhance-
ment method is proposed to enhance the color contrast of the data colorized by
ColorPCA. It separates color data into chromatic and luminance information with

the CIE xyY color space and re-scales the luminance of the color.

ColorBrewer [116] is an online tool designed to help users select appropriate color
schemes for their specific mapping needs. In this study, ColorBrewer is used to
derive two types of color schemes (sequential and categorical) to investigate the

impact of color schemes on colorizing multidimensional data with ColorPCA.

Hagh-Shenas et al. [117] assessed the information carrying capacities of color
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blending and color weaving of conveying multidimensional data with color mixing
by visualizing a 6-dimensional dataset on choropleth maps. Their results showed
that when the component colors are blended into a single mixed color via a linear
combination of the individual values in the CIELAB color space, it is arguably
difficult for users to decode the mixed color into the individual values via the color
maps. Although ColorPCA uses blending to map multidimensional data points
to colors, it can also compute the individual opacity and color for each attribute
of the data points. The individual color for each attribute is a component color
blended into the composite color of the data point. The individual opacity for each
attribute reflects the proportion of the component color blended into the composite

color.
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Chapter 3

Scalable Visualization Methods and
Web-based Applications

PC and DR are two of the most widely used techniques for multidimensional-
transformation-2D and multidimensional-reduction-2D VA applications for
multidimensional data, respectively. This chapter presents the proposed scalable
EB method and ColorPCA to address the scalability and interaction challenges of
PC and DR-based VA for multidimensional big data.

3.1 Scalable Lightweight Edge Bundling for Paral-

lel Coordinates

In this thesis, I have proposed a scalable lightweight EB method for supporting
PC-based IVA of multidimensional big data. The proposed EB method integrates
human judgments into two-dimensional data binning to cluster the data between
each two adjacent dimensions through novel interactions, which allows the users to
define specific clusters based on their knowledge and judgments. It uses frequency-
based representation to align the clustered data as histogram-like bundles, which
reduces visual clutter in PC plots and accelerates the rendering process. This
section introduces the clustering and mapping process and interactions of the pro-

posed method and the web-based VA application based on the proposed method.

3.1.1 Two-Dimensional Data Binning-based Clustering

Data binning is the process of grouping a number of data values into a smaller

number of given intervals (also called "bins"). Multidimensional binning is used to
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implement focus + context visualization in PC plots to represent outliers [92]. In
the proposed EB method, I use two-dimensional data binning to cluster the data

between each two adjacent axes in PC plots based on the following considerations:

e For a single axis, the clusters can be naturally treated as multiple ordered

intervals.

e With given intervals on two adjacent axes, two-dimensional data binning is

well scalable for big data.
e Human judgments can be used to determine the intervals on each axis.

To cluster the data between each two adjacent axes, firstly, for a m-dimensional

data set D, I first evenly create k intervals on each axis, which are computed as:

2 ) J

P, j =Min(d;) + (j — 1) x

where Max(d;) and Min(d;) denote the max and min values of the i-th axis, [; ; =
[P, ;, Pij+1] defines the j-th interval on the i-th axis, in which P, ; and P, ;4 are

the boundaries of the interval.
For a given interval I, ;, a data point d; belonging to it is defined as:
di€ Lijit Py <di <P

Between two adjacent axes, two data points that belong to a pair of intervals form

a data item, which is defined as:
(diydizr1) € [Lip, Livaq) if di € Ly ANdig1 € Tiv1g

where (d;, d;+1) denotes a data item between the i-th and (i41)-th axes, [I; », [i41,4]
denotes a pair of intervals which is formed by the p-th interval on the i-th axis
and the ¢-th interval on the (i 4+ 1)-th axis.

Then, each pair of intervals [I; ,, [;11,4] determines a two-dimensional cluster C; 4,
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which is defined as:
Oi,p,q = {(di7 di+1)}p,q

where {(d;, di+1)}p,q denotes all the data items that belong to [1; p, Ii11,4]-

Figure 3.1a demonstrates the clustering process. In Figure 3.1a, the black points
on the axes are the boundary points P, ;. Between each two boundary points are
the intervals I; j, which are marked by the dashed lines. Between the two axes,
each line is a data item (dy, ds). The data items in the red and green areas form
two clusters C;, , separately. For example, the cluster C'y o is determined by the

pair of intervals [ o, I21].

The default value of k is 3, which can be configured by the user (see in Section
3.1.4). The case studies in Section 4.1.2 show that 3 to 5 intervals on each axis
are enough for recognizing trends and patterns in the data. Generally, the clusters
formed by the evenly distributed intervals on each axis can not fully reveal the
patterns in the data. The scalability of the proposed EB method allows the users
to adjust the intervals based on their perception and judgments through specifically

designed interactions (see in Section 3.1.3).

Categorical variables are not clustered using the above method. Instead, each

category is treated as a cluster.

3.1.2 Frequency-based Representation

To enable scalable bundled visualization of multidimensional big data and reduce
visual clutter, I adopt the EB concept in [88], which merges all the data items
belonging to the same cluster into one bundle. To guarantee C!-continuity across
axes, the bundles are represented as Bézier curves. Figure 3.1b shows the bundling
result of Figure 3.1a, in which the edges in red and green areas are merged into

two bundles and rendered as two Bézier curves separately.

For a data set with m dimensions, the maximum number of bundles Ny, is calculated
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Figure 3.1: The clustering and mapping process of the proposed bundling method.
(a) The process of the two-dimensional data binning-based clustering. (b) The
bundling process of the clustered data. (c) The frequency-based representation of
the clustering result.
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as:

m—1
szzkiXk(i+l)7 i:l,...7m—1
i=1
where k; is the number of the intervals on the i-th axis.

For a large multidimensional dataset, IV, is much smaller than the number of
data records. Moreover, it is independent of the number of data records. For
example, to visualize 1 million data records with 5 dimensions, the proposed EB
method draws maximum 100 bundles (5 intervals on each axis) instead of 1 million

polylines.

However, comparing Figure 3.1a and Figure 3.1b, merging the data items into
the bundles will hide the distribution of the data. To create a more informative
visualization, I use frequency-based techniques [84, 79] to render the bundles as

histogram-like visual entities between each two adjacent axes.

First, the frequency of each cluster is computed as:

N(Cipg) .
f7, q — P-4 5 1 = 17 2,
e §:1 Zgzl N(Ci,pvq)

where f; 4 is the frequency of the corresponding cluster C; 4, ¢ represents the i-th

axis, N(Cjp,q) is the number of the data items in the cluster C; 4. >20_) >0 N(Cipg)

is the sum of the number of the data items for all the clusters between the i-th
and the (i + 1)-th axes, which is a constant number equals to the size of the data

set.

Then, the width w; ,, of each bundle is determined by:

Wipg = fipg X L

where L is the width of a bundle whose frequency equals to 1. L can be configured

37



CHAPTER 3. SCALABLE VISUALIZATION METHODS AND WEB-BASED
APPLICATIONS

by the users (see in Section 3.1.4). The default value of L is computed as:

Lam’s

L=0.8x ——ais
0.8 % mazx(k;)

where Lgg;s is the length of the axis and max(k;) is the maximum number of the

intervals on the axes.

In addition, for an interval I; , that contains two or more bundles C; , ,(¢ = 1,2, ...),
all the bundles are aligned around the center of the interval one by one. This makes
the bundles occupy the middle area of the intervals and eliminates the overplotting
of the bundles in the area near the axes. To align the bundles, the start/end

position C;fch of each bundle C;,,, on the corresponding axes are computed as:

; : 1< 1
Clbt = 101 — 5 Z Wipg+ Wipg1+ 5Wipa
q=1
where w; o = 0, Czﬁ’q is the start/end position of the corresponding bundle C;,,,

and Iz’/’;’q is the center position of the interval where the bundle starts or ends.

Figure 3.1c shows the frequency-based representation based on Figure 3.1b. In
Figure 3.1c, the start positions of the two bundles are the centers of the two
intervals on axis 1. The end positions of the two bundles are aligned around
the center of the interval on axis 2 without overplotting. The widths of the two
bundles are computed by their frequencies. The maximum number of the intervals
on the axes is 2. The frequency of the wider bundle is displayed in its center with

a mouseover.

Between two adjacent axes, an extremely low frequency of a bundle implies its
proportion differs significantly from major trends in the data. In addition, the
extremely low frequency can make the bundle invisible or easily overlooked because
the width of the bundle is scaled according to its frequency. To address this
problem, our method renders the bundles whose frequencies are lower than a user-
defined threshold t% as dashed curves. The threshold indicates that each dashed
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curve accounts for up to t% of the whole data set. The default value of the
threshold is 1% and can be configured by the user. The case study in Section 4.1.2

shows the example of detecting outliers in the data with the proposed method.

3.1.3 Interactions

According to Section 3.1.1, the clusters between each two adjacent axes are de-
termined by the intervals on the two axes. To integrate human judgments into
the clustering process, I designed three interactions to divide, adjust, and merge
the intervals. These interactions allow the users to visually analyze the data by

adjusting the clustering and the visualization in real time.

Figure 3.2 shows the interaction of adding a new interval by dividing the origin
interval. There is an invisible clickable area around each axis, which is marked by
the dashed rectangle in Figure 3.2. Double-clicking in this area will add a new
boundary point at the corresponding position on the axis, which will divide the
original interval into two smaller intervals. Then, the clusters formed by the two
new intervals will be computed and re-rendered. As shown in Figure 3.2, left,
double-clicking in the area marked by the dashed red circle adds a new boundary
point on the axis. The image on the right shows the result, where the two new

intervals are created, and the new clusters are computed and re-rendered.

Dragging the common boundary point of two adjacent intervals along the axis to
a new position will adjust their ranges. Then, the clusters formed by with the two
new intervals will be computed and re-rendered. Figure 3.3 shows the interaction
of adjusting the ranges of the intervals. In Figure 3.3, left, the boundary point
marked in red is dragged along axis 1 from the position at 3 to the position at 4.
Figure 3.3, right, shows the result which expands the origin interval between 2 and

3, narrows the origin interval between 3 and 5 and re-renders the new bundles.

Double-clicking on the common boundary point of two adjacent intervals will delete
the boundary point and merge the two intervals into a bigger interval. Then, the
clusters formed by the new interval will be computed and re-rendered. Figure 3.4

shows the interaction of merging two adjacent intervals. In Figure 3.4, left, the

39



CHAPTER 3. SCALABLE VISUALIZATION METHODS AND WEB-BASED
APPLICATIONS

51
| Clickable area

Double clitk New boundai

1 1

axis_1 axis_2 axis_1 axis_2

Figure 3.2: The interaction of dividing an existing interval on the axis. Left: before
the interaction. Right: after the interaction.
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Figure 3.3: The interaction of adjusting two adjacent intervals on the axis. Left:

before the interaction. Right: after the interaction.

boundary point at 2 on axis 1 is double-clicked. Figure 3.4, right, shows the
result which deletes the boundary point, merges the two adjacent intervals, and

re-renders the new bundle.

Besides the interactions that change the clustering results, our method also pro-
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Figure 3.4: The interaction of merging two adjacent intervals on the axis. Left:
before the interaction. Right: after the interaction.

vides the following interactions:

e Dragging the axis labels will re-order the axes. The clusters between each
two adjacent axes will be computed and re-rendered. Since the number of
data points between each two axes is constant, different dimension orders
will not affect the scalability of the method. However, different dimension
orders will lead to different bundling results. The users can interactively re-
order the dimensions to explore different bundling results and find the best

one based on their judgments.

e Double-clicking on a bundle between two adjacent axes will select all the data
points in this bundle and highlight the bundles that contain the selected data
points in red over the axes to distinguish different paths throughout the plot
(see in Section 4.1.2).

e A mouseover on a bundle will display its frequency in its center (see the

wider bundle in Figure3.1c).

Brushing is a common interaction for PC plots to select and highlight the data
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records, such as brushing a subset of the data and re-rendering all the selected data
records with highlighting. The proposed EB method does not support brushing
because the re-rendering of the brushed data records can delay the visual response
of the interaction, especially for millions of data records in lightweight web-based
visualization. Instead, the proposed EB method allows the users to create a bundle
with the desired intervals on the axes and select all the data points in the bundle
by double-clicking on the bundle. Then, it re-renders the bundles that contain
the selected data records to highlight the selected data records, which makes the
running time of the re-rendering independent of the number of the selected data
records. Please see the video in the supplemental material of Paper 3 for an

impression of the interactions provided by the proposed EB method.

3.1.4 Parallel Coordinates-based VA Application

Based on the proposed EB method, I have built a lightweight web-based VA ap-
plication for interactively visualizing and exploring multidimensional big data in
PC plots. I implemented the clustering process of the proposed method as a web
service in Java to enable the scalable EB process of the data. I used D3.js [118] (a
JavaScript library) and SVG (Scalable Vector Graphics) to render the clustered
data in web browsers. Without using WebGL and GPU-accelerated rendering, this

lightweight web-based application can run across devices and platforms.

Figure 3.5 shows the screenshot of the application. The user can configure the
parameters for the clustering and mapping process of the proposed EB method,
such as the initial number of the intervals in each dimension (% in Section 3.1.1), the
width of the bundle whose frequency is 1 (L in Section 3.1.2), and the threshold for
detecting outliers (t% in Section 3.1.2). In addition, the user can choose whether

to display the outliers (dashed curves).

With the interactions described in Section 3.1.3, the application allows the user
to interactively optimize the clustering and the visualization to visually analyze
multidimensional big data in PC plots with their perception and judgments, such
as discovering major trends and specific patterns in the data, estimating the cor-

relation between variables, and detecting outliers in the data. The case study in
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Figure 3.5: The screenshot of the web-based VA application based on the proposed
EB method.

Section 4.1.2 shows the example of using the application to visually analyze a large

multidimensional dataset.

3.2 Scalable Colorization of Multidimensional Big
Data

For DR-based VA applications, the limited scalability of DR algorithms is a major
challenge for multidimensional big data. The time-consuming processes of data
computation and parameters configuration can significantly delay the visual re-
sponse of expressive-oriented interactions that require re-computation of the
data. For labeled data, colorizing lower-dimensional projections of the data by
label can provide a hint for exploring the data and configuring parameters of cor-

responding DR algorithms.

In this thesis, I have proposed a scalable method, named ColorPCA, to address

the challenge of automatically colorizing unlabeled multidimensional big data for
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discovering classes in the data. It provides a fast way to enhance the lower-
dimensional projections of the data and help the user discover classes in the data
and find suitable parameters of DR algorithms. Moreover, I have proposed a
method to enhance the color contrast without changing the chromatic informa-
tion of color, which can help the users to distinguish the data points by color.
This section introduces ColorPCA, the color contrast enhancement method and
the web-based VA application based on ColorPCA.

3.2.1 ColorPCA

Given a set of unlabeled data points .S in IR™, m > 3, ColorPCA aims at mapping
the data points in S into the RGBA color space in IR* to discover classes in S
by colorizing the data points. In this thesis, the ’attribute’ refers to a certain
attribute value of a data point in S. The ’dimension’ refers to the set of all the

attribute values at a certain dimension of S.

/ Dimension

Dimension Color

< < o =

Dimension Opacity

a, a, a, e o o S

X Y \Z
Virtual o o | |
Light | = xXP A L XOAD - - - - - > x"|A0
x¥ Composite Color

Figure 3.6: The process of mapping the data point z(? in S into RGBA color space
with ColorPCA.

With ColorPCA, the dimensions of S are arranged sequentially for color mapping.
Figure3.6 shows the process of mapping the data points () in S into the RGBA
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color space. In Figure3.6, the squares highlighted in the red rectangle represent
the data point 2 of which each square represents an attribute IL‘;-i), j=A{1,..,m}
of 2. The RGBA color of cach attribute square is the composite color of the
corresponding attribute of (), which is accumulated by ray casting from the first
attribute x(li) to the current attribute 7:51) The composite color of the last attribute

2 is the final color that the data point 2 mapped into the RGBA color space.

The composite color and opacity of x§i> are computed by the dimension color Cj
and the attribute opacity A;i)7 where the set {C;},j = {1,...,m} is the color
scheme assigned to the dimensions of S. In Figure3.6, the smaller squares show
the RGB colors of the color scheme, which are assigned to the dimensions of S
by the user. The attribute opacity A;i) is computed by the value of LLY) and the
dimension opacity a;. a; is derived from PCA. As highlighted in the blue rectangle
in Figure3.6, the dimension color C; and opacity a; are two constants for the j-th
dimension of S. By accumulating the attributes of xg»i),j = {1,...,m}, 2 with
same or similar attributes will be mapped to same or close locations in the RGBA

color space.

Three steps of ColorPCA, including computing the dimension opacity «;, mapping
@ into RGBA color space, and color contrast enhancement are described as

follows.

Derivation of the Dimension Opacity

Consider S that contains n data points as a n X m matrix:
S = (zW 2@ . 2T

where the row vector 2() = [Igi),xg), o xﬁ,?],i = {1,...,n} denotes the i-th data
point in S, and the column vector d¥) = [dgj),déj), ...,dﬁf‘)]TJ = {1,...,m} denotes
the j-th dimension of S.

PCA is an orthogonal linear transformation that computes the most meaningful
basis, a set of linearly uncorrelated principal components, to form a new coordinate

system (space T') to express the data. It transforms the data to the new coordinate
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system such that the greatest variance by any projection of the data comes to lie on
the first principal component, the second greatest variance on the second principal

component, and so on.

Let W = (w®, w®, .. w™) be the PCA transformation to S, where each column
vector w = [w@, wéi), o wﬁ,?]TJ = {1,...,m} is an eigenvector of the covariance

matrix of S.

With W, the data points in S can be transformed into a new m-dimensional space
T by:

2w () )

2 @ L ) L )

where the row vector t® of T is the projection of (¥ in the new m-dimensional
space T. The entry 2 - w® of T is the projection of 2 onto the i-th component
of T. Despite the direction of the i-th component, |w,(f;,)\ reflects the variation of
the m-th attribute of 2 due to the i-th component. The greater value of |w§:;)|
indicates that the m-th attribute of 2" has greater contribution on the projection

of 2,

According to Figure 3.6, the dimension opacity «; of d" is a constant that reflects
the contribution of d) on the projection of S into RGBA color space.

(m)

To derive a; from the PCA transformation, let v\ = [w(1>7w§2),...,w1 l,j =

J
{1,...,m} be the row vectors of W, then T can be derived as a linear combination

of dV) as: .
T — Z d@ )
j=1
where d9v) is the outer product of the two vectors. v is the row vector com-

posed of the j-th element of all the eigenvectors w¥, i = {1,...,m}, which means

that the value of |v\)| reflects the contribution of d) on the projection of S to
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the j-th component of T'.

Therefore, analogy with the contribution of d) on the projection of S to the space

T, the dimension opacity a; of d? is computed as:

n; = Hv(j)| 1=A{1,..,m}

1 7
Nj — Nmin
a; =08x ——"" 1.1
Nmaz — MNmin
where n; is the L' norm of v, nyue and N, are the maximum and minimum

values of all n;.

According to the emission-absorption model [110, 119] with ray casting, if a; is
equal to 1, dY¥) is completely opaque, which causes all the colors of the dimensions
behind d¥) cannot be accumulated into the composite color. If a; is equal to 0,
dY) is completely transparent, which causes the color of the j-th dimension cannot
be accumulated into the composite color. Therefore, to accumulate the colors of
all the attributes of 2 into its final composite color, the dimension opacity a; is

normalized between 0.1 and 0.9.

PCA normally orders w® in W in descending order of the corresponding eigenval-
ues and uses the first two or three w® to reduce the dimensionality of the data and
plot the data in a 2 or 3-dimensional space. The different order of w® will result
in various PCA plots. In contrary to PCA, ColorPCA uses all the information

captured in W to compute «; for each dy,
Color Mapping
As shown in Figure3.6, to map 2 into the RGBA color space, the color scheme

{C;},7 =A1,...,m} is assigned to the dimensions of S. The idea of ray casting is

adapted to accumulate the final composite color and opacity of (%),

For a dimension of S, the attribute values also contribute differently to the final
composite colors and opacity, where the attributes with higher values can absorb
more light and contribute more to the final composite colors. Therefore, the at-

tribute values .Z;i)ﬂ: = {1,...,n} of the j-th dimension are mapped to the fraction
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Fj(i) to adjust the dimension opacity «a; for each attribute value as:

Odl,
o

min

F” =08 x

where Fj(i) is between 0.1 and 0.9, and d%gn and dY)  are the maximum and

min

minimum values of the j-th dimension.
Then, the attribute opacity Agi) for each attribute x;i) is computed as:

(@) _ (4)

According to the emission-absorption model with ray casting, later dimensions
absorb less light, which means they contribute less to the composite color of the
data. Therefore, to maximize the data features that can be mapped to the color,
the dimensions of S are arranged sequentially in descending order of their standard
deviations. Furthermore, this allows ColorPCA to colorize the data with only the
first few dimensions to discover classes in the data.

@

Finally, the front-to-end composite color and opacity for each single attribute x;

of 2 are accumulated as:

A i) A A j .
C0% =P + (1 - AP x AV x ¢y, 5= {2,...,m}
ADY =AY 4 (1 - A < AD j= {2, m)

where C]@A and Ay)A are the composite color and opacity of j-th attribute of z(¥,
C; is dimension color of dV), and C](-i)A and Cj are the value of R, G or B of the
RGB color. For the first attribute xgi) of 20, C’fi)A is equal to Aﬁi) x Cf, and ASDA
is equal to Agi).

With the idea of ray casting, the features (attributes) of xgi),j ={1,...,m} are
accumulated into (CT(,?A., A%)A) to map z® into the RGBA color space, where o4

and A% are the composite color and opacity of the last attribute 2 of 2.
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3.2.2 Chromaticity-Preserving Color Contrast Enhancement

To further help users to distinguish the data by color, the color C4 of each data
point 29 is separated to chromatic and luminance information with CIE xyY color
space to enhance the color contrast of the data without changing the chromatic

information.

The concept of CIE xyY color space can be divided to two parts: (x,y) and Y. x
and y are the two derived independent parameters, which construct an orthogonal
chromaticity coordinate system [120]. Y is the measure of the luminance of the
color. Figure3.7 shows the gamut of the standard RGB color space on the xy
chromaticity diagram. In Figure3.7, the area in the dashed triangle is the standard
RGB color space. The outer curved boundary is the spectral locus. () can be
projected to the triangle area in Figure3.7 by the xy chromaticity information of

its composite color oA,

0.97
0.8
0.74
0.6
0.51
y ]
0.4+
0.31

0.2

0.14

20 +—7/—7F"—"F"—"—F"—"T"—"""—"""—"T—"T—"T——
00 01 02 03 04 05 06 07 08
X

Figure 3.7: The gamut of the standard RGB color space (the triangle) on the xy
chromaticity diagram.
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In addition to the chromaticity and luminance, the opacity is an independent
visual channel to encode a color. As shown in Figure3.8, changing the luminance
and opacity of the colors with the same chromatic information can enhance their
contrast without changing their chromatic information. Therefore, re-scaling the

. HA ) A ;
luminance of C’r(fl) and Agﬁ) are used to enhance the color contrast of (.
Luminance= 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

opadty:] -

Opacity=0.75
Opacity=0.5

Opacity=0.25

Figure 3.8: The colors with the same xy chromaticity (0.39, 0.45), whose luminance
increase from 0.1 to 1 and opacity decrease from 1 to 0.25. The colors in each
column have the same luminance. The colors in each row have the same opacity.

To scale the luminance of Cr(f;)A, first, C4 is converted to the CIE xyY color by
[121]:

U u < 0.04045
R, G, By = vil(u) - 12120 055
(555

2.4 .
) otherwise

X; 0.4124 0.3576 0.1805 R
Y; | = 10.2126 0.7152 0.0722| - |G,
Zi

0.0193 0.1192 0.9505 B,

"TX Yz
Y
YT XYtz

where v is R, G or B value of C%)A, v~ (u) is the gamma expansion of a standard
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RGB color. (R, Gy, B) are the gamma-expanded RGB values of C,(,im, which is
also called linear RGB. (;,v;,Y;) is the CIE xyY color of (®).

Then, the luminance of C? is scaled to [a,b] as:

Y; — Yo
Y/: h— i min

! ( a) x Ymaz - szn T
Xi = x Y]y,

Zi= 1=z —y) x Y/ [y

R, 3.2406 —1.5372 0.4986| |X!
G| = |-0.9680 1.8758 0.0415[ |V/
B 0.0557 —0.2040 1.0570| |Z!

12.92u u < 0.0031308

R, G}, B =~(u) = .
1.055u23 — 0.055 otherwise

where 0 < a < b <1, Y4 and Y,,;,, are the maximum and minimum luminance of
all CW2 i = {1,...,n}, Y/ is the new luminance of o2, (R}, G}, B)) is the linear
RGB color converted from (z;,y;,Y/), u is R}, G} or B, y(u) is the gamma com-
pression of a linear RGB color, and CW? = (R}, G, B}) is the contrast-enhanced
RGB color of (). The default value of [a, ] is [0.01,0.99].

The opacity A% is scaled to [c, d] as:

_ A — AL
A%)A/ =(d—c) x T AWZmn +e

where 0 < ¢ < d < 1, ArAnmaw and AHAMM are the maximum and minimum opacity
of all 2™ i = {1,....,n}, A% is the contrast-enhanced composite opacity of z(®.
The default value of [c,d] is [0.5,0.99].

Because (CHV?, AW) and (CP2, AY)?) have the same chromaticity, this color

contrast enhancement method does not change the position of 29 in the xy chro-
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maticity diagram. It allows the users to enhance the color contrast of #(*) by scaling

up or narrowing down the range of luminance or opacity based on their perception

DA H(@)Ar
) m

of color. Although it preserves the chromaticity of cl converted from

(x:, s, Y]) may fall outside the standard RGB space. To guarantee CYY s in the
standard RGB space, GS?A' is limited to the tristimulus values between 0 and 255
by simple clipping [121]. The effect of this color contrast enhancement method is

shown and discussed with the case study in Section 4.2.2.

3.2.3 Dimensionality Reduction with ColorPCA

In addition to colorizing unlabeled multidimensional big data, this section de-
scribe the possibility of using ColorPCA to reduce the dimensionality of the data.
According to the color converting process described in Section 3.2.2, the color
(xi,v:, Vs, Aﬁ,?“) and (C’,S?A, A%)A) represent the same color of (9. By converting
the RGBA color of 2 to the xyY + Opacity color, ColorPCA reduces the dimen-
sionality of S to four by mapping = into the 4-dimensional xyY+A color space
(x, ¥, Y, A), where A is the accumulation result of the dimension opacity of x(®.
According to the concept of CIE xyY color space, x and y construct an orthogonal
chromaticity coordinate system. According to the light emission-absorption model
with ray casting, the luminance Y of the composite color of each (¥ is determined
by the accumulation of the dimension opacity of (?). Therefore, the 4-dimensional
xyY+A color space can be divided to two 2-dimensional coordinate systems: the
chromaticity coordinate system (x,y) and the luminance-opacity coordinate system
(Y, A). By colorizing 2 with a xyY + Opacity color (z;,;, Y;, ASL)A) , ColorPCA
can project () to the position (x;,;) in the (x,y) coordinate system and the po-
sition (Y;, AﬁfL)A) in the (Y, A) coordinate system. Because ColorPCA colorize %)
based on its attribute values, it can use the locations of z® in the two coordinate

system to reveal the structure of S.

The example of reducing dimensionality of multidimensional data and visualizing

the data in the two coordinate system are demonstrated in Figure 3.10.
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3.2.4 Color Schemes of the Dimensions

By adapting ray casting, the color C of the data point 2 is determined by
the color scheme assigned to the dimensions of S and the virtual light that passes
through the attributes of (. For a given data point z(?) in S, the virtual light that
passes through its attributes is determined and immutable because the opacity of
each attribute of 2 is a constant. However, different color schemes will impact
the colorization of the data. The impact of two types of color schemes on colorizing
multidimensional data with ColorPCA is discussed in this section. These two types

of color schemes are:

e Sequential color schemes logically progress the colors from light to dark
with sequential lightness steps, with light colors for low data values to dark
colors for high data values [122, 123]. As shown in Figure 3.9, CS1 is a

discrete sequential color scheme.

e Categorical color schemes use the colors with different hues and similar
lightness or saturation to show differences between categories and are pop-
ular in a wide range of mapping and data visualization contexts, such as
categorical maps [124, 125]. In Figure 3.9, CS2 is a categorical color scheme

derived from ColorBrewer.

rgb: (255,255,255) (255,230,230) (255,204,204) (255,179,179) (255,153,153) (255,128,128) (255,102,102) (255,77,77) (255,51,51)

(Sequential) CS1:

(16,140,24)  (127,127,127) (220,57,18) (51,102,204) (253,216,53) (153,0,153) (166,86,40)  (255,127,0) (247,129,191)

(Categorical) CS2:

(31,243,128)  (1,170,219)  (47,71,254)  (142,7,213) (228,15,120) (253,92,31)  (202,190,1) (105,250,47) (22,236,142)

(Generated) CS3:

Figure 3.9: Three color schemes for ColorPCA.

Because the color mapping process of ColorPCA is a linear accumulation process,
larger differences between the colors in a color scheme can encode more information

in the data into the composite color of the data. The colors in sequential color
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schemes are controlled by lightness steps, which generally have smaller differences
between the colors than categorical color schemes. Therefore, categorical color
schemes can achieve a better result than sequential color schemes on colorizing the

data with ColorPCA to discover classes in the data.

In addition to deriving color schemes by tools, such as ColorBrewer, color schemes
can be automatically generated by functions whose codomain falls into [0, 255]. For
example, in Figure 3.9, CS3 is a categorical color scheme automatically generated

by:

r(z) = [sin(0.8 % (x — 1) +4) x 127 + 128
g(x) = [sin(0.8 * (z — 1) +2) x 127 + 128]
b [sin(0.8 x (x — 1)) x 127 + 128]

where z = [1,2,...], r(z),g(x) and b(z) are the R, G, and B values of the z-th

color of the color scheme.

For an automatically generated color scheme, the differences between the colors

can be maximized by maximizing the variance of the colors:
2 2 2
Opr+0g+0p

where, 0%, 0% and 0% are the variance of the R, G, B values of the colors, respec-

tively.

Furthermore, colors with small RGB values should be avoided in the color schemes
for ColorPCA because smaller RGB values can reduce the differences between the
attributes that can be accumulated into the composite colors. For example, with
the zero RGB values (black), all the attributes of the corresponding dimension can

only accumulate black into the composite color.

The impact of the three color schemes in Figure 3.9 on colorizing unlabeled mul-
tidimensional data with ColorPCA is compared with the case study in Section
4.2.2.
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3.2.5 ColorPCA-based VA application

Based on ColorPCA, I have built a web-based VA application for IVA of unlabeled

multidimensional big data. The colorization and projection processes of ColorPCA

are implemented as a web service with Java. The results are visualized as SVG

(Scalable Vector Graphics) figures in web browsers, which are implemented with
D3.js JavaScript library [118].
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Figure 3.10: The screenshot of the system. (a) control panel. (b) xy plot. (c)
luminance-opacity plot. (d) color-enhanced PC plot.
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Interface of the Application

Figure 3.10 shows the interface of the system. Along with (a) control panel, the
system contains three projection plots: (b) xy plot, (¢) luminance-opacity plot,
and (d) color-enhanced PC plot. The three plots are coordinated by color, in
which the data points (lines) are colorized by ColorPCA. The control panel (a)
includes the four controls for the maximum and minimum values of the luminance
and opacity of the colors. The color contrast in the three plots can be enhanced

by changing the ranges of the luminance and opacity.

The data shown in Figure 3.10 is an artificial dataset with four dimensions. The
data set contains three Gaussian clusters (classes) which are randomly generated
with different means and the same deviation for each dimension. To reveal the
structure of the dataset using the locations of the data points in the color space
(x, 5, Y, A), ColorPCA colorizes the data points of the same cluster/class with
nearly the same color and colorizes the data points of different clusters/classes with
distinguishable colors. In Figure 3.10, (b) and (c) show the xy and luminance-
opacity plots of the data, in which the three clusters in the dataset are projected

to three separate areas and colorized with yellow, tan, and slate gray.

Figure 3.10 (d) shows the color-enhanced PC plot of the data, in which the square
on the top of each axis shows the color assigned to the corresponding dimension.
In Figure 3.10 (d), the lines are colorized with ColorPCA into the three colors,

which forms three bundles by color to reveal the trend of each cluster in the data.

User Interaction

With ColorPCA, different orders and color schemes of the dimensions of a multidi-
mensional dataset will lead to different colorization and projection of the data. To
explore the data using different color schemes, the system provides the interaction
for changing the color schemes. As shown in Figure 3.11a, clicking on the square
on the top of each axis will display the color palette of nine colors. The user can
select a new color and assign it to the corresponding dimension by clicking on the
color in the palette. The results of different color schemes are discussed in Section
3.2.4. Although the dimensions of the data are pre-ordered with ColorPCA by
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default, the system allows the user to re-order the dimensions to explore the data

by dragging the axis labels.

In addition, the system provides two interactions for selecting and highlighting the
data points in the plots: brushing the data points in a range at an axis in the PC
plot and selecting the data points in an area in the xy or luminance-opacity plots.
In Figure 3.11a, the rectangle on axis b shows the interaction of brushing the data
points at the axis, where the rectangle indicates the range of the brushing. In
Figure 3.11b, the rectangle shows the interaction of selecting the data points in an
area of the xy plot, where the rectangle indicates the selected area. The rectangles
in Figure 3.11 are created by clicking and dragging the mouse cursor. Because the
three projection plots are coordinated by color, brushing/selecting in one plot will
highlight the selected data points in the three plots. As shown in Figure 3.11, the
selected data points (colorized in tan) are highlighted with strokes in the xy plot
and highlighted as the thicker lines in the PC plot.
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Dimension Color Color Palette
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Figure 3.11: The interactions of the system. (a) The interactions of changing the
color schemes; and brushing the data points in the PC plot. (b) The interaction
of selecting the data points in the xy plot.
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Chapter 4

Evaluation

This chapter presents the evaluation results of the proposed EB method (Paper
2 and 3) and ColorPCA (Paper 4). Section 4.1 presents the scalability analysis,
case studies, and user study of the proposed EB method. Section 4.2 presents the

scalability analysis, case studies, user study of ColorPCA.

4.1 Scalable Lightweight Edge Bundling for Paral-

lel Coordinates

4.1.1 Scalability Analysis

The proposed EB method contains the clustering and the rendering process. To
examine its scalability, I performed run-time analysis of the two processes with
several large datasets. The datasets are synthesized based on the office data set
[126]. The machine used in the tests has an Intel Core i5 Processor of 3.1 GHz
and 8 Gigabytes of memory. Datasets were fully stored in the memory to avoid

hard disk access.

According to Section 3.1.1, the clustering algorithm has time complexity O(mnc),
where m is the number of data records in the data set, n is the number of di-
mensions, and c¢ is the number of the intervals on each axis. Figure 4.1 shows
the approximate lines for the running times of the clustering process, in seconds,
for the data sets with different values of m, n, and c¢. According to Figure 4.1,
with the different values of n and ¢, the running time of the clustering process

increases linearly with the amount of data records, which makes the EB method
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well scalable for multidimensional big data. For example, it can cluster 1 million

data records with 6 dimensions in 1.29 seconds.

Time(s)
1.83 1

0.02 3 .
T T T T 1
10,000 100,000 300,000 500,000 750,000 1,000,000

Figure 4.1: Running times (in seconds) of the clustering process of the proposed
EB method for different large multidimensional datasets.
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Figure 4.2: Running times (in milliseconds) of the rendering process of the pro-
posed EB method for different large multidimensional datasets.

The rendering process is implemented in JavaScript to visualize the data with SVG
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in a web browser without hardware-accelerated rendering. By only rendering the
bundled edges, the rendering time of the EB method is independent of the number
of data records. Figure 4.2 shows the running times of the rendering process, in
milliseconds, for the data sets with different values of m, n, and ¢. According
to Figure 4.2, with the different values of n and ¢, as the amount of data records
increases, the running times of the rendering process always fluctuates between 2.2
to 2.6 milliseconds. As a comparison, with the same implementation, classic PCP
takes 31 seconds to render 5 x 10° data records with 6 dimensions, and more than
1 minute to render 1 million data records with 6 dimensions. Instead of rendering
all the edges, the proposed EB method is 24,000 times faster than classic PCP by

rendering much fewer bundled edges.

4.1.2 Case Studies

To assess the effectiveness of the proposed EB method, I conducted two case studies
to compare it with classic PC plots and two state-of-the-art edge-bundled PC plots
[87, 88].

Comparison with Classic PC plots

Figure 4.3 shows the visualizations of the office dataset [126] with classic PC plot.
The data set contains sensing data from an office room with five dimensions, in-
cluding temperature, humidity, light, CO5 and occupancy, and 20,560 data records.
In Figure 4.3, although the edges are rendered with the opacity of 0.1 to reduce
visual clutter and overplotting, the areas between the axes are still almost entirely
covered by the lines, which hinders the user to gain insight into the data. For
example, it is difficult for the user to estimate the distribution of the data between

the axes of temperature and light.

Figure 4.4 shows the initial visualization of the office dataset with the proposed EB
method. With the initial settings, each axis is evenly divided into three intervals.
For detecting outliers, the threshold is set to 0.9%o, and outliers are rendered
as dashed curves. Comparing to Figure 4.3, the proposed EB method creates a
clutter-reduced and more informative visualization in the edge-bundled PC plot,

which shows the distribution of the data, reveals the correlation of the variables,
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and detects outliers in the data. For example, the two wider bundles between the

axes of temperature and light reveals a positive correlation between them.

The proposed EB method allows the user to continuously adjust the initial visual-

ization using their knowledge and judgments through the interactions. Figure 4.5

40 ~2077 24 ~1697 —Occupied
\
S NN \
——————— U 4 1273
——— N :
- N
SO
N
19 Not occupied
humidity COo2 temperature light occupancy

Figure 4.3: The visualizations of the office dataset with classic PC plot.

Occupied

Not occupied

16.7
humidity CcO2 temperature light occupancy

Figure 4.4: The initial visualization of the office dataset with the proposed EB
method.
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shows the user-adjusted visualization based on Figure 4.4, which is adjusted with
the aim to discover the occupancy patterns of the room in the data. To discover
patterns from the data, the user may adjust the visualization with the following

strategies:

e Defining the clusters with specific intervals to reveal the distribution and

patterns of the data with the desired intervals on the axes.

e Merging the data points in low-frequency bundles into adjacent high-frequency
bundles to reduce the number of bundles by adjusting or merging adjacent
intervals. For example, most data points in the bundles within the interval
of 22.6 - 24.4 on the axis of temperature in Figure4.4 are merged into the
bundles within the interval of 20.7 - 23.2 on the axis of temperature in Fig-
ured.5. In Figured.5, only one bundle (except for the outliers) with a low

frequency remain within the interval of 23.2 - 24 on the axis of temperature.

e Separating the data points in high-frequency bundles into several thinner
bundles to reveal the distribution and patterns of the data points by adjusting
or splitting intervals. For example, the data points in the bundles within the
interval of 0 - 565.7 on the axis of light in Figure4.4 are separated into the
bundles within the intervals of 0 - 406.3 and 406.3 - 745.8 on the axis of light
in Figure4.5. This reveals the relationship between the value of light and the

occupancy patterns of the room.

Figure 4.6 shows the same clustering result in Figure 4.5, which highlights the

major trends in the data by hiding the outliers (dashed curves).

Candanedo and Feldheim [126] tested linear discriminant analysis, classification
and regression trees, and random forest on the office dataset to detect the occu-
pancy of the room. Several patterns in the data that are discovered by the algo-
rithmic methods in [126] are also discovered based on Figure 4.5 and Figure 4.6,

which are listed as follows:
e Pattern 1. Using only one predictor (light) is able to estimate the occupancy
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with an accuracy over 95%. The threshold for detecting outliers is set to
0.9%o. Therefore, in Figure 4.5, the outliers, four dashed curves, between the
axes of light and occupancy accounts for up to 3.6%o of the data. Without
considering the outliers, 406.3 Lux is the threshold for using light to identify

Outlier 2 24.4 @ 1697.3
Outlier 3

Srs-lagots /Y-

Not occupied

16.7
humidity CcO2 temperature light occupancy

Figure 4.5: The visualization of the office dataset with the proposed EB method
and the user-adjusted clusters.

 1697.3

Not occupied

humidity CcOo2 temperature light occupancy

Figure 4.6: The visualization of the office dataset with the proposed EB method,
which hides the outliers to highlight the major trends in the data.
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whether the room is occupied.

e Pattern 2. When the temperature is lower than 20.7°, the room is consid-

ered unoccupied.

e Pattern 3. In Figure 4.6 (d), the bundles over the axes of CO,, temperature

and light indicates the data of these three axes are moderately correlated.

e Pattern 4. The data of humidity has a low correlation with COs,, tempera-
ture and light. This implies that using different combinations of features can

have an impact on the occupancy estimation.

In addition, with the visualization in Figure 4.5, the outliers in the data are de-

tected, which are listed as follows:

e Outlier 1. The data records with CO; higher than 1724.3 are detected as

outliers, which accounts for up to 0.9%o (1 dashed curves) of the data.

e Outlier 2. The data records with temperature higher than 24 are detected

as the outliers, which accounts for up to 1.8%o (2 dashed curves) of the data.

e Outlier 3. The data records with light higher than 745.8 are detected as

the outliers, which accounts for up to 1.8%o (2 dashed curves) of the data.

By comparing the proposed EB method with classic PC plots, the case study shows
that the proposed EB method not only reduces visual clutter and overplotting in
PC plots, but also reveals the distribution, patterns and correlations of the data,
and detects outliers in the data. With the interactions described in Section 3.1.3,
the proposed EB method allows the user to visually analyze multidimensional big

data in edge-bundled PC plots using their knowledge and judgments.
Comparison with Two Edge-Bundled PCP

Figure 4.7 (a) shows the visualization of the cars dataset with the edge-bundled PC
plot of Palmas et al. [87]. The bundling method in [87] uses Gaussian kernel density

estimation to create several 3-tuple-defined clusters on each axis independently.
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The clusters are represented as the intervals on the axes. Within each interval, the
clustered data is rendered as several polygonal strips between the adjacent axes. As
highlighted in the rectangles in Figure 4.7, all the polygonal strips belonging to the
same cluster have the same starting position, which makes the strips overplotted
in the area near the axes. In addition, the strips are rendered in grayscale to reflect
the number of data points in the strips. This leads to two shortcomings: 1) in
some circumstances, the grayscale cannot accurately reflect the difference in the
number of data points in the strips, 2) the user may ignore the strips that contain
a small number of data points. For example, in Figure 4.7, it is difficult for the
user to distinguish the difference in the number of data points in the red and black
strips. In addition, the strips marked by the circles are likely to be ignored by the

user.
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Figure 4.7: The visualization of the cars dataset with the edge-bundled PC plot
of Palmas et al [87].

Figure 4.8 shows the cars dataset visualized using the proposed EB method with
the similar clustering result in Figure 4.7. As shown in Figure 4.8, double-clicking
on the bundle between the axes of displacement and horsepower selects all the
data points in this bundle and highlights the bundles that contain the selected
data points in red over the axes. In contrast to [87], the proposed EB method 1)
eliminates the overplotting of the bundles in the area near the axes by aligning them

around the centers of the intervals, 2) scales the widths of the bundles according to
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their frequencies to reveal the distribution of the data, 3) renders the bundles with
extremely low frequencies as dashed curves to highlight them. For example, as
highlighted in the rectangles in Figure 4.8 (b), the bundles with different widths
are aligned in the intervals. In addition, the bundles marked by the circles are

rendered as dashed curves.

Double-click

displacement horsepower weight cylinders

Figure 4.8: The visualization of the cars dataset with the proposed EB method.

Figure 4.9 shows the visualization of the cars dataset with the edge-bundled PC
plot of Lima et al. [88]. The bundling method in [88] uses DBSCAN (density-based
spatial clustering of applications with noise) to create multidimensional clusters
and visually encodes the clusters information of each dimension, such as variance
and means, into the curvature of the curves in the area near the axes. Between
the axes, the curves belonging to the same cluster are rendered as a single merged
curve to reduce visual clutter. However, DBSCAN leads to two shortcomings to
the method: 1) as highlighted in the rectangles in Figure 4.9, the clusters are
overlapped because DBSCAN groups some data records into two or more clusters,
2) data records with small-scale features in the data set cannot be visualized
because DBSCAN removes the non-reachable data points during the clustering

process. In Figure 4.9, 8.7% of the data are removed from the cars data set.

Figure 4.10 shows the user-adjusted visualization based on Figure 4.8. In Fig-
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Figure 4.9: The visualization of the cars dataset with the edge-bundled PC plot
of Lima et al [88].

ure 4.10, the two wider bundles marked by the circles show the similar clustering
result in Figure 4.9. The red bundles are highlighted by double-clicking the bun-
dle between the axes of horsepower and weight. In contrast to [88], the proposed
EB method 1) displays the intervals with the clear boundaries, 2) visualizes data
records with small-scale features in the dataset as thinner bundles or dashed curves.
For example, as highlighted in the rectangles in Figure 4.10, the overlapped clus-
ters in Figure 4.9 are separated by the boundary points. The not-displayed data
records in Figure 4.9 are visualized as the thinner bundles and dashed curves in
Figure 4.10.

Besides the visualization effectiveness, the proposed EB method shows the advan-
tages over the methods in [87, 88] in scalability and user interactions. Table 4.1
shows the comparison of the proposed EB method with [87, 88] in terms of scala-
bility and user interactions. To support the interaction of changing the number of
clusters, the method in [87] pre-computes the clustering for different numbers of
clusters per dimension. The pre-computation takes approximately 60 seconds for
one dimension with 10° data points. The method in [88] requires multiple time-
consuming iterations of DBSCAN to achieve usable clustering results. One com-

putation of DBSCAN takes approximately 32 seconds to cluster 10? data records
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Double-click

displacement horsepower weight cylinders

Figure 4.10: The user-adjusted visualization of the cars dataset based on Fig-
ure 4.8.

with 4 dimensions. As a comparison, our method takes approximately 1 second to

cluster 10° data records with 4 dimensions.

Table 4.1: Comparison of Scalability and User Interactions of the Different
Edge-Bundled PC plots.

Scalability . )
Method Interactions on Clusters

Data volume Running time!

Change the number of clusters

5
1871 110 60 per variable.
[88] 4 x 104 32 No interactions described.
Our method 4 x 10° 1 Change the number and range

of intervals per variable.

! The approximate running time (in seconds) required for clustering the corresponding data set on
desktop hardware.
2 Only the interactions that change clustering result are compared.

In summary, the case study shows that the proposed EB method addresses the
issues of the overplotted clusters and bundles in existing edge-bundled PC plots,
and reveals the distribution of the data. In addition, with the high scalability and
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interactions, it can well support IVA of multidimensional big data with PC plots.

4.1.3 User Study

I conducted a comparative user study to assess the user performance in two visu-
alization tasks within the proposed EB method and the methods in [87, 88]. The
study was performed using the static images of Figure 4.7 and Figure 4.8 without
the highlight in red, and Figure 4.9 on a web questionnaire. For comparison, each
participant did each task with both the proposed EB method and the methods in
[87, 88]. The two tasks are described as follows:

e T1: Tracing Subsets. This task asks the participants to trace the subsets
and count the number of the subsets over the axes. A subset is a path that
contains the same data points over the axes. For example, in Figure4.8, the

red bundles are two subsets/paths over the axes.

e T2: Tracing Bundles. This task asks the participants to trace a bundle

and identify its range on an axis, which contains two types of the questions:

— Q1. Tracing the bundle with the highest frequency and identifying its
range on an axis. For example, with Figure 4.8, the participants were
asked to trace the bundle with the highest frequency and identify its

range of on the axis of horsepower.

— Q2. Using the ranges on the axes to trace a bundle and identify its
range on another axis. For example, with Figure 4.8, the participants
were asked to trace the bundle with the range of 266 - 455 on the axis
of displacement and the range of 4010 - 5140 on the axis of weight and

identify its range on the axis of horsepower.

26 students and researchers at several universities participated in the user study.
Each task was carefully explained to the participants. To avoid learning effects,
on the web questionnaire, the images and questions of the three methods were

randomly presented to each participant.
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To assess the user performance in the two tasks, I calculated the mean error of
each task and the correct rate for each type of question in task T2 for each method

as follows:

e Mean Error. I first calculated the absolute difference between the response
and the ground-truth answer as the error of each question. Then, I calculated

the mean error of each task for each method.

e Correct Rate. For each type of question in task T2, I counted the number
of the correct responses and divided it by the total number of the responses
to compute the correct rate for each method. It is important to note that a
response of a smaller range than the ground-truth answer but identifies the
same bundle is considered as a correct response for computing the correct

rate.

Figure 4.11 shows the results of the user study. For comparison, I performed two
paired t-tests for the proposed method and the methods in [87, 88] respectively
for each task. As shown in Figure 4.11a, in task T1, the proposed EB method
achieved the best performance with the smallest mean error (0.19). The mean
errors of the proposed EB method and the method in [87] were close to zero,
between which there was no statistically significant difference. However, the mean
error of the proposed EB method was 95% smaller than that of the method in [88].
This difference was statistically significant at p < 0.01 (¢ = 9.28).

For question Q1, the proposed EB method achieved the best performance with the
smallest mean error (33.5) and the highest correct rate (88%) (see in Figure 4.11b
and Figure 4.11¢). The mean error of the proposed EB method is 67% smaller
than that of the method in [87] and 65% smaller than that of the method in [88].
Both the differences are statistically significant at p < 0.01 with ¢ = 3.58 and
t = 2.94 respectively.

As shown in Figure 4.11b, for question Q2, although the mean error of the proposed

EB method was the largest (9.54), the mean errors of the three methods were
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Figure 4.11: The results of the user study. (a) Mean error of task T1 for each
method. (b) Mean error of task T2 for each method. (c) Correct rate of task T2
for each method.

sufficiently small for tracing the bundles. Furthermore, for question Q2, there were
no statistically significant differences between the mean errors of the proposed EB
method and the methods in [87] and [88].

It is important to note that the correct rates of the three methods were 100% in
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question Q2 (see in Figure 4.11c). This indicates that, for the three methods,
the participants may incorrectly underestimate the range of a bundle even though
they traced the correct bundle by the intervals on the axes. For the proposed EB
method and the method in [87], since the width of the bundle is smaller than the
range (interval) of the bundle on the axis, the participants may be misled by the
width of the bundle to underestimate the range of the bundle. For the method in
[88], the intervals of different bundles on the axis may overlap each other and lead

the participants to incorrect readings of the range of the bundle.

The user study shows that the proposed EB method achieves sufficiently well user
performance in tracing bundles by the range (Q2) and better user performance
than the methods in [87] and [88] in tracing subsets (T1) and tracing bundles by
the frequency (Q1).

4.2 ColorPCA

4.2.1 Scalability Analysis

To examine the scalability of ColorPCA, the run-time analysis of ColorPCA with
several synthesized large multidimensional datasets were performed. Each dataset
was generated by several multivariate Gaussian distributions with different means
and the same deviation [127]. The machine used in the tests has an Intel Core i5
Processor of 3.1 GHz and 8 Gigabytes of memory. Datasets were fully stored in

the memory to avoid hard disk access.

ColorPCA contains three computation processes, including the computation of
the dimension opacity, the color mapping, and the color contrast enhancement.
According to Section 3.2.1, the computation of the dimension opacity has the
same time complexity as the computation of PCA. Therefore, for an m-dimensional
dataset S that contains n data points, the time complexity of the computation of
the dimension opacity is O(nm?+m?), if PCA is computed by eigendecomposition
of the data covariance matrix. The color mapping process is based on the linear
accumulation process of ray casting, which has time complexity O(mn). The color

contrast enhancement process uses the same computation to convert color space
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for the composite color of each data point. Its time complexity is O(n).

According to the emission-absorption model, the first few dimensions will be
enough for colorizing a high-dimensional dataset because later dimensions have
less virtual light to pass through and thus contribute less to the composite color
(see the case study in Section 4.2.2). This can limit m to a constant and reduce

the time complexity of the color mapping process to O(n).

The computation of the dimension opacity is the most time-consuming process
of ColorPCA. However, its time complexity can be reduced by replacing eigen-
decomposition of the data covariance matrix with more efficient PCA algorithms
[128, 129, 130]. More importantly, for a given dataset, the computation of the
dimension opacity only needs to run once because the dimension opacity is a con-
stant for each dimension. With ColorPCA, adjusting the color scheme and the
color contrast is the key for users to explore the data using their perception of
color. Each adjustment only requires re-running the color mapping and the color
contrast enhancement processes. Therefore, as a one-time data pre-processing, the
running time of the computation of the dimension opacity is not included in the
running time of ColorPCA. And the time complexity of ColorPCA is O(mn + n),

which increases linearly with m or n.

Figure 4.12 and Figure 4.13 show the approximate lines for the running times of
ColorPCA, in seconds, for datasets with different values of m and n. Figure 4.12
shows that, for different values of n, the running time of ColorPCA increases
linearly with m. Figure 4.13 shows that, for different values of m, the running time
of ColorPCA increases linearly with n. As shown in Figure 4.12 and Figure 4.13,
ColorPCA takes 0.97 seconds to map a 50-dimensional dataset with one million
data points into colors and 1.41 seconds to map a 1,000-dimensional dataset with
100,000 data points into colors. Furthermore, if m is limited to a constant (for
example, 10), ColorPCA can map high-dimensional datasets with millions of data
points into colors in about 1 second. Therefore, the scalability of ColorPCA allows
users to interactively explore multidimensional big data based on their perception

of color.
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Figure 4.12: Running times (in seconds) of ColorPCA for multidimensional data
sets with different values of m and n.
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Figure 4.13: Running times (in seconds) of ColorPCA for high-dimensional data
sets with different values of m and n.
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4.2.2 Case Studies

Two case studies were conducted with three widely used multidimensional datasets

to assess the usefulness of ColorPCA.

Case 1: Impact of the Color Schemes and Contrast on ColorPCA

The seed dataset [131] is a dataset of grain geometric features obtained by the X-
ray technique. The dataset is 7-dimensional (seven measurements of geometrical
properties of the kernel of wheat) with three classes defined by three varieties of

wheat: Kama, Rosa, and Canadian. It contains 70 data points per class.

Figure 4.14 shows the PCA plots of the seed data with different colorization meth-
ods. In Figure 4.14a, the data is colorized by the first principal component (PC1)
with the sequential color scheme shown in figure. Figure 4.14b and Figure 4.14c
are colorized by ColorPCA with the sequential color scheme CS1 and the cate-
gorical color scheme CS2, respectively. The first seven colors in the color schemes
are assigned to the dimensions of the seed data in the descending order of the
standard deviations of the dimensions. In Figure 4.14d, the data is colorized by

the label, which shows the ground truth of the classes in the data.

The comparison of Figure 4.14a and Figure 4.14d shows that colorizing the data
by PC1 cannot reveal the classes in the data by color. The comparison of Fig-
ure 4.14c and Figure 4.14d shows that although ColorPCA cannot guarantee the
100% accuracy in classifying the data points by color, ColorPCA reveals the three
classes in the unlabeled seed data by automatically mapping the data points of the
same class (with similar attribute values) into nearly the same color and the data
points of different classes into distinguishable colors. Figure 4.14b shows better
colorization result than Figure 4.14a, in which the data points for the three classes
are mainly colorized in brown, dark red and light red, respectively. However, in
contrast to Figure 4.14c, Figure 4.14b shows that the sequential color scheme can
reduce the ability of ColorPCA to reveal the classes in the data. This is because
the sequential color scheme reduces the differences between the colors assigned to
the dimensions and thus reduces the variances between the dimensions mapped

into the color space.
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Figure 4.14: The PCA plots of the seed data. (a) Colorized by the first principal
component (PC1) with the sequential color scheme. (b) Colorized by ColorPCA
with CS1. (c) Colorized by ColorPCA with CS2. (d) Colorized by the label of

the data.

The scalability of ColorPCA allows the user to adjust the range of the luminance

and opacity in real-time to enhance the color contrast of the data. Figure 4.15
shows two PCA plots of the seed data colorized by ColorPCA with the automat-
ically generated color scheme CS3. Figure 4.15a is colorized with the default
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Figure 4.15: Two PCA plots of the seed data colorized by ColorPCA with CS3.
(a) Luminance: [0.01, 0.99]. (b) Luminance: [0.3-0.8].

luminance range [0.01,0.99]. Figure 4.15b is colorized with the user-adjusted lu-
minance range [0.3,0.99]. In Figure 4.15a, the data points for the three classes are
mainly colorized in dark purple (close to black), blue and cyan, respectively. In
Figure 4.15b, the data points for the three classes are mainly colorized in purple,
blue and cyan, respectively. In contrast to Figure 4.15a, Figure 4.15b shows the

enhanced color contrast with the user-adjusted luminance range.

With ColorPCA, the colorization of the data with a default color scheme may not
fully reveal the classes in unlabeled multidimensional data. However, ColorPCA
allows users to adjust the color scheme based on their perception to explore the
data by re-colorizing the data in real-time. It is to be noted that a color can be

repeated assigned to different dimensions.

Figure 4.16 shows the PCA plots of the wine dataset [132]. The wine dataset is
13-dimensional (the quantities of thirteen constituents of the wines) with three
classes derived from three different cultivars. Each class contains 59, 71, and 48
data points respectively. In Figure 4.16a, the data is colorized by ColorPCA with

CS3, in which the data points of type 1 are mainly colorized in turquoise, and the
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Figure 4.16: Two PCA plots of the wine data colorized by ColorPCA. (a) With
CS3. (b) With the user-adjusted CS3.
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Figure 4.17: The PCP of the wine data.

data points of the other two types are both mainly colorized in blue. This hinders
the user to distinguish the data points for type 2 and type 3 in the projection.
Figure 4.16b is colorized by ColorPCA with the user-adjusted CS3, in which the
data points of each type are mainly colorized in yellow-green, blue and purple

respectively. For Figure 4.16b, the user adjusts CS3 based on their perception
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of color by two operations: 1) replace the first color in CS3 with the seventh
color in CS3 and 2) replace the second color in CS3 with the third color in CS3.
The comparison of Figure 4.16a and Figure 4.16b shows that ColorPCA can help
the users discover classes in the unlabeled multidimensional data by adjusting the

color scheme based on their perception of color.

In addition to enhancing lower-dimensional projections of unlabeled multidimen-
sional data, ColorPCA can be used to enhance other mappings of the data. Fig-
ure 4.17 shows the parallel coordinates plot (PCP) of the wine data, which is
colorized by ColorPCA with the same setting of Figure 4.16b. In Figure 4.17, the
polylines form three bundles in the three colors, which reveal the distribution and
the relational patterns between each two adjacent axes for each type of the wine
data.

Case 2: Apply ColorPCA to Unlabeled High-dimensional Big Data

Tuning parameters of DR algorithms is difficult and time-consuming, especially
for unlabeled multidimensional big data. ColorPCA can help the user to find
suitable parameters that balance the running time and the projection result of DR
algorithms by automatically colorizing unlabeled multidimensional big data. This
case study shows several t-SNE plots of the MNIST dataset. All the t-SNE plots
are computed with the parallel Barnes-Hut implementation [133] of the t-SNE

algorithm on a machine with an Intel Core i5 Processor of 3.1 GHz.

Perplexity is a tunable parameter of t-SNE, which balances the attention between
local and global aspects of the data. It has large effects on the resulting plot
and the running time of t-SNE, especially for big data. Figure 4.18 shows the
different t-SNE plots of the data for digits 0 and 1 in the MNIST dataset, which
are computed with different perplexity parameters. The plots in Figure 4.18 are
colorized by ColorPCA with CS3. 784 colors are generated with CS3 and assigned
to the dimensions of the MNIST dataset in the descending order of the standard

deviations of the dimensions.

For a given dataset, the t-SNE algorithm with the same parameters does not

always produce similar plots. However, ColorPCA will always map the data to
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Figure 4.18: The t-SNE plots of the data for digits 0 and 1 in the MNIST dataset.
(a) Perplexity: 5, step: 1000. (b) Perplexity: 5, step: 1000. (c) Perplexity: 20,
step: 1000. (a) Perplexity: 100, step: 1000.

the same colorization using a given color scheme and the range of the luminance
and opacity. In Figure 4.18, the data points of the two digits are colorized in purple
(0) and turquoise (1) respectively by ColorPCA, which provides a hint to help the
user find a suitable perplexity parameter. Figure 4.18a and Figure 4.18b show the
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two different t-SNE plots, which are computed with the same perplexity of 5. The
colorization in Figure 4.18a and Figure 4.18b show that, with the perplexity of
5, t-SNE cannot guarantee the data points for the two digits are always correctly
projected into the two clusters. Therefore 5 is not a good choice for the perplexity.
Figure 4.18¢c and Figure 4.18d are computed with the perplexity of 20 and 100
respectively. The colorization in Figure 4.18c and Figure 4.18d show that, with
the perplexity of 20 and 100, t-SNE produces similar clustering results where
the data points for the two digits are correctly projected into the two clusters.
However, for the perplexity of 20 and 100, t-SNE takes 45.73 and 89.77 seconds to
compute the data, respectively. Therefore, 20 is a better choice for the perplexity,
which produces a sufficiently well t-SNE plot of the data and saves 49% of the

running time compared to the perplexity of 100.

For high-dimensional data, ColorPCA can colorize the data with only the first few
dimensions to discover classes in the data because later dimensions have less virtual
light to pass through and thus contribute less to the composite color. Figure 4.19
shows the different t-SNE plots of the data for the digits 0 to 5 in the MNIST
dataset, which are computed with different perplexity parameters. The plots in
Figure 4.19 are colorized by ColorPCA with the first nine dimensions of the data

and CS2. The dimensions are in the descending order of their standard deviations.

ColorPCA maps the data points with similar attributes to close positions in the
color space. Therefore, ColorPCA may colorize the data points that belong to
different classes but have similar attribute values in close colors. Furthermore,
due to the limited number of the colors that can be easily distinguished in the
color space, ColorPCA may not always colorize the data points for each class
in a unique color. However, within the lower-dimensional projection of the data,
ColorPCA can colorize the clusters belonging to the same class with a unique color
combination to help the user discover classes in the data. And the user can tune

parameters of DR algorithms with the following strategy:

e Merging the clusters that are colorized in the same color or the same color

combination.
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e Color combinations that consist of the same colors but with different pro-

portions of each color are considered two different color combinations.

As shown in Figure 4.19a, three clusters are colorized in green and two clusters are
colorized with the same color combination (CC) consisting of lots of purple and a
little green and orange, which means that the data points for two classes in the
dataset are incorrectly projected to three and two separated clusters, respectively.
In contrast to Figure 4.19a, by using a larger perplexity parameter, in Figure 4.19b,
the data points colorized with CC are merged into a cluster and the data points
in green are still incorrectly projected to two separated clusters. In Figure 4.19¢
and Figure 4.19d, each cluster is colorized in a unique color or color combination.
As marked in Figure 4.19¢, the cluster for digit 0 and 1 are colorized in orange
and green respectively, the cluster for digit 3 is mainly colorized in yellow and
green, the cluster for digit 5 is colorized in yellow, green, purple and orange, the
clusters for digit 2 and 4 are colorized in purple, green and orange with different
proportions of green and orange. The colorization in Figure 4.19¢c and Figure 4.19d
show that, with the perplexity of 30 and 50, t-SNE produces similar clustering
results where the data points for the six digits are correctly projected into the
six clusters. However, for the perplexity of 30 and 50, t-SNE takes 2.7 and 3.5
minutes to compute the data, respectively. Therefore, 30 is a better choice for the
perplexity, which produces a sufficiently well t-SNE plot of the data and saves 23%

of the running time compared to the perplexity of 50.

Using larger perplexity parameters does not ensure that the t-SNE algorithm can
produce better clustering results. Figure 4.20 shows the t-SNE plots of the whole
MNIST dataset, which are computed with different perplexity parameters. The
plots in Figure 4.20 are colorized by ColorPCA with the first nine dimensions of
the data and CS3. In Figure 4.20a, with the perplexity of 5, cluster 1 and 2 are
colorized in the same color (turquoise), which indicates that these two clusters
are incorrectly projected. As marked in Figure 4.20b, each cluster is colorized
in a unique color or color combination, which shows that, with the perplexity of
10, the data points for the ten digits are correctly projected into ten clusters.

The plots in Figure 4.20c and Figure 4.20d are computed with the perplexity
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(c) (d)

Figure 4.19: The t-SNE plots of the data for digits 0 to 5 in the MNIST dataset.
(a) Perplexity: 10, step: 1000. (b) Perplexity: 25, step: 1000. (c) Perplexity: 30,
step: 1000. (a) Perplexity: 50, step: 1000.

of 15 and 20, respectively. The comparison of Figure 4.20b, Figure 4.20c and
Figure 4.20d shows that, with larger perplexity parameters, t-SNE can produce
worse clustering results. For example, in Figure 4.20c, cluster 1 and 2 are colorized

in similar color combination. In Figure 4.20d, cluster 1 and 2 are colorized in the
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same color (turquoise). Moreover, in contrast to Figure 4.20b, t-SNE takes much

more computation time to produce the plots in Figure 4.20c and Figure 4.20d.
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Figure 4.20: The t-SNE plots of the MNIST dataset. (a) Perplexity: 5, step: 5000.
(b) Perplexity: 10, step: 5000. (c¢) Perplexity: 15, step: 5000. (a) Perplexity: 20,
step: 5000.

With the increasing number of classes in the data, ColorPCA may colorize the data

points for several different classes with similar color combinations. For example,

85



CHAPTER 4. EVALUATION

in Figure 4.20a, the clusters in the rectangle area are colorized with similar color
combinations. In Figure 4.20b, the clusters for digits 4, 6, and 9 are colorized
in similar color combinations that consist of the same colors but with different
proportions of each color. Similar color combinations may hinder the user to
discover classes in the data, which is discussed in the user study. However, as shown
in Figure 4.20, ColorPCA still provides a hint to help the user tune parameters
of DR algorithms, even though the data points for several different classes are

colorized in similar combinations.

4.2.3 User Study

A comparative user study was conducted to evaluate the effectiveness of ColorPCA
in discovering classes/clusters in unlabeled multidimensional data by colorizing
the projection of the data. The user study was performed with totally 18 static
images on a web questionnaire, which includes Figure 4.18a, 4.18b, 4.18¢c, Fig-
ure 4.19a, 4.19b, 4.19¢ (without the annotations), and Figure 4.20a, 4.20b, 4.20d
(without the annotations), and their corresponding uncolored figures. Figure 4.18d
and a part of Figure 4.20c were used as examples to explain how to identify clusters
in the figures using their colors or color combinations. To avoid learning effects, on
the web questionnaire, the 9 uncolored images are presented first to participants,

and both the colored and uncolored images are randomly presented to participants.

In the user study, the participants were asked to estimate the number of cluster-
s/classes in each figure. To assess the user performance, the mean error and the

correct rate for each figure were calculated as:

e Mean Error. First, the absolute difference between the participants’ an-
swers and the ground-truth number of the classes in the dataset was calcu-
lated as the error for each figure. Then, the mean error of each figure was

calculated.

e Correct Rate. The number of the correct answers was counted and divided

by the total number of the answers to compute the correct rate for each figure.
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47 valid answers were collected and analyzed for each figure. Table 4.2 shows
the results of the user study. For comparison, the paired t-tests were performed
between the colored and uncolored figures for each dataset. The results of Fig-
ure 4.18a and Figure 4.18b show that, by colorizing the data, ColorPCA reduced
the mean errors of the uncolored figures to 0 and improved the correct rates of
the uncolored figures to 100%. The differences between the colored and uncol-
ored Figure 4.18a and Figure 4.18b are statistically significant at p < 0.01 with
t = 6.952828 and t = 16.682326, respectively. In Figure 4.18a and Figure 4.18b,
ColorPCA colorized the data for each class in a unique color, which reveals that,
in Figure 4.18b, the data are incorrectly projected to three clusters. Therefore,
the correct answers of the uncolored Figure 4.18b were obtained coincidentally by
the participants with the misleading projection of the data. Combined with the
results of the case study, the user study results of Figure 4.18c show that Col-
orPCA helped the user find the suitable perplexity parameter for the dataset, of
which all the participants correctly discovered the two classes in the data with the

uncolored Figure 4.18c.

Table 4.2: The results of the user study of ColorPCA.

Figures Uncolored Colored by ColorPCA
Mean Correct Mean Correct
error rate error rate

Figure 4.18a 0.72 42.6% 0 100%
Figure 4.18b 0.94 10.6% 0 100%
Figure 4.18c¢ 0 100% 0 100%
Figure 4.19a 2.98 0% 0.81 40.4%
Figure 4.19b 1 0% 0.19 78.7%
Figure 4.19¢ 0 100% 0.06 93.6%
Figure 4.20a 1.45 0% 2.52 4.3%
Figure 4.20d 1.09 0% 1.98 6.4%
Figure 4.20b 0 100% 0.83 61.7%
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For the dataset containing 6 classes, the results of Figure 4.19a and Figure 4.19b
show that, by colorizing the data, ColorPCA reduced the mean errors of the un-
colored figures by 72.8% and 81% and improved the correct rates of the uncolored
figures by 40.4% and 78.7%, respectively. The differences between the colored and
uncolored Figure 4.19a and Figure 4.19b are statistically significant at p < 0.01
with ¢ = 16.308199 and ¢ = 13.046072, respectively. The results of the colored
and uncolored Figure 4.19c show that, by colorizing the data, ColorPCA slightly
increased the mean error of the uncolored figure to 0.06 and decreased the correct
rate of the uncolored figure by 6.4%, which is statistically significant at p < 0.05
with ¢ = 1.770978. This is because ColorPCA colorized the clusters for two classes
into similar color combinations that consist of the same colors but with different
proportions of each color and a few participants mistakenly grouped the clusters
in the similar color combinations into the same class. However, the case study
results show that the perplexity parameter used for the uncolored Figure 4.19¢
was selected based on the colorization of the data. The results of the uncolored
Figure 4.19c show that ColorPCA still helped the user find the suitable perplexity
parameter for the dataset, of which all the participants correctly discovered the

classes in the data.

The results of Figure 4.20a and Figure 4.20d show that, by colorizing the data, Col-
orPCA increased the mean errors of the uncolored figures to 2.52 and 1.98 but also
improved the correct rates of the uncolored figures to 4.3% and 6.4%, respectively.
The differences between the colored and uncolored Figure 4.20a and Figure 4.20d
are statistically significant at p < 0.01 with ¢ = 6.25645 and ¢ = 4.467586, respec-
tively. For the dataset containing 10 classes, ColorPCA colorized several clusters
for different classes into similar color combinations. Most participants underesti-
mated the number of classes by mistakenly grouping the clusters in similar color
combinations into the same class. And a few participants correctly distinguished
the clusters for each class by distinguishing the similar color combinations based
on the different proportions of each color. Therefore, the colored Figure 4.20a and
Figure 4.20d increased both the mean errors and correct rates of the corresponding
uncolored figures. The results of Figure 4.20b show that, due to the clusters in

similar color combinations, ColorPCA increased the mean error of the uncolored
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Figure 4.20b to 0.83 and decreased the correct rate of the uncolored Figure 4.20b
by 38.3%, which is statistically significant at p < 0.01 with ¢ = 4.802952. With
the uncolored Figure 4.20b, all the participants correctly discovered the cluster
for each class. The perplexity parameter used for Figure 4.20b was selected based
on the colorization of the data, which means ColorPCA helped the user find the

suitable perplexity parameter for the dataset.

The comparison of the correct rates of the colored Figure 4.19¢ and Figure 4.20b
shows that, due to the limited number of distinguishable colors in the color space,
as the number of classes in the dataset increases, ColorPCA will colorize more clus-
ters into similar color combinations, which will reduce the correct rates of discov-
ering classes in the datasets. However, ColorPCA still provides a hint to help the
user tune parameters of DR algorithms even though the clusters of different classes
may be colorized into similar color combinations. The increasing correct rates of
the colored Figure 4.19a, 4.19b, 4.19¢, and colored Figure 4.20a, 4.20b, 4.20d show
that, during the process of tuning the parameter of the t-SNE algorithm, using
ColorPCA on the projection of the data improved the correct rates of discovering

classes in the data.

4.2.4 Discussion

ColorPCA aims to address the challenge of automatically colorizing unlabeled
multidimensional big data for discovering classes in the data. It integrates PCA
and ray casting to map the data into the RGBA color space, where different classes
of the data are mapped to different locations in the color space and thus colorized
with different colors or color combinations. By colorizing the data, it provides a
fast way to enhance lower-dimensional projections of unlabeled multidimensional
big data to help the user discover classes in the data and find suitable parameters

of DR algorithms to balance the running time and the projection results.

ColorPCA is well scalable for unlabeled multidimensional big data. Based on
the linear accumulation process of ray casting, the running time of ColorPCA
increases linearly with the number of data points or the number of dimensions.

The scalability analysis shows that, after a one-time pre-processing of the data,

89



CHAPTER 4. EVALUATION

ColorPCA takes 0.97 seconds to map a 50-dimensional dataset with one million
data points into colors and 1.41 seconds to map a 1,000-dimensional dataset with
100,000 data points into colors. Furthermore, by colorizing the data with its first
few dimensions (for example, 10), ColorPCA can map high-dimensional datasets

with millions of data points into colors in about 1 second.

With the default color scheme and the range of the luminance and opacity, Col-
orPCA may not fully reveal the classes in unlabeled multidimensional big data
by colorizing the data. However, the scalability of ColorPCA allows the user to
adjust the color scheme and the range of the luminance and opacity based on their

perception to explore the data by re-colorizing the data in real-time.

For a unlabeled multidimensional dataset with a small number of classes (for ex-
ample, with 2, 3 or 6 classes), ColorPCA can colorize the data of each class with
a unique color or color combinations to reveal the classes in the data. For a unla-
beled multidimensional dataset with multiple classes, ColorPCA may colorize the
data of several classes with similar combinations that consist of the same colors
but with different proportions of each color, which will hinder the user to discover
the classes in the data. However, the case study and the user study show that, in
contrast to uncolored projections of unlabeled multidimensional big data, Color-
PCA still provides a hint to help the user tune parameters of DR algorithms even
though the clusters of different classes may be colorized into similar color combi-
nations. And, during the process of tuning parameters of DR algorithms, using
ColorPCA on the projection of unlabeled multidimensional big data can improve

the correct rate of discovering classes in the data.
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Chapter 5

Conclusion and Future Work

The main contributions and future directions of this research work are summarized

and discussed in this chapter.

5.1 Contributions

This thesis aims to propose methods and build web-based applications to support
IVA of multidimensional big data. The research of this thesis mainly includes three
aspects: 1) a systematic review of VA; 2) a scalable lightweight EB method for PC;
3) a scalable method for colorizing unlabeled multidimensional big data. In the
systematic review, I have proposed a novel taxonomy of VA applications with a
focus on the dimensionality of data. The results of the systematic review show that
PC and DR are two of the most widely used techniques for multidimensional-
transformation-2D and multidimensional-reduction-2D VA applications for
multidimensional data, respectively. In addition, I have discussed the scalability
and interactions challenges and future directions of PC and DR-based VA for mul-
tidimensional big data. For PC-based VA, I have proposed a scalable lightweight
EB method to support IVA of multidimensional big data. For DR-based VA, I have
proposed a scalable method, named ColorPCA, to provide an efficient way for the
users to explore unlabeled multidimensional big data and configure parameters

and constraints of DR algorithms using their perception of color.

Furthermore, I have built two web-based VA applications based on the proposed
EB method and ColorPCA for supporting IVA of multidimensional big data. The

web-based applications can break time and space constraints in communication
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and collaboration. The usefulness and effectiveness of the two proposed methods
in this thesis were verified by the case studies and user studies based on the two

applications.
To sum up, the main contributions of this thesis are:

e Conducted a systematic review of VA with a focus on the dimensionality of
data, which examines over 200 publications, presents a novel taxonomy of
VA applications and discusses challenges and future directions of VA appli-

cations.

e Proposed a scalable lightweight EB method for PC and built a web-based
VA application based on the proposed method to support PC-based IVA of

multidimensional big data.

e Proposed a scalable method ColorPCA for automatically colorizing unlabeled
multidimensional big data and built a web-based VA application based on
ColorPCA to support DR-based IVA of multidimensional big data.

5.1.1 Summary of Main Findings

This thesis developed two algorithms to address the challenges of IVA of multi-
dimensional big data. To explain the main findings of the work, the summarized

answers of the research questions proposed in Section 1.3 are as follows:

¢ RQ1: What are the state-of-the-art techniques for interactive vi-

sual analysis of multidimensional data?

In the systematic review, about 80 VA applications have been examined with
a focus on the dimensionality of data. The results show that PC and DR are
the two most widely used techniques for IVA of multidimensional data. In
addition, for PC, various EB methods have been proposed to reduce visual
clutter in PC plots.

¢ RQ2: What are the challenges for interactive visual analysis of
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multidimensional big data?

PC renders multidimensional data records as polylines across multiple par-
allel axes, which can be seen as trail-sets. Therefore, for multidimensional
big data, PC plots suffer from the same visual clutter and overplotting as
large graphs. More importantly, due the limited scalability of PC, the time-
consuming process of rendering multidimensional big data as polylines can
significantly delay the visual response of the exploratory-oriented inter-
actions of PC-based VA applications, which hinders the users from gaining
insight into data by exploring the patterns emerging from the visualization of
data. A number of EB methods that bundle the data with different clustering
algorithms and render the bundled data in different forms of visualizations
have been proposed for reducing visual clutter and overplotting in PC plots.
However, due to the limited scalability of the underlying clustering algo-
rithms, existing EB techniques for PC only support limited exploratory-
oriented interactions based on the pre-computation of the data. More im-
portantly, existing EB techniques do not support the expressive-oriented
interactions in PC that require re-clustering of the data, such as changing
the bundling results based on users’ perception and axes-reordering, which
reduces the usability and usefulness of EB techniques for PC-based VA ap-

plications, especially for multidimensional big data.

For multidimensional big data, the limited scalability is the major challenge
of DR algorithms, which can significantly increase the computation time and
the time required for tuning parameters and constrains. For DR-based VA
application, this can delay the visual response of expressive-oriented in-
teractions that require re-computation of the data. For labeled multidimen-
sional data, colorizing the data by label can provide a hint to help the users
tune parameters and constraints of DR, algorithms. However, automatically
colorizing unlabeled multidimensional data to discover classes in the data
and enhance the visualization of the data in lower-dimensional space has not
been sufficiently investigated, especially for unlabeled multidimensional big
data.
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e RQ3: For parallel coordinates, how to make the edge bundling pro-
cess scalable by simplifying the underlying clustering algorithms
and integrating human perception and judgments into the cluster-
ing process for supporting interactive visual analysis of multidi-

mensional big data?

I have proposed a scalable lightweight EB method for PC. It simplifies the
underlying clustering process by using two-dimensional data binning to clus-
ter the data between each two adjacent axes independently. The proposed
method is well scalable for bundling multidimensional big data in PC plots.
The scalability analysis of the clustering process show that its running time
increases linearly with the size of the data. It can cluster/bundle 1 million
data records with 6 dimensions in about 1 second. It integrates human per-
ception and judgments into the clustering process by novel interactions that

allow the users to divide, adjust, and merge the intervals on each axis.

e RQ4: For parallel coordinates, how to accelerate the rendering
process of multidimensional big data without hardware-accelerated

rendering using scalable edge bundling methods?

The proposed EB method uses the frequency-based representation to render
the clusters as histogram-like bundles to reveal the distribution of the data,
eliminate visual clutter and accelerate the rendering process. The scalability
analysis of the rendering process show that it makes the rendering time
independent of the size of the data. For example, it can render the bundling
result of millions of multidimensional data points in real-time in web-based

visualization without hardware-accelerated rendering.

¢ RQ5: How to automatically colorize unlabeled multidimensional
big data to discover classes in the data and enhance the visualiza-

tion of the data in lower-dimensional space?

I have proposed a scalable method, named ColorPCA, to address the chal-
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lenge of automatically colorizing unlabeled multidimensional big data for
discovering classes in the data. It integrates PCA and ray casting to map
the data into the RGBA color space, where different classes of the data
are mapped to different locations in the color space and thus colorized with
different colors or color combinations. By colorizing the data, it provides
a fast way to enhance lower-dimensional projections of unlabeled multidi-
mensional big data to help the user discover classes in the data and find
suitable parameters of DR algorithms to balance the running time and the
projection results. The case study and the user study show that, in contrast
to uncolored projections of unlabeled multidimensional big data, during the
process of tuning parameters of DR algorithms, using ColorPCA on the pro-
jection of unlabeled multidimensional big data can improve the correct rate

of discovering classes in the data.

RQ6: How to support interactive visual analysis of unlabeled mul-
tidimensional big data by combining human perception of color

and the automatic colorization of the data?

ColorPCA is well scalable for unlabeled multidimensional big data. Based on
the linear accumulation process of ray casting, the running time of ColorPCA
increases linearly with the number of data points or the number of dimen-
sions. The scalability analysis shows that, after a one-time pre-processing
of the data, ColorPCA takes 0.97 seconds to map a 50-dimensional dataset
with one million data points into colors and 1.41 seconds to map a 1,000-
dimensional dataset with 100,000 data points into colors. Furthermore, by
colorizing the data with its first few dimensions (for example, 10), Color-
PCA can map high-dimensional datasets with millions of data points into
colors in about 1 second. The scalability of ColorPCA allows the user to
adjust the color scheme and the range of the luminance and opacity based
on their perception to explore the data by re-colorizing the data in real-time.
Furthermore, I have built a web-based VA application based on ColorPCA.
With this application, the users can explore the data by interactively adjust

the colorization of the data.
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5.2 Conclusion

A systematic review of VA has been conducted, which proposed a novel taxonomy
of VA applications and discussed the challenges and future directions for IVA of
multidimensional big data. The results of the systematic review lead to the two

practical research of this thesis.

A scalable lightweight EB method is proposed for PC to support IVA of multi-
dimensional big data. A web-based application is built based on the proposed
EB method. The evaluation results show that the proposed EB method and the

application work well for supporting IVA of multidimensional big data.

ColorPCA is proposed for automatically colorizing unlabeled multidimensional big
data to help the users discover classes in the data and find suitable parameters
of DR algorithms to balance the running time and the projection results. A web-
based application is built based on ColorPCA. The evaluation results show that
ColorPCA and the application work well for supporting IVA of unlabeled multidi-

mensional big data.

5.3 Future Work

To improve IVA of multidimensional big data, the following extensions of the topics

would be worthwhile to investigate for future research.

e For the proposed EB method, it would be worthwhile to investigate the use
of statistical information of the clusters, such as means and variances, to
position and render the bundles. For example, anchoring the bundles at
the means of the clusters, and changing the color and transparency of the
bundles according to the variances of the clusters. This may reveal more
information in the data. However, this requires more computation and could

reduce the scalability of the method.

e For ColorPCA, it would be worthwhile to investigate the use of ColorPCA

for different types of unlabeled multidimensional data, such as revealing iso-
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lated and grouped hot spots as well as uneventful areas in a colored map of

unlabeled spatio-temporal multidimensional data.

Extending the web-based systems with big data infrastructures and/or out-
of-core algorithms would be worthwhile to investigate for further scaling,
such as addressing the bottleneck of the disk I/O and network bandwidth for
datasets that larger than the memory and accelerating the pre-computation
process of ColorPCA.
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ABSTRACT With the ever-increasing amount of data, the world has stepped into the era of “Big Data”.
Presently, the analysis of massive and complex data and the extraction of relevant information, have been
become essential tasks in many fields of studies, such as health, biology, chemistry, social science, astronomy,
and physics. However, compared with the development of data storage and management technologies, our
ability to gain useful information from the collected data does not match our ability to collect the data. This
gap has led to a surge of research activity in the field of visual analytics. Visual analytics employs interactive
visualization to integrate human judgment into algorithmic data-analysis processes. In this paper, the aim is
to draw a complete picture of visual analytics to direct future research by examining the related research in
various application domains. As such, a novel categorization of visual-analytics applications from a technical
perspective is proposed, which is based on the dimensionality of visualization and the type of interaction.
Based on this categorization, a comprehensive survey of visual analytics is performed, which examines its
evolution from visualization and algorithmic data analysis, and investigates how it is applied in various
application domains. In addition, based on the observations and findings gained in this survey, the trends,
major challenges, and future directions of visual analytics are discussed.

INDEX TERMS Visual analytics, information visualization, interactive visualization, data analysis, analyt-
ical reasoning, knowledge representations, visual data mining, perception, cognition, sense-making, high-

dimensional data.

1. INTRODUCTION

We are living in the age of data and advanced analytics. With
recent advances in computing resources and data manage-
ment technologies, our ability to generate, collect and store a
wide variety of large and complex data sets continues to grow.
According to the International Data Corporation’s (IDC’s)
Digital Universe forecasts, the overall created and copied data
volume worldwide will rise to approximately 40 zettabytes
(ZB, 44 trillion GB) by 2020 [1]. This rapidly increasing
amount of data has triggered an information revolution and
enormous challenges that in turn will bring incredible scien-
tific and industrial opportunities.

Nowadays, the analysis of massive amounts of data, which
are typically messy, inconsistent and complex, as well as the
subsequent extraction of relevant information, is becoming
an essential task in numerous field of studies, such as health,
biology, chemistry, social science, astronomy, and physics
[2]. However, our ability to collect and store massive amounts
of data far outstrips our ability to analyze the collected
data [3], [4]. This has led to the well-known problem of

The associate editor coordinating the review of this manuscript and
approving it for publication was Feng Xia.
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This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/

“information overload” [5] (or the so-called “data deluge”
[6]) in the age of information.

To address this data deluge, new technologies and meth-
ods have been investigated in many disciplines, such as
visualization, statistics-based data analysis, machine learn-
ing, data mining, and perceptual and cognitive sciences,
to extract useful information and generate reliable knowledge
from unexplored data. However, it is questionable whether
these sub-specialties are adequate to simply and effectively
extract information from the ever-increasing massive data.
Keim er al. indicated that “approaches, which work either
on a purely analytical or on a purely visual level, do not
sufficiently help to filter substantial information from fast-
growing complex data sets and to communicate it to humans
in an appropriate way” [7].

To generate knowledge and discover hidden opportunities
from massive and complex data, James (Jim) Joseph Thomas
(March 26, 1946 — August 6, 2010) created, promoted and
established the visual-analytics field [8]-[10]. Visual ana-
lytics is ‘“‘the science of analytical reasoning facilitated by
interactive visual interfaces”, which uses visualization and
interaction techniques to integrate expert human judgment in
the data analysis process [2], [3]. Such an approach requires
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TABLE 1. Some key terms related to visual analytics.

Key terms

Explanation

Visualization

Refers to the theories and techniques of creating visual representations of data, which includes
information visualization and scientific visualization [11].

Information visualization

Refers to the theories and techniques that use (interactive) visual computing and representations to
amplify human cognition with abstract information [12], [13].

Scientific visualization

Refers to the theories and techniques that use visual display and realistic renderings to gain information
from spatial data associated with scientific processes [14].

Interactive visualization

Refers to the techniques that visualize and explore data by manipulating the color, brightness, size, and
shape of its visual representation.

Human-computer interaction

Refers to “the study of the way in which computer technology influences human work and activities” [15].

Data analysis

Refers to the process of analyzing data with the goal of discovering useful information by applying
statistical procedures and/or logical techniques [16]. In statistics, data analysis is divided into confirmatory
and exploratory data analyses.

Confirmatory data analysis

Refers to the statistical process of evaluating pre-specified hypotheses (assumptions) on existing data sets
(evidence) through a statistical hypothesis test [17].

Exploratory data analysis

Refers to approaches to analyzing data sets that reveal hidden and unknown information from data beyond
the formal modeling or hypothesis-testing task.

Visual data mining

Refers to “the process of interaction and analytical reasoning with visual representations of data that leads
to the visual discovery of robust patterns in these data that form the information and knowledge utilized in

informed decision making” [18].

Visual analytics

Refers to the science of analytical reasoning supported by interactive visual interfaces [19].

the integration of algorithmic data analysis methods, inno-
vative interactive techniques and data visualization, which
allows decision makers to optimize the analytical-reasoning
process and make sound decisions by their human flexibility,
creativity, and background knowledge.

As information visualization has changed our view on
databases, the ways of analyzing data and filtering informa-
tion is being made transparent for an analytics discourse by
visual analytics [4]. This article presents a complete picture
of visual analytics to direct future research by examining the
related research in various application domains. It gives an
in-depth understanding of “what is visual analytics”, ““how
visual analytics is applied in various application domains™,
“the state of the art of visual analytics”, and “what are the
challenges and opportunities of visual-analytics research”.

There are several key terms, such as visualization,
information visualization, scientific visualization, interac-
tive visualization, human-computer interaction, data analysis,
confirmation data analysis, exploratory data analysis, visual
data mining and visual analytics, which are highly connected,
easily confused and are also the key terms widely used in this
article. Table 1 lists and explains them.

A. RECENT SURVEY STUDIES ON VISUAL ANALYTICS
Table 2 lists and compares recent surveys on visual analytics.
It shows that existing surveys mainly concentrated on one
aspect of visual analytics, such as its challenges, opportuni-
ties, techniques or applications in a specific field. This leaves
a gap between its theory and applications when applying
visual analytics in different application domains.

According to Table 2, although a few articles and ref-
erences have discussed visual analytics from a theoretical
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perspective, they are generally narrowed to a single or
two specific aspects of visual analytics, such as its defini-
tion, scope or processes. Additionally, they lack a connec-
tion between the theory and its applications. For instance,
Keim et al. [20] compared the differences between visual
analytics and information/scientific visualization from sev-
eral aspects, including data analysis, perception and cogni-
tion, and human-computer interaction. However, the authors
did not discuss these differences in related applications.

On the other hand, some visual-analytics surveys mainly
focused on the techniques and applications without relat-
ing it to a theoretical background. Additionally, they are
commonly limited to a single type of data or a specific
application domain. For instance, Andrienko and Andrienko
[21] presented a survey of the state-of-the-art visual-analytics
techniques that support the analysis and understanding of
various aspects of movement data. Caban and Gotz [22]
and West et al. [23] presented systematic reviews of visual-
analytics approaches which have been proposed to explore
complex clinical data.

B. RESEARCH OBIJECTIVES
Visual analytics has been applied in many different appli-
cation domains, such as economics, bioinformatics, health,
and social media. The ultimate purpose of this article is to
draw a complete picture of visual analytics to direct future
research by examining the related research in various appli-
cation domains. It aims to bridge the gap between theory and
practice when applying visual analytics in different applica-
tion domains.

Sun et al. [28] classified visual-analytics applications into
a set of categories, including space and time, multivariate,
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TABLE 2. Recent surveys related to visual analytics.

text, graph and network, and other applications. This classifi-
cation naturally differentiates visual-analytics applications to
a specific data type or application domain. However, visual-
analytics applications with different data types can share
a common technique. For example, Jeong e al. [30] and
El-Assady et al. [31] used the same visualization technique
(parallel coordinates plots, PCPs) within multivariate and
textual data, separately.

To avoid limiting this survey to a specific data type or
application domain, a novel categorization of visual-analytics
applications from a technical perspective is proposed, which
is based on the dimensionality of visualization and the type
of interactions. Based on this categorization, in this article
an organized overview of visual analytics is constructed,
which discusses the theory and evolution of visual analytics,
and investigates how visual analytics is applied in various
application domains. It aims to bridge the gap between the
challenges of discovering knowledge in large and complex
data sets and visual-analytics solutions by investigating state-
of-the-art visual-analytics applications. In addition, the major
challenges and future directions of visual analytics are tar-
geted. To the best of our knowledge, this article is the first
to classify visual-analytics applications from a technical per-
spective. By sharing the observations and findings gained in
this survey, it is expected that this article could direct future
research of visual analytics in different application domains.

In this survey, to demonstrate the proposed categorization
and how visual analytics is applied in various disciplines,
a careful examination of papers from premier conferences
and journals that are related to visual analytics, such as Com-
puter Graphics Forum (CGF), ACM SIGKDD Explorations,
ACM Transactions on Graphics (TOG), IEEE Transactions
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Survey Area of Interest Pros Limitations
[20] [2] - Definition An overview on visual analytics that - Lack of discussion on applications.
- Scope compares and distinguishes visual analytics | -Limited application challenges.
- Process and information visualization from a
- Challenges theoretical perspective.
[24] - Information in time and space. An overview of spatio-temporal visual -Lack of visual analytics background and
- Spatio-temporal analysis. analytics and its open issues. its technical challenges.
- Limited overview of applications.
[25] - Commercial systems and An survey of the state-of-the-art - Lack of visual analytics background.
frameworks. commercial visual-analytics systems and - Limited overview of commercial
frameworks for big data. systems.
[26] - Open source toolkits. An overview of open-source - Lack of visual analytics background.
- Visualization functions. visual-analytics toolkits. - Limited overview of open-source
- Analysis capabilities. toolkits.
[21] [27] -Movement data. A survey of visual-analytics techniques and | -Lack of visual-analytics background and
- Methods, tools and procedures. applications for analyzing movement data. its challenges.
- Discusses visual analytics on a single
data type.
[28] - Visual-analytics techniques and An overview of the state-of-the-art - Limited visual-analytics background.
applications. visual-analytics techniques and - Limited classification of applications.
applications. - Lack of technical challenges.
[29] - Social media data. A survey of the state-of-the-art - Lack of visual-analytics background and
visual-analytics techniques for analyzing its challenges.
social media data. - Discusses visual analytics on a single
data type.

on Visualization and Computer Graphics (TVCG), IEEE
Visual Analytics Science and Technology (VAST), IEEE
Information Visualization (InfoVis), EG/'VGTC Conference
on Visualization (EuroVis), and IEEE Pacific Visualization
Symposium (PacificVis), is presented. The papers are filtered
and analyzed within the Web of Science and Google Scholar
according to the proposed categorization.

The remainder of the survey is organized as follows.
In Section II, the evolution of visual analytics from data anal-
ysis and visualization is tracked, which addresses the funda-
mental question: “What is visual analytics?”. In Section III,
state-of-the-art visual-analytics techniques and applications
are introduced. In particular, these applications are classified
into eight categories according to the dimensionality of visu-
alization and the type of interaction. In Section IV, the chal-
lenges and future research directions of visual analytics are
discussed. Finally, in Section V the conclusions of this work
are summarized.

Il. FROM DATA ANALYSIS, VISUALIZATION TO VISUAL
ANALYTICS

In this section, the question “What is visual analytics?” is
addressed by investigating the evolution of visual analytics
from visualization and algorithmic data analysis. The defi-
nition, model and process of visual analytics are discussed
as the fundamentals of the proposed categorization of visual-
analytics applications.

A. THE VISUAL ANALYTICS JOURNEY

Visual analytics is an outgrowth of the fields of scientific and
information visualization. It is likely that the first appearance
of “visual analytics” as a term in the literature was in the
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“Guest Editors’ Introduction-Visual Analytics” [32] of a
special issue of IEEE Computer Graphics and Applications
(CG&A) in 2004. In that introduction, visual analytics was
defined as “‘the formation of abstract visual metaphors in
combination with a human information discourse (interac-
tion) that enables detection of the expected and discovery of
the unexpected within massive, dynamically changing infor-
mation spaces.” Recently, by the combination of algorithmic
data analysis and visualization, visual analytics started utiliz-
ing visualization as a medium and interaction as a means to
involve human judgment in the data analysis process [33].

1) VISUALIZATION

Visualization can be broadly classified into scientific and
information visualization. *“Scientific visualization evolved
first in the late 1980s, while information visualization
matured in the mid-1990s” [34]. Scientific visualiza-
tion focuses on visual display and realistic renderings
of spatial data associated with scientific processes, for
example, three-dimensional (3D) phenomena (architectural,
meteorological, medical, biological, etc.) [35]. Information
visualization examines visual representations of abstract and
non-inherently spatial data which includes both numerical
and non-numerical data, such as textual and geographical
information [36], [37]. In information visualization, during
the last decade, novel visualization techniques, such as paral-
lel coordinates and its numerous extensions [38], tree-maps
[39], Glyph- [40] and Pixel- [41] based visual data represen-
tations, have been developed to map a variety of abstract data
to display space. Although scientific and information visu-
alization have different research focuses and priorities, both
of these subfields of visualization have the same goal: the
visual communication of valuable data with understandable
meaning. Accordingly, most research efforts in visualization
have concentrated on producing different views.

2) DATA ANALYSIS

Data analysis is a process of modeling and exploring data
with the goal of discovering useful information and sup-
porting decision making by applying statistical procedures
and/or logical techniques [16]. In statistical applications, data
analysis is divided into confirmatory data analysis (CDA)
and exploratory data analysis (EDA) [42]. CDA is a statisti-
cal process that evaluates pre-specified hypotheses (assump-
tions) on existing data sets (evidence) through a statistical
hypothesis test [43]. It uses the traditional statistical tools of
inference, significance, and confidence. In contrast, EDA is
a quantitative process of isolating patterns and features of
data, and revealing hidden and unknown information from
data when little or no statistical hypotheses exist [44]. It is
an approach which employs a variety of techniques (mostly
visual methods) to summarize characteristics of data sets.
It was first utilized in the statistics research community by
Tukey in 1977 [45].
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3) JOURNEY TO VISUAL ANALYTICS

As data volumes grow dramatically in a wide variety of fields,
knowledge discovery in databases (KDD) was proposed at
the first “Knowledge Discovery and Data Mining” workshop
in 1989 [46]. KDD is the process of discovering understand-
able patterns in data, which emphasizes that knowledge is the
end-product of the process [47]. With the goal of extracting
useful information (knowledge) from data, KDD has evolved
from the intersection of many research fields including statis-
tics, pattern recognition, machine learning, artificial intelli-
gence, and data visualization.

Before EDA was proposed, “‘data analysis techniques such
as statistics and data mining developed independently from
visualization and interaction techniques” [48]. Unlike CDA
where visualization is used to present results, EDA employs
visualization to interact with data. Therefore, moving from
CDA to EDA is one of the most important steps in forming
the research field of visual analytics.

In the information-visualization research community, with
improvements in graphical user interfaces, ‘‘they recognized
the potential of integrating the user in the KDD process
through effective and efficient visualization techniques, inter-
action capabilities and knowledge transfer leading to visual
data exploration or visual data mining” [48]. This implies a
certain overlap between interactive visualization and visual
analytics. However, interactions in interactive visualization
are mainly used to present different views by manipulating
graphical elements. In interactive visualization, much less has
been discussed on interactions with data itself rather than
interactions with graphical elements because data analysis is
not “‘amust”. To explore the relationship between visual data
representation, data analysis and the knowledge discovery
process, visual data mining was proposed and defined as
““a step in the KDD process that utilizes visualization as a
communication channel between the computer and the user
to produce novel and interpretable patterns” [49]. Visual data
mining is the process of interaction and analytical reasoning
based on data visualization to discover understandable pat-
terns (knowledge) in data [18].

Visual data mining considerably widened the scope of
both the information-visualization and data-mining research
fields. More importantly, as an important technique for
visual analytics, visual mining data supports the formation
of visual analytics by combining a collection of information-
visualization metaphors and techniques with algorithmic
data analyses through human information discourses (inter-
actions) [50]. In 2004, visual analytics was first proposed
by Wong and Thomas [32]. A year later, visual analytics
was defined, illustrated and discussed in the book ‘Illu-
minating the path: The research and development agenda
for visual analytics” [19]. More recently, visual analytics
has become a multidisciplinary field that combines vari-
ous research fields including visualization, human-computer
interaction, data analysis, statistics, perception and cognition,
and analytical reasoning. Figure 1 summarizes the visual
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FIGURE 1. Visual analytics journey with respect to key events.

analytics journey. It presents the evolution of visual analytics
in terms of representative moments, events and major aspects
of its disciplinary development.

B. DEFINITION OF VISUAL ANALYTICS

Visual analytics was proposed to turn the information over-
load into an opportunity by creating tools and techniques
to facilitate human judgment in the KDD process. In the
book “Illuminating the path: The research and develop-
ment agenda for visual analytics”, visual analytics was first
defined as:

Definition 1: Visual analytics is “‘the science of analytical
reasoning facilitated by interactive visual interfaces” [19].

Nowadays, visual analytics, as an integrated approach
combining visualization, algorithmic data analysis, human-
computer interaction, and analytical reasoning, has attracted
increasing interest from a wide range of domains and disci-
plines. With its development, researchers from different back-
grounds have given detailed definitions of it with different
focuses:

Definition 2: Visual analytics is “a method to synthe-
size information and derive insight from massive, dynamic,
ambiguous, and often conflicting data; detect the expected
and discover the unexpected; provide timely, defensible, and
understandable assessments; and communicate assessment
effectively for action” [3].
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Definition 3: Visual analytics “‘combines automated anal-
ysis techniques with interactive visualizations for an effective
understanding, reasoning and decision making on the basis of
very large and complex data sets” [20].

Built on the evolution of visual analytics from visualiza-
tion and data analysis, a more detailed and comprehensive
definition of visual analytics to emphasize its research goals
is presented in this review:

Definition 4: Visual analytics is a multidisciplinary
research field mainly based on visualization, algorithmic data
analysis and analytical reasoning, which takes advantage of
visualization and interactions as suitable tools to integrate
human judgment into the KDD process to visually discover
explainable patterns (knowledge) and to gain insight into
large and complex data sets.

According to Definition 4, visual analytics has the same
ultimate research goal as EDA, which is to discover
knowledge and gain insight from data sets. However, visual
analytics exploits visualization as a tool to integrate human
cognition, perception abilities, and human intelligence into
the data-analysis process to obtain explainable results. Rela-
tive to visualization, visual analytics places higher priority on
analyzing data and discovering knowledge in data, rather than
just presenting and understanding the data. Meanwhile, based
on visualization, visual analytics addresses the challenge in
data analysis that the discovered complex patterns could be
hard to interpret in an intuitive and meaningful manner.
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C. HUMAN INFORMATION DISCOURSE IN VISUAL
ANALYTICS

According to Definition 1, as a science of analytical reason-
ing, the core idea of visual analytics is to integrate human cog-
nitive, perceptual and reasoning abilities, and their knowledge
into an analysis process to gain insight from data that is diffi-
cult to explore with pure visualization or analysis techniques.
Analytical reasoning encompasses different kinds of reason-
ing, such as deductive, inductive, and analogical, which is
based on a rational, logical analysis and evaluation of data
[51]. Pohl et al. [52] discussed several theories, including
sense-making theories, gestalt theories, distributed cogni-
tion, graph comprehension theories and skill-rule-knowledge
models, and their relevance to visual analytics. In visual ana-
Iytics, analytical reasoning is facilitated by creating appro-
priate visualizations and interactions that maximize human
capacity to perceive and explore data. It adapts existing analy-
sis processes by integrating visualization and algorithmic data
analysis, which was discussed by [48].

Visual analytics is built upon an understanding of the rea-
soning process, as well as an understanding of the underlying
cognitive and perceptual principles when applying human
judgment to reach conclusions from data [3]. Human judg-
ment is an integral part of the visual-analytics process, which
relies on human-in-the-loop (HITL, a model that requires
human interaction [53]) based interactions. In visual analyt-
ics, the interaction is not only a means to an end of finding
a good representation of data, but also a valuable exploration
process to apply human judgment and reveal insight from data
[54]. Since interactions affect users’ understanding of visu-
ally presented data, human-factor-based designs are the basis
of visual analytics [55]. To study human factors in visual ana-
lytics, Green et al. [56] proposed a modeling framework of
human “higher cognition”. Miksch and Aigner [57] proposed
a design triangle for visual-analytics methods that focused on
time and time-oriented data. Dasgupta et al. [58] proposed
a trust-augmented design of the visual-analytics system that
explicitly took into account domain-specific tasks, conven-
tions, and preferences.

Furthermore, recent work has emphasized that visual-
analytics theories must move beyond HITL to “human-is-
the-loop” analytics in order to integrate human cognition and
reasoning process with analytics [59]. Figure 2 illustrates how
human cognition, perception, and reasoning are employed in
visual analytics. It shows that human judgment (perceptive
skills, cognitive reasoning and domain knowledge) and algo-
rithmic data analyses are effectively coupled through interac-
tive visual representations in the visual-analytics process to
gain insight from data.

D. THE VISUAL-ANALYTICS PROCESS

Shneiderman’s celebrated mantra “Overview first, Filter and
zoom, Details on demand” clearly emphasized the role
of visualization in the knowledge-discovery process [60].
As visual analytics is an outgrowth of the fields of scientific

81560

Visual Analytics

FIGURE 2. Visual analytics as the interplay between data analysis,
isualization, and | analytical ing

and information visualization, to give an overview of the
visual-analytics process, inspired by Shneiderman’s mantra,
a mantra is created here that focuses toward visual analyt-
ics: “Analyze/Overview first, interaction and visualization
repeatedly, insights into data”.

Based on the observations gained in this survey, the typ-
ical steps in the visual-analytics process are summarized as
follows:

Step 1 Preprocess (clean, transform, integrate) the data in
order to prepare it for further processing.

Step 2 Apply algorithmic analysis methods to the data.

Step 3 Visualize the (processed) data with appropriate visu-
alization techniques.

Step 4 Users generate insightful knowledge through human
perception, cognition, and reasoning activities.

Step 5 Users make new hypotheses and integrate the newly
generated knowledge into the analysis and visualiza-
tion through interactions.

Step 6 Regenerate an updated visualization based on the
interactions to reflect the user’s understanding of the
data.

In many visual-analytics scenarios, heterogeneous data
sources need to be integrated before algorithmic analysis
methods or visualization can be applied. Therefore, the first
step of the visual-analytics process is to preprocess data.
The typical tasks in Step 1 could be data cleaning, normal-
ization, transformation, grouping, and/or integration of the
heterogeneous data into a common schema. In the visual-
analytics process, knowledge can be gained from each step.
However, the initial algorithmic analysis (Step 2) and visu-
alization (Step 3) of the data are often not sufficient for
problem-solving and decision making. Accordingly, human
perception, cognition and reasoning activities are performed
in Step 4 to generate insightful knowledge. Meantime,
the knowledge is used for making new hypotheses. In Step 5,
new knowledge and hypotheses are integrated into the data-
analysis and visualization processes through interactions
made by the user. Then, the data-analysis algorithms and
visualizations are updated according to the user’s interactions
in Step 6. After the first loop of the visual-analytics process,
it continuously iterates from Step 4 to Step 6 until enough
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FIGURE 3. The visual-analytics process as a sense-making loop.

insight has been gained into the data for making decisions
or solving the problems associated with the data. In some
visual-analytics applications, Step 2 may be removed since it
is not a must for all types of data and scenarios. This iterative
process well illustrates the ‘“‘human-is-the-loop” philosophy
described in Section II-C. The generated knowledge is stored
in the visual-analytics process through the feedback loop in
Step 5, which enables the user to continuously draw faster and
better conclusions and gain insight from the data. Figure 3
illustrates this visual-analytics process as a sense-making
loop, in which each step is labeled. Figure 3 is composed
and adapted from several diagrams, including analytical pro-
cesses in visual analytics [61], visualization models [62],
knowledge conversion processes [63] and knowledge gener-
ation models for visual analytics [64].

E. TRENDS IN THE FIELD OF VISUAL ANALYTICS

To discuss the trends in the field of visual analytics,
the related academic papers in the Web of Science and Google
Scholar, which are well-known academic database and search
engine, are analyzed. In the Web of Science, all the papers
which took visual analytics as the topic were counted and
grouped by publication years from 2004 to 2018. Within
Google Scholar, all the papers which discussed ‘“visual ana-
lytics” as a term were searched, counted and grouped by
publication years from 2004 to 2018.

Figure 4 illustrates the search results of the Web of Sci-
ence and Google Scholar. Although the analysis of published
papers in visual analytics does not reflect the full picture
of the field, Figure 4 indicates the following: (1) Visual
analytics is a relatively new research (it was created in 2004)
area compared to other research fields, such as data analysis
and visualization. (2) Visual analytics is a continuously and
rapidly growing research field. In the field of visual analytics,
the number of published papers in 2018 was six times larger
than the corresponding number a decade previous.

The papers in the Web of Science were also analyzed
according to the Web of Science Categories, as shown
in Figure 5 as a tree-map. The figure shows that visual
analytics is widely applied in different disciplines such
as telecommunications, optics, cybernetics, geography,
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FIGURE 4. Trends in visual-analytics research based on the statistics of
related papers. Note: The data were collected on 26 December 2018.

mathematical computational biology, education, medical
informatics, remote sensing, etc.

Ill. VISUAL-ANALYTICS TECHNIQUES AND
APPLICATIONS

Visual analytics has been applied in many different applica-
tion domains, such as economics, bioinformatics, health, and
social media. In this section, state of the art in visual-analytics
applications are examined.

Sun et al. [28] identified five categories of visual-analytics
applications according to the type of considered data. In their
research, visual-analytics applications were classified as
space and time, multivariate, text, graph and network, and
other applications. However, they did not provide a compre-
hensive classification. Firstly, it is difficult to categorize a
visual-analytics application which deals with several different
types of data at the same time. For example, Chen et al. [65]
proposed a visual-analytics system to analyze and explore
multiple types of data and correlate them for intelligence
analysis. The data analyzed in their system included GPS
logs, which contained spatial and temporal data, news and
email headers, which are textual data, and transaction logs
which contained network data. Secondly, a complex data
set may have two or more characteristics so that the cor-
responding visual-analytics application will be classified
into two or more categories simultaneously. For example,
Andrienko et al. [66] analyzed streaming-tweets data which
consisted of geographical coordinates, time of tweeting, and
the tweet text itself in their visual-analytics system. Accord-
ing to the classifications of [28], this visual-analytics applica-
tion can be classified into the category space and time as well
as the category fext. Furthermore, with the rapid development
of visual analytics in different domains, increasing numbers
of visual-analytics applications can be classified into the
category other applications.

To address the challenges arising from the limitations of the
classification scheme of [28], and direct the future research
of visual analytics, in this survey, a new comprehensive
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FIGURE 5. Application domains of visual analytics based on the
26 December 2018.

categorization of visual-analytics applications from a techni-
cal perspective is proposed. According to the process of visual
analytics summarized in Section II-D and the ‘“human-is-the-
loop” philosophy described in Section II-C, two technical
components of visual analytics are identified: visualization
and interactions. To integrate human judgment into the data-
analysis process in visual analytics, users gain insight from
data through visualization and apply their judgment to the
data through interactions, such as zooming in different visual-
ization areas, changing visualization methods, modifying the
parameters of data models, and investigating different visual
views on data. Therefore, visual-analytics applications can be
categorized according to the dimensionality of visualization
and the type of interaction.

A. VISUALIZATION-BASED CLASSIFICATION

According to the dimensionality of the data and visualization
techniques, four categories of visual-analytics applications
are identified: 2D-to-2D, multi-dimensional-reduction-2D,
multi-dimensional-to-2D, and multi-dimensional-to-3D.

1) 2D-TO-2D
Two-dimensional (2D) visualization is the most common way
to visualizing data in information visualization. Within 2D
visualization, binary data is naturally visualized in 2D space
through the Cartesian coordinate system. A visual-analytics
application will be classified as 2D-to-2D if it fulfills the
following requirements:

— The data is 2D.

— The data are visualized in 2D visualization.
For visual-analytics applications in this category, users
will gain insight from data by performing analytical rea-
soning on 2D data through 2D visualization. For exam-
ple, Bogl et al. [67] developed a 2D-to-2D visual-analytics
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application (TiMoVA) to guide domain experts in model-
selection tasks based on user stories and iterative expert
feedback on users experiences. It closely combined human
perception and analytical reasoning and automated computa-
tion. Figure 6 shows an overview of TIMoVA.

In addition, 2D-to-2D visual analytics are commonly used
for another type of 2D data: movement data. The research
of [21], [68] used different visualization techniques, such as
mapping and clustering movement data on 2D maps, to ana-
lyze and explore various aspects of movement through visual
analytics.

2) MULTI-DIMENSIONAL-REDUCTION-2D
With the ever-increasing amount of data sets, multi-
dimensional data show up in numerous fields of study, such as
economics, biology, chemistry, political science, astronomy,
and physics [69]. In this survey, multi-dimensional data are
defined as:

Definition 5: A data set that has more than three dimen-
sions/attributes.
However, the high dimensionality of a multi-dimensional data
set represents a critical obstacle: humans are biologically
optimized to see the world and the patterns in it in three
dimensions [70]. This challenge and the wide availability
of multi-dimensional data have led to new opportunities for
visual analytics.

A visual-analytics application will be classified as
multi-dimensional-reduction-2D if it fulfills the following
requirements:

— The data is multi-dimensional.

— The dimensionality of the data is reduced by algorithmic
approaches to two dimensions.

— The processed data are
visualization.

visualized in 2D
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data set [67].

To break the physical limitations of the human visual
system, a variety of analysis-centric dimension-reduction
methods have been investigated for reducing the dimen-
sions of multi-dimensional data, such as principal compo-
nent analysis (PCA), multi-dimensional scaling (MDS) and
linear discriminant analysis. However, it is usually diffi-
cult to understand and interpret the result of these algo-
rithmic approaches in an intuitive and meaningful manner.
To address this challenge, multi-dimensional-reduction-2D
visual-analytics applications integrate dimension-reduction
approaches into the human analytical reasoning process to
reduce the data items presented in the visualization. For
example, Choo et al. [71] presented a multi-dimensional-
reduction-2D visual-analytics system (iVisClassifier) for
classifications based on a supervised dimension-reduction
approach, which is shown in Figure 7.

Wu et al. [72] introduced a multi-dimensional-reduction-
2D visual-analytics system (OpinionFlow) to empower
analysts to detect opinion-propagation patterns and glean
insights, which is shown in Figure 8. OpinionFlow uses an
information diffusion model to reduce the dimension of the
social-media data.

3) MULTI-DIMENSIONAL-TRANSFORMATION-2D

Another category of visual-analytics applications is
multi-dimensional-transformation-2D, ~which  visualizes
multi-dimensional data without analysis-centric dimension-
reduction approaches. A visual-analytics application will be
classified as multi-dimensional-transformation-2D visualiza-
tion if it fulfills the following requirements:

The data is multi-dimensional.

The multi-dimensional data is transformed and mapped
in 2D visualization.

The dimension of the data is not reduced by algorithmic
approaches.
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Within  multi-dimensional-transformation-2D  visual-
analytics applications, multi-dimensional data is transformed
and mapped in 2D space, which encodes data to differ-
ent representations, such as PCPs and coordinated multi-
ple views (CMVs). PCPs align axes parallel to each other
and data points are mapped to lines intersecting the axes
at the respective values. They allow the simultaneous dis-
play of a number of dimensions by embedding the cor-
responding number of parallel axes into a plane to reveal
trends and patterns in the data. CMVs encompass a specific
exploratory visualization technique that uses two or more dis-
tinct views to support the investigation of a single conceptual
entity [73]. Guo et al. [74] presented a multi-dimensional-
transformation-2D visual-analytics system, Triple Perspec-
tive Visual Trajectory Analytics (TripVista), for exploring
and analyzing complex traffic trajectory data, which was
mainly based on a parallel coordinate plot and coordinated
multiple views. TripVista is shown in Figure 9.

4) MULTI-DIMENSIONAL-TO-3D

Three-dimensional (3D) visualization was developed for con-
verting 3D objects/phenomena into 2D images through a
computer-graphics process. Presently, 3D visualization is
widely used in scientific visualization to graphically illus-
trate scientific data, which enables scientists to understand
and illustrate the data. Moreover, 3D visualization is often
integrated with a variety of approaches to visually analyze
multi-dimensional data. For example Achtert et al. [75] and
Johansson et al. [76] visualized parallel coordinates in 3D
space to explore the complicated relationships between the
axes, which arranged more than two neighboring axes around
the central attribute.

Multi-dimensional-to-3D visual-analytics applications are
based on the 3D visualization of multi-dimensional data.
A visual-analytics application will be classified as multi-
dimensional-to-3D if it fulfills the following requirements:
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— The data is multi-dimensional.
— The multi-dimensional data is transformed and mapped
in 3D visualization.

For example, Kurzhals and Weiskopf [77] introduced a multi-
dimensional-to-3D visual-analytics method to analyze eye-
tracking data recorded for dynamic stimuli such as video or
animated graphics, which is shown in Figure 10.
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B. INTERACTION-BASED CLASSIFICATION

In visual analytics, the analytical-reasoning process is facil-
itated by interactive visual exploration of data through vari-
ous interaction techniques. According to the visual-analytics
process (II-D), users can directly interact with data, algo-
rithms, and visualization [78]. Heer and Shneiderman [79]
gave a taxonomy of interactive dynamics for visual analysis,
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which included data and view specifications (filtering, sort-
ing, deriving values or models from source data, etc.),
view manipulations (selecting, navigation, etc.), and pro-
cesses and provenances (recording, guiding or sharing, etc.).
Endert et al. [80] divided interactions into two categories
exploratory and expressive from observation-level.

In this survey, the taxonomy of [79] and the classifica-
tions of [80] are combined to classify visual-analytics appli-
cations from the interaction perspective. Visual-analytics
applications are classified into two categories: exploratory-
oriented and expressive-oriented, based on their interactions.
An application will be classified as exploratory-oriented if

VOLUME 7, 2019

its interactions are designed to explore data and visualiza-
tion space. For example, the interactions of selecting differ-
ent encoding, modifying zoom levels and of filtering data
are considered as exploratory-oriented. Within exploratory-
oriented visual-analytics applications, users gain insight from
data by observing how data reacts during interactions in a
dynamic visual representation.

An application will be classified as expressive-oriented
if its interactions are designed to change the algorithms for
rendering the visualization or the underlying models for data
analysis. The interactions of modifying the parameters of
the underlying mathematical models or rendering algorithms,
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FIGURE 11. The complete classification of visual-analytics applications.

and deriving values or models from source data, are con-
sidered as expressive-oriented. Within expressive-oriented
visual-analytics applications, interactions are therefore
commonly coupled with the statistics-based data-analysis
process. For example, Interactive Principal Component
Analysis (iPCA) [30] changes the weight for each dimen-
sion in calculating the direction of projection using multiple
sliders through user interactions. Also, for visual-analytics
applications using MDS [81], the dissimilarities in the calcu-
lation of the stress function can be weighted through visual
controls.

C. A COMPLETE CATEGORIZATION OF VISUAL-ANALYTICS
APPLICATIONS

For the visualization-based classification of a visual-analytics
application, 3D data are not considered for two reasons: 1)
3D data can be naturally classified as multi-dimensional data,
and 2) 3D data can be easily visualized in several 2D visual-
izations. Therefore, it is not necessary to create a category
for 3D data. Furthermore, both types of interaction can be
used by an application at the same time. Accordingly, there
is an overlap between the categories of exploratory-oriented
and expressive-oriented in the interaction-based classifica-
tion scheme.

From a technical perspective, visualization- and
interaction-based classifications form a complete categoriza-
tion of visual-analytics applications. Figure 11 illustrates
the relationship of two classifications of visual-analytics
applications. It covers all technical components of state-
of-the-art visual-analytics applications, including 2D- and
3D-visualization techniques, algorithmic dimension reduc-
tion and data-analysis methods, and exploratory and expres-
sive interactions. Therefore, this categorization can direct
researchers toward selecting the appropriate techniques for
applying visual analytics and building an application on
complex data sets. Table 3 shows the categorizations of the
visual-analytics applications examined in this survey.
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IV. VISUAL ANALYTICS: CHALLENGES AND FUTURE
DIRECTIONS

Visual analytics has made great progress over the past
15 years. The inevitable trend of visual analytics brought us
not only opportunities but also challenges. In this section,
these challenges characterized by the scalability, interac-
tion, infrastructure, and evaluation from both technical and
application perspectives are discussed. In addition, the future
directions accompanying these challenges in an effort to pro-
vide a stimulus for research are presented.

A. CHALLENGES

1) SCALABILITY

The explosion of data presents a significant challenge for
exploring large and complex data sets. Visual-analytics tech-
niques need to be able to scale with both the size and
dimension of the data. However, there is a growing mis-
match between data size/complexity and the human ability
to explore and interact with the data [144], which makes
scalability a fundamental challenge of visual analytics.

The scalability of visual analytics is defined as “its capabil-
ity to effectively display large data sets in terms of either the
number or the dimension of individual data elements” [145].
Presently, most research in improving the scalability of visual
analytics is primarily focused on investigating visualization
devices [146]. For example, with the growing availability
of large-scale high-resolution displays, large high-resolution
displays [147], [148] and power wall display [149] have been
investigated to display more overview and detail for large data
sets in visual-analytics research. However, compared with the
amount of data which is continuously growing at a rapid pace,
the number of pixels on current displays has remained rather
constant. In this case, the amount of data still commonly
exceeds the limited amount of pixels of a display by sev-
eral orders of magnitude. In addition, although it is possible
to build ever-larger and higher-resolution displays, human
visual acuity is limited to match the extreme large-screen
approach. Meantime, algorithmic dimension-reduction tech-
niques have been investigated to improve the scalability of
visual analytics, especially for multi-dimensional data sets.
For example, both linear and non-linear dimension-reduction
algorithms, such as PCA [150] and MDS [151], have been
applied to visualize multi-dimensional data sets. However,
the use of these algorithms has been somewhat limited in
visual analytics because they have been too slow for inter-
active use when the number of dimensions is scaled up [144].
This significantly hinders the integration of human judg-
ment into the data-analysis process. More importantly, more
dimension reduction and a higher rate of compression of data
on displays mean more abstract representations and more lost
details [152], which requires additional interpretation when
performing analytical reasoning.

The scalability challenge of visual analytics involves both
human and machine limitations. It is expected that the
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TABLE 3. Complete categories of the examined papers.

Category

Paper

exploratory-oriented
2D-to-2D

[68] [82] [83] [84] [21]

expressive-oriented

[85] [67]

exploratory-oriented

[86] [87] [71] [88] [89] [90] [72] [91] [92] [93] [94] [31]

multi-dimensional-reduction-2D - -
expressive-oriented

[81] [30] [71] [95] [96] [97]

multi-dimensional-transformation- exploratory-oriented

2D

[98][99] [100] [101] [102] [103] [104] [105] [106] [107] [108] [109]
[110] [111] [112] [113] [114] [115] [116] [117] [66] [118] [119] [120]
[121] [122] [123] [124] [125] [126] [127] [65] [128] [129] [130] [131]
[132] [133] [134] [135] [136]

expressive-oriented

[137] [138] [74] [139] [140] [116] [126] [141]

exploratory-oriented

[111] [113] [77] [142] [143]

multi-dimensional-to-3D

expressive-oriented

[77] [142]

integration of algorithms and visualization techniques for
large data in visual analytics can help reduce the mismatch
between data size/complexity and human ability.

2) INTERACTION

Interaction is a fundamental component of visual analytics.
The grand challenge of interaction is to develop a taxonomy
to describe and clarify the interaction design space since there
is hardly ever an explanation of what the benefits of inter-
action actually are as well as how and why they work [19],
[153]. There are several taxonomies [154]-[156] that have
been devised for describing and structuring interaction space.
However, it is still a challenge to develop a comprehensive
taxonomy that captures all possible interactions that may be
performed, which includes an explication of the cognitive and
perceptual impact of each individual interaction [157].

In this survey, interaction methods in visual analytics
are classified into two categories: exploratory-oriented and
expressive-oriented. Both of them are equally important to
visual analytics. However, according to Table 3, compared
with exploratory-oriented interactions, expressive-oriented
interactions are used much less in recent visual-analytics
applications. Only a few applications have tried to use these
two different kinds of interactions together, such as [71], [77],
[110], [142]. One of most possible reasons for this situation
is that expressive-oriented interactions are associated with
the modification of the underlying mathematical models or
rendering algorithms, which may delay the response of the
interactions when the size and complexity (dimension) of the
input data are scaled up.

In addition, there have been rapid advances in interaction
technologies; however, their advantages have not been fully
investigated as most visual-analytics applications are still
based on the traditional desktop, mouse, and keyboard setup
of WIMP (Windows, Icons, Menus, and a Pointer) interfaces
[158]. A few researchers have focused on new possibilities
in interaction technologies in visual analytics; however, they
have only been tested with simple data sets and scenarios.
For example, PaperLens [159] uses a handheld lens and a
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tracked sheet of paper to navigate the 3D virtual informa-
tion spaces above a tabletop. Interactive Whiteboards [160]
leverages hand-drawn input for exploring data through simple
charts. Ball and North [147] discussed embodied interactions,
such as physical navigation, by physically interacting with
large-scale visualizations for improving performance times
on analytics tasks through an empirical study.

Therefore, in visual analytics, the challenge of interaction
is to investigate its cognitive and perceptual impacts for inte-
grating human judgment in the data-analysis process, as well
as developing novel interactions by taking advantage of new
algorithms and devices.

3) INFRASTRUCTURE

Based on the observation gained in this survey, in the field
of visual analytics, there is an urgent need for a common
framework to accelerate the research and development of new
techniques. This has neither been fully valued nor discussed
in recent research.

A few frameworks have been proposed for various pur-
poses in visual analytics. For example, Aigner et al. [161]
proposed a conceptual visual-analytics framework specif-
ically for time and time-oriented data. Garg et al. [162]
describe a visual analytic framework which uses logic pro-
gramming as the underlying computing machinery to encode
the relations as rules and facts and compute with them.
Chen et al. [95], Brennan et al. [99] and Aragon et al. [163]
proposed three frameworks for collaborative visual ana-
lytics with different focuses. However, these frameworks
were designed for a specific domain/problem or data type.
None of them can be reused as a common framework,
which hinders the rapid development of visual-analytics tech-
niques, and communications in the visual-analytics research
community.

More importantly, the lack of a visual-analytics framework
that works on high-performance computing platforms, such
as Elasticsearch [164], Apache Kafka [165], and Apache
Spark [166], is especially frustrating for visual analytics of
large-scale data.
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Therefore, in visual analytics, the infrastructure challenge
is to develop reusable libraries and frameworks for com-
mon research questions, such as heterogeneous-data fusion,
collaborative analytics, information sharing, and large-scale
data processing, to accelerate the research of visual analytics,
and facilitate communications in the research community.
Such libraries and frameworks must support multiple levels
of abstraction, including unwrapping the logic within the
products, adding new reasoning and facts, and turning the
results into new products.

4) EVALUATION

As cognition, perception and analytical reasoning are sig-
nificant factors in the visual-analytics process, human infor-
mation discourse constitutes a challenge for evaluating the
utility, effectiveness, and trustworthiness of visual-analytics
applications. Some methods have been investigated for
evaluating visual-analytics applications, for example, insight-
and task-based methodologies for evaluating spatiotempo-
ral visual-analytics applications [167]. However, in various
application domains, the complexity of a visual-analytics
application still makes its evaluation a challenge.

For visual-analytics applications in different problem
domains, such as biology, medical, astrophysics, and geog-
raphy, three methods that adapted from the field of infor-
mation visualization are used, including case studies, user
studies based on controlled experiments, and expert reviews.
However, each of these methods has its own strengths and
weaknesses. For example, Tory and Moller [168] indicated
that expert reviews can quickly assess usability, however,
they may miss important issues in their evaluations due to a
lack of user involvement. More importantly, these methods
are mainly focused on evaluating the usability and effec-
tiveness of the visualization components of visual-analytics
applications, which lack an evaluation of the data analysis
components, such as accuracy and efficiency.

In addition, during the visual-analytics process, the uncer-
tainties in data may arise, propagate and compound, which
results in impaired decision making, misleading analysis
results, and misinterpretations [169]. This challenges the
trustworthiness of visual-analytics applications, which is one
of the most important evaluation criteria. Sacha et al. [170]
illustrated the relationship between human’s perceptual and
cognitive biases and the trustworthiness of visual-analytics
applications, in which the user’s awareness of the uncertain-
ties in the data is influenced by their perceptual and cognitive
biases. Presently, techniques, such as uncertainty modeling
and visualization, have been proposed to quantitatively char-
acterize and intuitively display the uncertainty information in
data sets [171], [172]. However, due to the complexity of the
visual-analytics process, there are still no widely accepted
evaluation techniques to ensure the trustworthiness of the
visual-analytics process.

Therefore, we need science, support structures and data
to perform encompassing evaluations of visual-analytics
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applications. The challenge of proposing a theoretically
founded evaluation framework for visual analytics is
expected to gain more interest in the field.

B. FUTURE DIRECTIONS

In spite of all the challenges, the rapid development of visual
analytics will lead to numerous opportunities for making
progress in many fields. Several future directions are dis-
cussed in this section to tackle many challenges and open
issues with visual analytics.

To address the scalability challenge of visual analytics,
investigating novel visualization algorithms and methods for
large-scale data is one significant research direction. In the
field of information visualization, most methods are focused
on relatively small data sets. For example, various stud-
ies [173]-[175] on PCPs for visualizing high-dimensional
data are limited when the size of the data is scaled up.
Therefore, re-designing these methods specifically for large-
scale data would be a potential solution for visual analytics of
large-scale data. In addition, since there are no strict bound-
aries among the proposed categorization of visual-analytics
applications, combining techniques from different categories
is a potential research direction. For example, combining
algorithmic dimension-reduction methods and parallel coor-
dinates would be a possible way for visual analytics of high-
dimensional data.

To facilitate collaboration and information sharing in
visual analytics, building a web-based framework for visual
analytics is a potential research direction. A web-based
framework could break temporal and spatial constraints in
communication and collaboration. Moreover, it could also
facilitate the integration of visual-analytics applications with
other big data platforms, since most recent big-data plat-
forms provide web services for accessing and processing the
data stored within them [176]. This will not only address
the scalability challenge of visual analytics but also will
accelerate the research and development of visual analytics.
Another future research direction of visual analytics is to
extend it into immersive and stereoscopic visualization (vir-
tual reality) environments. Although several devices, such as
consumer-grade 3D displays and immersive head-mounted
displays enable immersive and stereoscopic visualization
environments, the related visualization techniques have not
been explored extensively for information visualization and
visual analytics [177]. Investigating these new devices and
related visualization techniques could provide potential solu-
tions that address the scalability and interaction challenges of
visual analytics. In addition, to address the evaluation chal-
lenges, developing evaluation standards for visual analytics
by selecting and combining proper evaluation methods from
the fields of visualization and algorithmic data analysis [178]
is another possible direction.

The challenges and future directions discussed in this
section were selected based on the observations made in
this survey. For the entire field of visual analytics, there are
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many more challenges and opportunities than what have been
discussed in this section. Readers are hence encouraged to
use these as guides to deeper investigation and prospective
thinking toward future possibilities of visual analytics.

V. SUMMARY

Visual analytics is a fast-growing field of research combin-
ing strengths from visualization, data analysis, knowledge
discovery, data management, analytical reasoning, cognition,
perception, and human-computer interaction. Its goal is to
discover knowledge and gain insight from large and complex
data sets through integrating human judgment into the data-
analysis process.

This survey has drawn a complete picture of visual ana-
Iytics to direct future research by examining the related
research in various application domains. To avoid limit-
ing this survey to a specific data type or applications
domain, a novel categorization of visual analytics applica-
tions from a technical perspective was proposed. Based on
this categorization, an organized overview of visual analyt-
ics in over 200 publications was constructed, which dis-
cussed the theory, evolution, and trends of visual analytics,
and how visual analytics is applied in various application
domains was investigated. To better understand visual ana-
lytics, the human-information discourse of visual analytics
was discussed, a formal model of the visual analytics pro-
cess was summarized, which provided a detailed definition
of visual analytics, and the visual analytics mantra “Ana-
lyze/Overview first, interaction and visualization repeatedly,
insights in data” was presented. Under the proposed cat-
egorization, state-of-the-art techniques and applications of
visual analytics in different application domains that can
bridge the gap between the challenges of discovering knowl-
edge in large and complex data sets and visual analyt-
ics solutions were presented. Finally, an overview of the
major challenges and future directions of visual analytics
was given.
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ABSTRACT

Visual clutter and overplotting are the main challenges for vi-
sualizing large multidimensional data in parallel coordinates,
which greatly hampers the recognition of patterns in the data.
Although many automatic clustering and edge-bundling methods
have been used in parallel coordinates to reduce visual clutter and
overplotting, a scalable, transparent, and interactive approach
that allows analysts to interact with large data and generate
interpretable results of visualization in real time is lacking. To
solve this problem, we propose an approach, human-in-the-loop
edge bundling, to visually explore and interpret large multidimen-
sional data in parallel coordinates. This approach combines data
binning-based clustering and density-based confluent drawing,
which reduces much data processing time and rendering time. It
provides novel interactions, such as splitting, adjusting, and merg-
ing clusters, to integrate human judgment into the edge-bundling
process. These interactions make the underlying clustering trans-
parent to users, which allow users to generate interpretable visu-
alization without complex data clustering. The scalability of our
approach was evaluated through experiments on several large
datasets. The results show that our approach is scalable for large
multidimensional data, which supports real-time interactions
on millions of data items in web browsers without hardware-
accelerated rendering and big data infrastructure-based data pro-
cessing. We used a case study to highlight the effectiveness of
our approach. The results show that our approach provides an
interpretable way of visually exploring large multidimensional
data in parallel coordinates.

KEYWORDS

interactive visualization, human-in-the-loop, visual exploration,
multidimensional data, big data, parallel coordinates

1 INTRODUCTION

A multidimensional dataset contains numerical or categorical
dimensions (or features), with n(n > 3) dimensions and m data
items. To avoid confusion, in this paper, a data item is an n-
dimensional point, and a data point is the projection of a data
item to a particular dimension. Parallel coordinate plots (PCPs)
are widely used, and have become a standard tool for visualizing
multidimensional data [6]. In PCPs, axes corresponding to the
number of dimensions are aligned parallel to each other, and

Copyright © 2020 for this paper by its author(s). Published in the Workshop Proceed-
ings of the EDBT/ICDT 2020 Joint Conference (March 30-April 2, 2020, Copenhagen,
Denmark) on CEUR-WS.org. Use permitted under Creative Commons License At-
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data items are mapped to lines (or edges) intersecting the axes at
their respective values. The embedding of an arbitrary number of
parallel axes into the plane allows for the simultaneous display of
many dimensions to provide a good overview of the data, which
reveals intrinsic patterns and trends. However, when datasets are
large, PCPs create visual clutter and overplotting in which lines
are crossed and plotted on top of one another, overwhelming
the display, and obscuring the underlying patterns. This hides
information and hampers the recognition of patterns in the data.

Edge bundling [7] and automatic data clustering [10] are two
widely used approaches to reduce visual clutter and overplotting
in PCPs. Edge bundling bends similar lines to the center of vi-
sual clutters in groups to create more informative visualizations.
Automatic data clustering aggregates data points in groups that
can be visualized in an illustrative fashion using different forms
of edge bundling.

However, when datasets become large, these methods face
challenges in supporting real-time interactions (limiting the vi-
sual response in a few milliseconds) along with mechanisms for
information abstraction. Without interactions, these automatic
methods provide only groups that may contain interesting com-
binations of dimensions and data points, but do not give analysts
control over the data clustering and visualization processes, and
do not offer opportunities for analysts to take advantage of their
judgments and expertise.

In this study, we propose a web-based visual analytics sys-
tem that uses data binning-based clustering and density-based
confluent drawing to create a new edge-bundling paradigm in
PCPs for large multidimensional data. To the best of our knowl-
edge, this is the first web-based system that supports the HITL
(human-in-the-loop) edge-bundling process in PCPs through
specific interactions, such as splitting, adjusting, and merging
clusters of each dimension, for large multidimensional data. The
contribution of this study are as follows:

o New paradigm for edge bundling in PCP. Our approach
provides a novel edge-bundling paradigm (HITL edge
bundling) for the visual exploration of large multidimen-
sional data in PCPs. With the real-time interactions, such
as splitting, adjusting, and merging clusters, it enables
analysts to integrate their judgments and expertise into
the data clustering and edge-bundling processes of large
multidimensional data.

Fast, scalable, and transparent edge-bundling algo-
rithm. To support the real-time interactions of large data
in PCPs, we propose a fast, scalable, and transparent edge-
bundling algorithm that consists of two parts: 1) a data
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binning-based clustering method, and 2) density-based
confluent drawing.

o A web-based visual analytics system. We build a web-
based visual analytics system to support HITL edge bundling
in PCPs for large multidimensional data.

e Experiments, and a case study. We conducted experi-
ments and a case study on several datasets to highlight
the benefits of HITL edge bundling in PCPs for large mul-
tidimensional data.

The remainder of this paper is organized as follows: Section 2
presents the proposed approach. Section 3 reports the experi-
ments, a case study, and discusses the result. Section 4 draws
the conclusions of this study and discusses directions for future
work.

2 SYSTEM AND METHODS

In this section, we first describe the HITL edge-bundling process
with our system. Then, we introduce the methods used in the
system and the novel interactions provided by the system.

2.1 System Overview

Figure 1 shows the overview of our system. The system first
visualizes multidimensional data in a classic PCP without edge
bundling. For example, in Figure 1 (A), the Cars dataset [1] is
visualized in a classic PCP without edge bundling. The system
then bundles the edges according to the initial clusters for each
dimension as shown in Figure 1 (B). The system supports HITL
edge bundling by allowing analysts to split, adjust, and merge
clusters for each dimension, which is shown in Figure 1 (C).
During the HITL edge-bundling process, the system can update
the visualization according to the corresponding interactions
in real time for large multidimensional data. This makes the
underlying clustering process transparent to analysts. With the
interactions, analysts can integrate their judgments and expertise
into the edge-bundling process to generate visualizations that
can be better interpreted. For example, in Figure 1 (C), by creating
an empty cluster that ranges from 6 to 8 and a cluster with 0
diameter (ranges from 8 to 8) at 8 on the axis cylinders, we found
that all cars with eight cylinders in the dataset weighted between
3354 and 5140 kilograms. Moreover, by highlighting the subsets
that contains cars with eight cylinders in red, the patterns of
other features of these cars are clearly highlighted.

The rudiment of our system is the combination of data binning-
based data clustering and density-based confluent drawing, which
supports the real-time interactions for large multidimensional
data without hardware-accelerated rendering and big data infrast-
ructure-based data processing. Figure 2 shows the workflow of
our system, where the HITL process is highlighted in the dashed
line rectangle. The system first uses data binning to cluster data
points for each dimension with the default settings. Then the
density of each pair of clusters on two adjacent axes is computed,
and the edges are bundled and rendered through density-based
confluent drawing. Finally, users create a more interpretable vi-
sualization of edge bundling through the interactions, including
splitting, adjusting, and merging clusters.

2.2 Data Binning-Based Clustering

Data binning groups a number of more or less continuous values
into a smaller number of given data intervals (also called "bins") to
transform numerical variables into their categorical counterparts
[12]. Multidimensional binning is used to implement focus +
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context visualization in PCPs to represent outliers [9]. In this
study, we use one-dimensional (1D) binning to cluster data points
for each dimension with the following three considerations:

o In PCPs, for a single dimension, the clusters must be or-
dered because the data points are ordered.

o A data point belongs to only one cluster.

o For large data, to support HITL edge bundling in PCPs, the
clustering process must be fast, scalable, and transparent
to analysts.

With the first and second considerations, for each axis, the data
points are binned into ordered and adjacent clusters, which is
shown in Figure 3. Since a data point belongs to only one cluster,
there is no overlaps between clusters. This reduces the overplot-
ting of clusters in PCPs created by multidimensional clustering
methods, such as DBSCAN [5]. As shown in Figure 3, for each
axis, the data points are first grouped into the same number of
clusters. For a particular axis, the initial clusters have the same
initial diameters. Users then use the control points to split, adjust,
and merge clusters (see Section 2.4), which makes the clustering
process transparent for analysts. For an axis with k initial clusters
(the initial value of k is configured by users), the initial diameter
L is computed as:

L= (dmax - dmin)/k

where dmax and dp,in are the maxima and minima, respectively,
of the data points on the corresponding axis. For an axis, the
initial control points P; denotes the boundaries of clusters, which
are computed as:
Pi=dpin+ixLi=12..,k-1

Then, a data point d is grouped into a cluster C; as:

Pi1<d<Pii=1,2,...,k—-1

deciif {1 !
d>Pi_1,i=k

To reveal the internal patterns and distribution of data, we com-
pute the density of each pair of clusters and use it for density-
based confluent drawing (see Section 2.3). For two adjacent axes

. . s i J .

axisp and axisp41, a cluster pair (Caxis,,’ axis,M) consists of a

cluster in axis, and another in axis,+1, where C;xis is the i-th
n

. . J
cluster in axisy, and Caxism]

two adjacent axes, an edge containing two data points (dp, dn+1)
that belongs to a pair of clusters is defined as:
Difdy €C;

axisy

is the j-th cluster in axis,+1. For

J
/\dn+1 € Caxis"“

(dnsdns1) € (CL, ,C)

axisp’ ~axisps

The density D;,; of a pair of clusters is computed as:

N .C )

axisy’ ~axisps1
i Jj i J
i=1 Zj=1 N(Caxisn’ Caxisnﬂ)

where N(C! J

axisy’ T axispi1

Di,j: ,n=12,..

) is the number of edges that belong to
the cluster pair (Cf;xis,,’ Caxis" ).

The clustering process, including computing the clusters and
the density of cluster pairs, is linearly dependent on the number
of dimensions, the number of data points, and the number of
clusters (see Section 3.1). This fast and scalable clustering process
is the basis of real-time interactions (see Section 2.4), which
supports HITL edge bundling for large multidimensional data in
PCPs.

Categorical variables are not clustered using the above method.
Instead, we treat each category as a cluster.
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Figure 1: Overview of the system that supports HITL edge bundling in PCPs. A. Visualization of the Cars dataset [1] in a classic
PCP. B. Edge bundling of the dataset with 3 initial clusters for each dimension. C. Interpretable edge bundling of the dataset with a
subset highlighted (continuous path over axes) in red, which is generated through user interactions.

" Human in the Loop Edge bundliné‘

Interpretable Visualization

1
1
1
1
1
1
1
1
1
|
1
1
1
\

Human Judgment
& Expertise
) —
€
w — Interactions |
>
-
Rendering

Clustering Confluent Drawing

Figure 2: The workflow of the system.

2.3 Density-based Confluent Drawing

Confluent drawing is a technique for bundling links in node-
link diagrams. It coalesces groups of lines into common paths
or bundles based on network connectivity to reduce edge clut-
ter in node-link diagrams [2, 4]. In this study, we use confluent
drawing to coalesce edges that belong to a pair of clusters to
reduce visual clutter in PCPs, where we use the clusters as nodes
and edges between them as links. Each pair of clusters then has
only one bundled edge, which is shown in Figure 4. This elimi-
nates the occlusion and ambiguity near the bundle joints created
by bundling techniques that bundle edges by spatial proximity.
More importantly, it reduces rendering time by coalescing edges,
which supports real-time interactions for HITL edge bundling of
large multidimensional data in PCPs.

To reveal the information hidden by coalescing of the edges
and the distribution of the data points between axes, we use the
density D;,; of a pair of clusters (C: c l) to define the

axis,’ ~axisnpy
width W j of the coalesced bundle as follow:

I’Vi,j = Di,j X Wnax

Cluster
Control Point

Diameter

Data Point

Figure 3: Using 1D binning to cluster data points for each
axis in PCPs. The blue points are data points and the red points
are control points. An edge between the axes represents two data
points that belong to two clusters respectively. Elliptical areas
represent clusters in an axis. The initial k is 2. For each axis, the
two initial clusters have the same diameter. The two red clusters
form a pair of clusters. Its density is 0.4.

where Wp,qx is the width of a bundle with the density of one.
Winax is a constant and is configured by users.

To guarantee C!-continuity across axes, we draw bundles as
Bézier curves. Figure 4 shows the bundled edge of a pair of clus-
ters. Between two adjacent axes, the width of a bundle represents
the proportion of the data points (coalesced edges) that belong to
the corresponding cluster pair. This reveals the trend and distribu-
tion of the data items as well as outliers in large multidimensional
data in PCPs (see Section 3.2).
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Figure 4: Using the density-based confluent drawing to
bundle the edges that belong to a pair of clusters. For a
pair of clusters, the bundled edge is rendered as a Bézier curve
that starts from the center of a cluster and ends at the center of
another. Its width represents the density of the cluster pair.
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Figure 5: Interactions provided by our system for support-
ing HITL edge bundling. Double click on the axis area to add
a control point to split a cluster. Double click on a control point
to delete it to merge two clusters. Drag a control point along an
axis to adjust the adjacent clusters. Mouseover on a bundle to
highlight a subset with color. Drag an axis label to re-order the
axes.

2.4 Interactions for HITL Edge Bundling

In our system, in addition to common interactions in PCPs such
as re-ordering the axes and brushing (highlighting) [11], we use
specifically designed interactions to allow users to split, adjust,
and merge clusters. Our system updates the visualization ac-
cording to user interactions in real time, which is the key to
implement the HITL edge bundling process. These interactions
are supported by the combination of the data binning-based clus-
tering and the density-based confluent drawing. Figure 5 shows
the interactions provided by our system, which are described as
follows:

o Split a cluster. Each axis has a clickable area (called axis
area) around it, which is shown as gray rectangle area
around Axis A in Figure 5. Double-clicking on this area
adds a new control point to the corresponding position on
the axis. This control point splits the original cluster into
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two new clusters. In Figure 5, the red dashed line circle on
Axis A is a newly added control point by double-clicking.
o Adjust clusters. All control points can be dragged along
the axes. Dragging a control point to a new position ad-
justs the boundaries and the diameters of the two adjacent
clusters. Figure 5 shows dragging the control point on Axis
B to a new position (red dashed line circle on Axis B).
e Merge clusters. All control points can be double-clicked
to be deleted. The two adjacent clusters of the deleted
control point are merged into a new cluster.
Highlight bundles over axes. Hovering the pointer over
a bundle highlights it and its related bundles in red. Only
bundles with a density greater than a threshold will be
highlighted. The threshold is a constant and is configured
by users.
Re-order axes. The labels of axes can be dragged to the
front or back of other labels to re-order them to the corre-
sponding positions.

3 EVALUATION

In this section, we evaluate the scalability and the effectiveness
of our system through experiments and a case study on the Office
Occupancy Detection dataset [3] and the Cars dataset [1].

3.1 Experiments

To examine the scalability of our system, we synthesized several
large datasets based on the office dataset. All experiments were
conducted on the same laptop without big data infrastructure-
based data processing and hardware-accelerated rendering.

In our system, the HITL edge-bundling process contains two
time-consuming processes: the data binning-based clustering and
the density-based confluent drawing (rendering process). We first
performed a run time analysis of the clustering process. Table
1 shows the run times (measured by the second) of the cluster-
ing process on large multidimensional datasets (with different
number of dimensions, data points, and clusters). According to
Table 1, the computation time of data binning-based clustering is
linearly dependent on the number of dimensions, the number of
data points, and the number of clusters. More importantly, this
data binning-based clustering is much faster than other cluster-
ing algorithms used for bundling edges in PCPs. For example,
Palmas et al. [10] used a density-based clustering method for
each dimension independently to bundle edges in PCPs, which
takes approximately 60 seconds to cluster 10° data points for
one dimension. By contrast, our clustering method takes approx-
imately 1 seconds to cluster 10° data points for four dimensions.

We then examined the efficiency of the rendering process by
comparing the rendering time of our method with both the clas-
sic PCP and Lima et al’s edge-bundling PCP [5] that also uses
confluent drawing to coalesce edges. To compare the rendering
time, all three PCPs were implemented with the same JavaScript
library (D3.js) and rendered in Chrome. The times needed for
rendering the axes, labels, and stickers were not included, which
are constant regardless of the number of data points. Table 2
shows the rendering time of the three methods (measured by the
second) on the datasets that has six dimensions and the different
numbers of data items. For our method and [5], each dimension
has 3 clusters. According to Table 2, the classic PCP and [5] take
1.7672 and 3.6989 seconds to visualize 10° data points. The clas-
sic PCP takes 8.7183 seconds to visualize 5 x 10° data points
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Table 1: Run-time analysis of the data binning-based clus-
tering

Dimensions Data Points Clusters Run-time

2 104 3 0.0169
2 104 4 0.0167
3 104 3 0.0230
3 104 4 0.0277
2 10° 3 0.0505
2 10° 4 0.0554
3 10° 3 0.0937
3 10° 4 0.0996
4 10° 3 0.1175
4 10° 4 0.1404
4 10° 10 0.2574
4 10° 20 0.4139
4 10° 30 0.5495
4 10° 40 0.6892
4 10° 50 0.8872
4 106 3 0.8211
4 100 4 0.9398

Table 2: Comparison of the rendering time

Data Points  Our Method Classic PCP [5]

10% 0.00243 0.0273 0.0503
104 0.00231 0.1916 0.3740
10° 0.00230 1.7672 3.6989
5% 10° 0.00229 8.7183 N/A
100 0.00248 N/A N/A

and crashes the browser when visualizing 10° data points. The
method [5] crashes the browser when visualizing 5 x 10° data
points. By contrast, the rendering process of our method is inde-
pendent of the number of data points, which takes approximately
0.002 seconds for each dataset.

3.2 Case Study

To assess the effectiveness of our system, we compared our
method with the classic PCP and several algorithmic analysis
methods with the office dataset. The office dataset uses the data
on temperature, humidity, light, and CO; to detect the occupancy
of an office room. It has five dimensions and 20,560 data points
for each dimension.

Figure 6 shows the visualization of the office dataset in the
classic PCP and our system. Figure 6¢ shows the visualization
in our system, which is generated by a user who does not have
knowledge of the dataset. In Figure 6b and Figure 6c, the red
bundles are the subsets highlighted by hovering the pointer on
the widest bundle between the axes of light and occupancy. The
extreme narrow bundles (data points with extreme low densi-
ties) are visualized as the dashed lines to detect and highlight
the outliers (rare data points that raise suspicions by differing
significantly from the majority of the data [8]) in the dataset. By
comparing Figure 6a and and Figure 6c, it is clear that for large
multidimensional datasets, our method reduces the visual clutter
and overplotting in the classic PCP and reveals the patterns in
the data.
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Figure 6: The visualization of the office dataset in the clas-
sic PCP and our system. (a) Visualization of the office dataset
in the classic PCP. (b) Visualization of the office dataset in our
system with 4 initial clusters for each dimension. (c) Visualiza-
tion of the office dataset in our system generated by a user who
does not have knowledge of the dataset.

Moreover, by integrating human judgments into the edge-
bundling process, our method creates a interpretable visualization
in PCPs for the office dataset. For example, during the HITL edge-
bundling process (from Figure 6b to Figure 6¢), the user obtained
the following findings:

o Finding 1. The dataset contains outliers which are high-
lighted by the dashed lines in Figure 6c.

e Finding 2. When the value of light is smaller than 354
Lux, the room is considered unoccupied. When it is be-
tween 354 and 1131 Lux, the room is considered occupied.
The accuracy of this estimation is higher than 90% (the
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Table 3: The comparison our system with the algorithmic
methods in [3].

Criteria Our Method [3]
Finding 1 Yes No
Finding 2 Yes Yes
Finding 3 Yes Yes
Finding 4 Yes Yes
Interpretability Interpretable Black-box process

visualization of training the mod-
with transparent els.
clustering process.
Processing time Real-time. Time for training
and selecting mod-

els.

estimated sum of the densities of the two widest bundles
between the axes of light and the occupancy).

Finding 3. When the temperature is between 19 and 22 °C,
the room is considered unoccupied. When the temperature
is higher than 22 °C, the room is considered occupied.
The accuracy of this estimation is higher than 80% (the
estimated sum of the densities of the two widest bundles
between the axes of temperature and light).

Finding 4. Using all features may reduce the accuracy of
prediction. Humidity has a much weaker correlation with
occupancy than other features.

Candanedo and Feldheim tested linear discriminant analysis,
classification and regression trees, and random forest on the
office dataset to detect the occupancy of rooms [3]. In Table 3, we
compared the findings obtained in our system with that obtained
in [3] of the office dataset. It shows that our system obtained
more findings of the data than the algorithmic methods in [3]. We
also compared the interpretability of our system with that of the
algorithmic methods in [3]. It shows that without the black-box
process of training the models, our system is more interpretable
with the visualization by integrating human judgments into the
edge-bundling process. Moreover, our system can obtain the
result faster by eliminating the time to train the models.

3.3 Discussion

Our approach uses data binning to create initial clusters for each
dimension. For a particular dimension, it divides the entire range
of values into a series of consecutive, non-overlapping and equal-
size intervals (clusters/bins). By computing the density of cluster
pairs, our approach counts the number of data points for each
cluster, which is represented by the total width of the bundled
edges starting from the cluster. Therefore, the initial clustering re-
sults in our approach is an adapted histogram for each dimension.
With the appropriate initial number of clusters, it can capture
the accurate distribution of data points for each dimension. This
is the basis for users to use their judgments and expertise in the
edge bundling process and generate interpretable visualization.
With HITL edge bundling, to obtain the final interpretable visual-
ization, for example, from Figure 6b to Figure 6c, users may need
several iterations to adjust the initial clusters for each dimension,
such as merging a cluster with small density to an adjacent clus-
ter, or splitting a cluster with large density to obtain more details
of data. This process may take 1 or 2 minutes. However, during
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this process, users can continuously gain insights from data and
visualization.

4 CONCLUSION AND FUTURE WORK

In this study, we proposed HITL edge bundling and built a system
based on it to support the visual exploration of large multidi-
mensional data in PCPs. The system provides an interpretable
visualization, which reduces the visual clutters and overplotting,
and eliminates the occlusion and ambiguity of large multidimen-
sional data in PCPs. More importantly, the system provides the
specifically designed interactions, including splitting, adjusting,
and merging clusters, to integrate human judgments into the
edge-bundling process in real time. We evaluated the scalability
and effectiveness of the system through experiments and a case
study. We compared our system with the classic PCP and the
algorithmic analysis methods. The results show that our system
provides a scalable and interpretable way of visually exploring
large multidimensional data in PCPs.

Anchoring bundled edges in different positions, such as the
mean/centroid position of all data points in a cluster, could be
investigated in the future to improve the continuity across axes
and reveal more information of clusters. This requires more com-
putation and may delay the visual response of the interactions.
The interactions and color effects (highlighting subsets in dif-
ferent colors) of the system are not fully evaluated. This can be
done in a qualitative user study in future work.
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