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Abstract

Heat-treatable aluminium (Al) alloys gain their strength from the formation of nanoscale,
metastable precipitates upon artificial ageing at elevated temperatures. The precipitates
are preceded by solute clusters or Guinier-Preston (GP) zones formed in the initial stages
of artificial ageing or during natural ageing at room temperature prior to artificial ageing.
Understanding the atomic structure of both clusters, GP zones and precipitates and how
they evolve is important for developing new alloys and also for modelling the mechanical
properties of Al alloys. One of the most powerful methods for characterising materials on
the nanoscale is transmission electron microscopy (TEM). TEM was the main character-
isation tool in this work. In particular, atomically resolved high-angle annular dark-field
(HAADF)-scanning transmission electron microscopy (STEM) and scanning precession
electron diffraction (SPED) have been the main characterisation methods to investigate the
materials. HAADF-STEM enables incoherent imaging of crystal lattices, with the advantage
of yielding a contrast that increases monotonously with the atomic number. In SPED, a
precessing probe is scanned across a region of interest in the sample and a diffraction pattern
is recorded for each probe position, yielding a four-dimensional dataset. With this technique,
information about the distribution of precipitate phases is attainable and regions up to
µm2 can be probed. This enables phase mapping of precipitates or clusters and gives better
statistics of the relative phase fraction in comparison to HAADF-STEM. Such datasets require
more sophisticated data analysis as compared to traditional image analysis.

This thesis contains six research papers. The first three concerns the GP zones forming in Al-
Zn-Mg alloys during natural ageing and their influence on artificial ageing. The next two pa-
pers are related to the effect of heavy deformation and natural ageing on precipitation in an
Al-Cu-Mg-Si alloy. A majority of the publications relies on analysing SPED data and the last
paper is dedicated to comparing data analysis approaches for phase mapping of precipitates
in Al alloys by SPED.

Paper Ipresents thefirstHAADF-STEMimages revealing theatomic structureof theGPI zones
inAl-Zn-Mgalloys. Atomicmodelswere preparedbased on the images andboth density func-
tional theory calculations andelectrondiffraction simulations verified themodels. Aunitwith
high Zn/Mg ratio was found to be the fundamental building block for all GPI zones. The unit
is referred to as a truncated cube octahedron (TCO) since the atomic configuration can be ex-
plained as a partial substitution of Mg and Zn on the Al lattice and its surrounding TCO shell.
The unit was found to connect along different Al directions to form larger zones and the indi-
vidual zones exhibited variations in atomic structure.

Paper II presents the first experimental PED patterns of single GPI zones in Al-Zn-Mg alloys.
The PEDpatternswere comparedwithmultislice electron diffraction simulations fromdiffer-
entdensity functional theory relaxedmodels. The studyprovidedevidence that theoctahedral
site of the central column in the TCO unit was sometimes occupied.
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Paper III concerns the evolution of precipitates from the naturally aged state, consisting of
a dense distribution of GPI zones and a small population of η′ precipitates, to the peak aged
condition during artificial ageing. Upon the initial stages of artificial ageing, the hardness rap-
idly decreased. Based on APT, this condition had clusters of similar size and number density
as in the naturally aged condition. HAADF-STEM revealed that the clusters in this condition
showed less ordering as compared to the GPI zones in the naturally aged condition. The pres-
ence of η′ also increased from 2% to 18%. The decrease in hardness was attributed to the η′
precipitates and clusters in this condition contributing less to hardness as compared to the
GPI zones in the naturally aged condition. In the peak aged condition η′ co-existed with η1, η2
and T′ phases. The assumingly first PED pattern from a single T′ phase was presented.

Paper IV studies the effect of combined heavy pre-deformation and naturally ageing on the
precipitation in an Al-Cu-Mg-Si alloy. SPED and HAADF-STEM enabled a detailed charac-
terisation of the precipitates in the pre-deformed conditions. In the undeformed material, L
phases and structural units ofGuinier-Preston-Bagaryatsky zoneswere theonly observedpre-
cipitates. The L phase was the dominant phase in the undistorted regions of the Al lattice in
the pre-deformed conditions. In the vicinity of the deformation induced defects, the C and E
phases were the dominant phases. The E phase had previously been reported, but its crystal
structure was elucidated on in this work. This phase has was shown to nucleate preferentially
on dislocations and has never been observed in undeformed 6xxx alloys.

Paper V investigates the effect of adding Fe to the Al-Cu-Mg-Si alloy in Paper V. The thermo-
mechanical treatment consisted of naturally ageing, 80% pre-deformation, artificial ageing
to peak age, 50% deformation before a short, final artificial ageing treatment. The Fe added
alloy and the standard alloy were characterised both in the undeformed and deformed con-
ditions. The presence of primary bcc α-AlFeSi particles were twice as high in the Fe added
alloy as compared to the standard alloy. This caused a lower number density of precipitates
in the undeformed condition. In the deformed conditions, SPED revealed that the addition
of Fe affected the relative ratio of precipitates nucleated on deformation induced defects as
compared to precipitates nucleated in the bulk. The precipitation in the Fe added alloy was
more heterogeneous as compared to the precipitation in the standard alloy.

Paper VI is concerned with comparing different strategies for phase mapping of precipitates
by SPED in Al alloys. The strategies included non-negative matrix factorisation, a vector ana-
lysis approach, templatematchingandartificial neuralnetworks. Adatasetwasobtained from
an Al-Cu-Mg-Li alloy containing T1 and θ′ precipitates. These precipitates had different ori-
entation relationships andmorphologies andwere thus discernible in images. A ground truth
imagewascreatedandcomparedwith thephasemapsobtained fromall four approaches. The
goal of this work was to compare different strategies for phase mapping in terms of accuracy
and reproducibility.



Preface

This thesis has been submitted to the Norwegian University of Science and Technology
(NTNU) as a part of the fulfilment of the requirements for the degree of Philosophiae doctor
(PhD). The scientific work was conducted between 2018 to 2022 at the TEM gemini centre
at NTNU, Trondheim. Professor Randi Holmestad has been the main supervisor with
doctor Sigurd Wenner, professor Antonius T. J. van Helvoort and professor Jaakko Akola as
co-supervisors.

Thiswork has been conducted as part of theAllDesign project in theNTNUDigitalizationpro-
ject. The goal of the AllDesign project is to create a digital materials platform for intermetal-
lic alloy design with focus on aluminium-based alloys. This requires microstructural invest-
igations at the nanoscale, which in this thesis is provided by TEM studies of wrought, heat-
treatable aluminium alloys.

This thesis is divided into three main parts. Part I provides the background and motivation
for the thesis and introduces aluminium and precipitation hardening as well as TEM. Part II
presents the research and includes an overview of the alloys studied andmicroscopes used in
the thesis. The results are summarised and discussed. Part III contains the results presented
as six journal publications. Thepublications are either acceptedor soon ready tobe submitted
to peer-review journals of international standards.
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Chapter 1

Introduction

1.1 Motivation
Whenmost people hear theword ’aluminium’, they think of everyday convenience items such
as soda cans and aluminium foil and not necessarily a high strength material. While this is
true, aluminium is a versatilematerial - it can be designed to be thin and bendable, it can also
be processed for applicationswhere strength and durability are themost important consider-
ations - from applications in the transport industry to the construction industry. Once more
expensive than gold, the average price of aluminium has steadily decreased, albeit with local
variations, since the 1900s. This is attributed to an increase in the production efficiency and
today aluminium is the most heavily consumed non-ferrous metal in the world [2, 3]. Alu-
minium is the third most abundant element in the Earth’s crust [3]. Its unique properties
such as light weight, high strength and resistance to corrosion make it an ideal material for
many applications, such as in the automotive-, construction and packaging industry. Pure
aluminiumhowever has a low strength, thus other elements are added,mainly to improve the
strength. Typical tensile strengths range from 40MPa of pure aluminium to strengths exceed-
ing 700MPa depending on composition and thermomechanical history of the alloy. The high
strength, in combination with the low density of aluminium, has made it an attractive choice
in applications where specific strength is a major design consideration. Worldwide, about
27% of the produced aluminium products are used in the transportation industry, enabling
a weight reduction in automotive, aerospace and railway components [4]. The potential for
reducing theCO2 emissions from the transportation industry is considerable given that about
20%of our global energy andprocess CO2 emissions originate from transportation, and about
20% of that could be reduced through lightweighting [4]. From amanufacturing perspective,
aluminiumalloys are ideal candidates for vehicular lightweightingdue to their formability and
high specific strength [5]. Thus, substituting steel with aluminium alloys in e.g. automotive
applications can be an effective way of reducing the CO2 emissions from the transportation
industry.

Aluminium alloys are classified as either wrought or cast alloys, depending on whether they
are worked or cast into their final shape. Wrought products account for 75-80% of the alu-
miniumproduction [6]. Thewrought alloys canbe furtherdivided intoheat-treatable andnon
heat-treatable. The heat-treatable alloys undergo a heat treatmentwhere the goal is to optim-
ise the final properties of the alloy for its intended use. The final step of the heat treatment is
called age hardening. Age hardening of aluminium alloys has been known since early 1900s
when Dr. Alfred Wilm started work to improve the strength of aluminium alloys [7]. He was
already aware that the strength of steels could be improved if the right compositions where
cooled fast enough. Inspired by this, he prepared numerous Al-Cu alloys and quenched them
at different rates only to realise that some of the alloys were evenweakened by this treatment.
The story tells that he interrupted his work to go sailing for the weekend. Upon his return,
he was surprised to find that the hardness and tensile properties had improved significantly

3



4 Introduction

during his two days of absence. He continued his experiments and by 1906 an aluminium al-
loy named duraluminumwas patented [7]. The alloy is still used today, over 100 years after its
discovery. Examination of themicrostructure of duraluminumbyopticalmicroscopy failed to
reveal any change that could account for the response to age hardening. In 1919, it was pro-
posed that precipitation from a supersatured solid solution (SSSS) accounted for the increase
in hardness [8]. The first experimental evidence of Cu-rich zones was by Guinier and Preston,
working independently in1937 [9, 10]. ThezoneswerenamedGPzonesafter their discoverers,
but was first observed by TEM in 1959 [11].

Today, we know that the hardening at room temperature discovered by Wilm is attributed to
the formation of nano-sized clusters or GP zones. This phenomenon is called natural age-
ing (NA). The hardening process can be accelerated by aging at elevated temperatures, known
as artificial ageing (AA). During AA, semi-coherent, metastable precipitates that significantly
affect the mechanical properties, nucleate. Which type(s) of precipitates that nucleate and
their distributions are determined by the composition and thermomechanical history of the
alloy. Extensive research during the last 30 years has improved our understanding of the pre-
cipitates. Today the crystal structure of the most important precipitates is known [12]. Less
is known about the crystal structure of the clusters. This is not surprising, considering that
the size of the clusters is 1-3 nmwhich is small compared to the size of peak aged precipitates
which typically extend through the whole TEM thickness (∼ 30-100 nm).

It is well established that the presence of clusters or GP zones prior to AA affects the precipita-
tion behaviour and thereby the final mechanical properties of the material. This is especially
true for theAl-Mg-Si(-Cu)alloy system,where theclusters canbedetrimental to thefinalprop-
erties of the alloy [13]. In Al-Zn-Mg alloys, the GP zones formed during NA cause a decrease
in uniform elongation, which is undesired in engineering applications [14]. How the clusters
affect the subsequent precipitation is highly dependent on the crystal structure of the clusters
and zones. If a phase transformation can occur from clusters to precipitates, the ageing time
will be decreased. In the event that a phase transformation cannot occur, the supersaturation
will be lower as compared to the case of direct AA and the precipitation kinetics will hence
be lowered. Another factor to consider is that vacancies can be bound to the clusters, hence
lowering the vacancy concentration available for diffusion [15]. The effect of NA clusters on
the formation of hardening precipitates during AA is hence also dependent on the AA temper-
ature. If the clusters dissolve during AA, the bound vacancies will be redistributed in the solid
solution, increasing the precipitation kinetics. The dissolution of clusters is dependent on the
AA temperature and thealloy composition. Parts of this thesis concerns the crystal structureof
GP-zones in Al-Zn-Mg alloys, alongwith how theGP-zones and clusters affect the finalmicro-
structure and properties of both Al-Mg-Si(-Cu) and Al-Zn-Mg alloys in their aged condition.
Themain characterisation tool has been TEM.

TEM is a powerful and versatile tool for characterising materials on the nanoscale. One of
its main advantages is the ability to detect different complementary signals from the same
volume simultaneously, along with its sub-nanometer resolution and the ability to detect
particles embedded in a host material. Improvement of existing techniques and the advent
of new techniques related to TEM have improved our understanding of many solid state
materials. As mentioned, the first direct observation of GP zones in Al-Cu alloys was enabled
by the invention of TEM. The advent of aberration corrected TEMs revolutionised atomically
resolved HAADF-STEM in the early 2000s [16], enabling accurate estimations of the crystal
structure of the most common precipitate types in aluminium alloys. With this technique,
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an incoherent image where the contrast of each atomic column increases monotonously
with Z-number, is formed [17]. Today, in the 2020s, 4D-STEM has gained a reputation as
a robust and versatile technique for various characterisation tasks [18]. In 4D-STEM, a
convergent probe scans a 2D region of the specimen while recording the diffraction pattern
for every probe position, creating a 4D dataset. Several gigabytes of data is usually collected
in 4D-STEM and the analysis rely onmore sophisticated data analysis strategies as compared
to conventional image analysis. It is hence of interest to implement data analysis tools as
open-source codes, freely available for the community. The TEM group at the TEM Gemini
Centre has a long experience investigating precipitation in aluminium alloys both with
HAADF-STEM [12, 19] and more recently with SPED [20, 21], a subcategory of 4D-STEM. In
this thesis, HAADF-STEM has been combined with SPED to study aluminium alloys in both
the NA and AA conditions. HAADF-STEM and SPED have been the main TEM techniques
and novel data analysis approaches have been implemented to analyse the SPED datasets.

1.2 Objectives and scope
1.2.1 Objective
This PhD work is part of the NTNU Digital Transformation initiative AllDesign. One of the
main objectives of AllDesign is to provide fundamental insight on solid-state precipitation in
aluminium alloys based on synergistic multiscale modelling, and its impact on macroscopic
properties and manufacturing processes [22]. The overall objective of this thesis has been to
provide experimental results that can be used to develop a multiscale modelling framework.
For this thesis, this overall objective is divided into three main objectives: (i) increasing the
understanding of early stage ageing in Al-Zn-Mg alloys, (ii) investigating how NA and heavy
deformation affects the precipitation in Al-Cu-Mg-Si alloys and (iii) developing data analysis
approaches forphasemappingofbothGPzonesandprecipitates inheat-treatable aluminium
alloys.

1.2.2 Scope
It is important to state that several limitations apply to the work presented in this thesis. First
of all, the work is experimentally oriented, with the exception of TEM image- and diffraction
simulations to interpret experimental results. Some of the results are supported by density
functional theory calculations and atom probe tomography, executed by colleagues working
in collaborative projects. The main characterisation tool in this work was transmission elec-
tron microscopy along with hardness measurements. The purpose of the study was not to
provide theoretical insight to the solute clustering process, but rather to provide fundamental
microstructural studies of features only accessible by state-of-the-art instrumentation. In-
creasing the understanding of microstructural development during AA is the main focus of
this work. Amajority of the work has relied on SPED and hence the development of data ana-
lysis approaches has also been an objective for this thesis.
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Chapter 2

Aluminium alloys and precipitation

2.1 Aluminium and its alloys
Aluminium (Al) is well known for its low density, 2.7 g/cm3 and high electrical- and thermal
conductivity [3]. It is resistant to atmospheric corrosion, owed to the formation of an adhesive
oxide layer protecting thematerial further attack. In its pure form, Al has a face-centred cubic
(FCC) crystal structure. It belongs to spacegroup number 225 (Fm3̄m). The lattice constant of
Al at room temperature is 4.045Å.

Metals are seldom used in their pure form in commercial applications. Instead, fractions of
one ormore other elements are alloyed with the basemetal to tailor the properties of thema-
terial [23]. One of the most common reasons for alloying is to improve the strength. Al is no
exception in this context: Al in its pure form has a low strength and is not suitable in applic-
ations where resistance to deformation is of concern. Whereas pure Al has a tensile strength
of around 40 MPa, the strongest alloys exhibit tensile strengths exceeding 700 MPa [24]. The
low density combinedwith high strength havemade Al alloys attractive in applications where
specific strength is a major design consideration. The properties of Al is highly dependent
on the complex interaction of chemical composition andmicrostructural features developed
during thermomechanical processing. Al alloys can be categorised as either cast or wrought
alloys, dependingonwhether they are cast orworked into their final shape, respectively. Heat-
treatable alloys, alloys that hardened by heating at elevated temperatures, exist in both cat-
egories. An overview of the wrought alloys, their main alloying elements and heat-treatability
is given in Table 2.1 [2]. These alloys are denoted using a four digit system, where the first di-
git denotes the the main alloying element(s). Main alloying elements include Copper (Cu),
Magnesium (Mg), Manganese (Mn), Silicon (Si) and Zinc (Zn).

Table 2.1: Overview of the wrought alloys andmajor alloying elements.

Series Major alloying elements Heat treatable

1xxx Al > 99% No
2xxx Cu(, Mg) Yes
3xxx Mn No
4xxx Si No
5xxx Mg No
6xxx Mg, Si(, Cu) Yes
7xxx Zn, Mg(, Cu) Yes
8xxx Other elements No/yes

7
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2.2 Material properties andmicrostructure
The strength of amaterial is determined by its resistance to plastic deformation when loaded
beyond its elastic limit [23]. Plastic deformation occurs by glide, the passage of dislocations
along the certain crystallographic planes of the material. For Al, having an FCC crystal struc-
ture, glide occurs along the {111} planes in the 〈1̄10〉 direction. The different strengthening
mechanisms aim at increasing the resistance for dislocations to glide. There are several ways
of increasing the resistance. For Al, the most important strengthening mechanisms include:
solid solution hardening, strain hardening, grain refining and age hardening. The mechan-
isms are made possible by thermomechanical treatments in combination with the addition
of alloying elements. The thermomechanical treatments change the microstructure, i.e. the
grain size, dislocation density, phase distribution and the texture of thematerial. These para-
meters strongly influence the macroscopical properties of the material. For this reason, con-
trol of microstructure during thermomechanical processing is important [25].

2.2.1 Stress strain behaviour of materials
One commonway tomeasure the stress-strain behaviour ofmaterials iswithuniaxial deform-
ation performing a tensile test [26]. A specimen with initial cross section q0 and length l0 is
mounted into amechanical testingmachine where it is elongated with a constant speed, and
both the elongation ∆l and the applied force F are measured. The engineering stress is ob-
tained by σ = F/q0, while the engineering strain is defined as the elongation normalised by
the initial length, ε = ∆l/l0. An example of an engineering stress-strain curve is schematically
shown in Fig. 2.1.

Figure 2.1: Schematic illustration of the engineering stress-strain curve of ductile materials.

Upon the initial stages of deformation, the engineering stress is proportional to the engin-
eering strain. This relation is known as Hooke’s law and constitutes the elastic region of the
stress-strain curve. It is characteristic for elastic deformation that the solid spontaneously re-
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verts to its original, undeformed shape when the forces are removed. Certain materials can
be deformed to strains much larger than the elastic limit before they fracture, owed to their
ability to deform plastically. During plastic deformation, the shape of thematerial is changed
upon unloading. Materials exhibiting this behaviour are called ductile as opposed to brittle
materials which fracturewithout significant plastic deformation. The end of the elastic region
is marked by the yield stress, σy. Beyond this limit, the material deforms plastically and the
stress increases with increasing strain, this is known as strain hardening. At a certain strain,
the stress reaches a maximum known as ultimate tensile strength (UTS). Beyond the UTS, the
stress decreases until finally the material fractures. The stress-strain curves can take many
shapes and forms depending on the material and the thermomechanical history. The yield
strength, fracture elongation andUTS are important properties used tomeasure the perform-
ance of Al alloys.

2.2.2 Thermomechanical processing of heat-treatable aluminium alloys
Fig. 2.2 shows the different steps in a typical thermomechanical treatment of heat-treatable
Al alloys along with themicrostructure associated with each step.

Figure 2.2: The typical thermomechanical processing steps and corresponding microstructure of heat-
treatable Al alloys. Figure adapted from Ref. [25].

When the Al is cast, the solidification process produces equilibrium or metastable primary
particles [25]. These coarse particles are often insoluble in the solid state after casting and are
also often incoherent with the matrix. Due to the low solubility of iron (Fe) in Al and the in-
evitable presence of Fe as an impurity from bauxite, the primary particles often contain Fe.
The presence of primary particles can be detrimental to the strength and one of themain pur-
poses of the homogenisation is to produce amore uniformmicrostructure by a redistribution
of the elements [27]. For instance, the β-AlFeSi intermetallic particle is transformed to the
more favourable α-AlFeSi phase in this step [28]. Homogenisation also facilitates the precip-
itation of other fine particles known as dispersoids. Elements such as Zr, Cr andMn are often
added to Al alloys to precipitate dispersoids to inhibit recrystallisation. The subsequent step
involves hot working, which can include hot rolling or extrusion, depending on the applica-
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tion of the product. Prior to hotworking, themetal is pre-heated to dissolve particles thatmay
have formed to soften the material. In the hot working process, the billet is subjected to high
temperatures and plastic deformation. Significant dynamic recovery usually occurs during
hot working, whereby the dislocations rearrange themselves to form sub-grains.

After hot working, the alloy may undergo solution heat treatment (SHT) to create a SSSS. The
SHT is followedbyquenching, i.e. rapid cooling, tomaintain the SSSS and toquench in vacan-
cies, i.e. vacant lattice sites. The vacancy concentration may be several orders of magnitude
higher than normal, depending on the quenching rate and temperature. By quenching, the
vacancy concentration of the high temperature is maintained. This state is unstable and if
kept at room temperature (RT), clusters form accompanied by a gradual increase in hardness
[29, 30]. This process is known as NA. When the clusters achieve periodicity in one or more
spatial dimensions, they are often referred to as GP zones after their discoverers in 1938 [9,
10]. During the subsequent AA performed at elevated temperatures, precipitates nucleate. In
the following subsection, the influence of the introducedmicrostructural features will be dis-
cussed in terms of strengtheningmechanisms commonly seen in heat-treatable Al alloys.

2.2.3 Lattice defects and strengtheningmechanisms of aluminium
Fig. 2.3 shows an illustration of various defects in the Al lattice and their corresponding strain
fields. Compressive and tensile strain fields are illustratedby green and red gradients, respect-
ively.

Point defects and solid solution hardening
If an Al atom is removed from the lattice, a vacancy is formed. A vacancy contracts the site dia-
meter by approximately 20% [3]. Atoms of different elements are always present in Al alloys,
either they are intentionally added to tailor the properties of the alloy, or they are unwanted
elements from the processing stage. The solutes have a different effective diameter compared
to Al. Depending on the size of the solute, the solutes either substitute the Al atoms or they
are placed in an interstitial position, i.e. we distinguish between substitutional and intersti-
tial solutes. The atomic radii of the substitutional solutes compared to the atomic radii of Al
determine whether their incorporation into the lattice causes compressive or tensile stresses.
The solutes will distort the lattice and the distortion by the solid solution will impede disloca-
tion glide. This is called solid solution hardening and the contribution from the solid solution
to the yield stress can be expressed as [31, 32]:

σss = ΣikiC
2/3
i , (2.1)

whereCi is the concentration of a specific alloying element in solid solution and ki is the cor-
responding scaling factor.

Dislocations and strain hardening
Dislocations are line defects in crystals and as mentioned, they contribute to the deforma-
tion of the crystal. Two types of ideal dislocations exist, namely edge and screw dislocations.
In general, most dislocations consist of a combination of edge and screw components. Edge
dislocations can be interpreted as an extra half-plane of atoms in the lattice, as shown in Fig.
2.3. The long-range strain field associated with an edge dislocation is compressive where the
extra half-plane is inserted and tensile at the opposite side. A dislocation is characterised by
the magnitude and direction of the slip movement, which is called the Burgers vector ~b. For
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Figure 2.3: Lattice defects in the Al lattice along with their distortions in the lattice. Compressive- and
tensile strain fields are illustrated by green and red gradients, respectively. Figure adapted from Ref. [3].

Al, the magnitude of the Burgers vector is equal to 〈110〉a/2 = 2.86 Å. The line vector ~t is per-
pendicular to the Burgers vector for edge dislocations, while for screw dislocations the two
quantities are parallel. The yield stress σy characterises the start of plastic deformation. The
start of plastic flow is equivalent to the onset of large scale dislocation motion. Dislocations
become mobile when subjected to a force which has a component parallel to the slip plane
in the slip direction. In a single crystal, the stress at which dislocations glide freely is called
the critical resolved shear stress (CRSS). For polycrystals, the CRSS is related to the yield stress
through theTaylor factor,M . Dislocations interact via their elastic strainfields. Apositive edge
dislocation attracts a negative edge dislocation lying on the same slip plane so that their re-
spective strain fields should cancel. Not all dislocations can glide in the usual manner, they
can act as obstacles for other dislocations. As deformation proceeds, the dislocation dens-
ity ρd increases when dislocation generation andmultiplication occur faster than dislocation
annihilation. This is mechanism is causing the strain hardening. The contribution from the
dislocations to the yield stress can be expressed as [3, 31, 32]:

σd = MαGb
√
ρd, (2.2)

where α is a constant of the order 0.2-0.3, depending on the alloy composition, and G is the
shear modulus.

Grain refining
Al is usually polycrystalline, i.e. it consists of many different, individually oriented crystals
known as grains. The atoms in the three-dimensional regions between the individual grains
constitute the grain boundaries of the metal and are not aligned with either crystal. There-
fore, the grain boundaries are in a higher energy state than the grains. A grain boundary is
schematically illustrated in Fig. 2.3. A dislocation reaching the grain boundary cannot con-
tinue its slip motion into another grain because of the difference in orientation between two
adjacent grains. Hence, grainboundaries act as obstacles to glidingdislocations and thedislo-
cations pile up at the grain boundaries. Increasing the amount of grain boundaries therefore
decreases the distance dislocations can travel before reaching a grain boundary, resulting in
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higher strength. This strengthening mechanism is known as grain refining. The contribution
fromthegrainboundaries to theyield stress canbeexpressed through theHall-Petchequation
[3]:

σgb = kd−1/2, (2.3)

where d is the average grain diameter and k is a constant, affected by the alloying elements. k
is relatively low (0.065MPam−1 for pure Al [3]) and grain size is not amajor factor in strength-
ening of Al alloys.

Precipitates and age hardening
The phase transitions occurring during AA of heat-treatable alloys are described using se-
quences of different precipitates. This is known as the precipitation sequence and can in gen-
eral be described as:

SSSS→ solute clusters→ GP zones→ peak aged precipitates
→ over-aged precipitates→ equilibrium particles.

(2.4)

Precipitate type(s) and distribution are determined by the thermomechanical history and
composition of the alloy. Alloying elements are brought in solid solution at the SHT temper-
ature and quenched to RT. At intermediate temperatures, very fine particles are precipitated
from the SSSS resulting in a substantial increase in strength. This is known as age hardening.
The effect of the age hardening is determined by several parameters including the chemical
composition of the SSSS, the composition of the precipitates formed upon decomposition
of the SSSS, the kinetics of precipitation, AA temperature and time and the properties of
the precipitates, such as morphology, composition and hardness. The SSSS state is shown
schematically on the left hand side in Fig. 2.4.

Figure 2.4: Illustration of a supersatured solid solution, coherent precipitate and incoherent precipitate
in a simple cubic lattice. Figure adapted from Ref. [23]

The composition of the SSSS is controlled by the quenching rate and the SHT temperature
and is in general different from the alloy composition, since some of the alloying elements
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are locked in primary particles and dispersoids and hence are not contributing to the SSSS
[3]. The presence of excess vacancies promotes diffusion and the formation of precipitates is
substantially faster than under normal conditions. The precipitation usually starts with the
segregation of solute atoms into solute clusters. Then, the clusters acquire their own crys-
tal structure, first similar to that of the matrix. These particles are coherent with the matrix
and referred to as GP zones. An example of a coherent precipitate and its effect on the Al lat-
tice is shown in Fig. 2.4. The subsequent metastable phases formed during precipitation are
(semi)coherent. The metastable precipitates have their own crystal structure and coherency
is usually maintained only along certain directions. After prolonged ageing, the precipitates
become coarse and incoherent, exemplified in Fig. 2.4. If the temperature is high enough or if
the alloy is aged for a very long time, the equilibrium particles will form.

The precipitation sequence in Eq. 2.4 is often monitored by performing hardness tests at the
different stages of AA. During the nucleation and growth of solute clusters and GP zones, the
hardness increases. This is known as the under-aged condition. At a certain point, the hard-
ness typically reaches a peak. The peak is associated with a high number density of meta-
stable, semi-coherent precipitates and is known as peak aged condition. As the AA advances,
the hardness decreases due to the transformation into a coarser microstructure. This state is
usually referred to as the over-aged condition.

Figure 2.5: Schematic illustration of a moving dislocation interacting with a spherical precipitate. The
precipitate is either sheared or looped by the dislocation. The figure is adapted from Ref. [33].

The degree of strengthening obtained during age hardening is highly dependent on the alloy
system, the volume fraction and size of the precipitates in addition to the nature of the inter-
actionof theprecipitates and thedislocations [33]. Depending on the size, spacing anddegree
of coherency, the precipitates are either sheared or looped by the dislocations during plastic
deformation. Fig. 2.5 shows the two possible interactions between a dislocation and a pre-
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cipitate. Small precipitates that are coherent or semi-coherent with the Almatrix are typically
sheared, while the incoherent phase boundaries act on dislocations like grain boundaries, i.e.
the dislocations cannotmove from theAlmatrix into the precipitate. The onlyway for the dis-
locations to circumvent incoherent precipitates is by bowing out between the particles. This
is known as theOrowanmechanism and leads to a dislocation loop around the particle.

The contribution from precipitates to the yield strength is dependent on the precipitate size
distribution f(R), the obstacle strength F (R), the average particle spacing on the dislocation
L, the magnitude of the Burgers vector b and the Taylor factorM and can for homogeneous
precipitation be estimated as [34]:

σp = MF̄bL = MbL

∫ ∞
0

f(R)F (R)dR, (2.5)

where F̄ is the mean obstacle strength. The obstacle strength depends on the precipitate-
dislocation interaction. For a detailed description of strength models for age hardening, c.f.
Ref. [31, 32, 34].

Overall yield strength

If one assumes that the individual strength contributions can be added linearly, the resultant
expression for the yield strength is obtained [32]:

σy = σi + σss + σd + σgb + σp, (2.6)

where σi is the intrinsic yield strength of pure Al.

2.3 Precipitation in heat-treatable aluminium alloys
This subsection describes the relevant precipitation sequences occurring in the alloys studied
in this thesis.

Al-Cu-Mg and Al-Li-Cu(-Mg) alloys

Figure 2.6: Isothermal section of the ternary Al-
Cu-Mg phase diagram at 200°C. α = Al, θ = CuAl2,
S = Al2CuMg, T =Al6CuMg4 and β =Al12Mg17. The
figure is adapted from Ref. [35].

Different precipitates form in theAl-Cu-Mgal-
loy system depending on the Cu/Mg ratio of
the alloy. The isothermal section of the ternary
Al-Cu-Mg phase diagram at 200°C is shown in
Fig. 2.6. In the following, only the phases rel-
evant for the this thesis will be considered.

For alloys in the α + S region of the tern-
ary Al-Cu-Mg phase diagram, the decompos-
ition process starts with the segregation of
copper and magnesium atoms into solute
clusters. These clusters are precursors to the
more structurally developed Guinier-Preston-
Bagaryatsky (GPB) zones. Bagaryatsky repor-
ted the following precipitation sequence in
such alloys [36]:
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SSSS→ solute clusters→ GPB zones→ S′′ → S′ → S-CuMgAl2. (2.7)

These alloys usually experience a hardness plateau upon AA. The first increase is believed to
be attributed to the solute clusters, rather than the formation of more structurally developed
GPB zones [37, 38]. At the second plateau, the GPB zones co-exist with the S′ phase. The GPB
zones aremetastable, rod-like precipitates and are comprised of different structural units [39,
40]. The structural units haveperfect translational periodicity along the [100] growthdirection
and the lattice parameter along this direction is equal to the Al matrix lattice parameter, aAl.
An overview of the different structural units of theGPB zones, their crystal structure and com-
position is given in Ref. [40]. The S′′ and S′ phases are precursors to the equilibrium S phase
and exhibit different degrees of coherency with the Al matrix [41]. The most widely reported
orientation relationship between S and the Al matrix is [35, 42]:

(001)S // (021)Al, [100]S // [100]Al. (2.8)

The S phase grows as laths on {021}Al habit planes and is elongated along 〈100〉Al. Other orient-
ation relationships have also been observed [42]. The S phase has an orthorombic structure
and belongs to the Cmcm space group with lattice parameters a = 0.400 nm, b = 0.923 nm, c =
0.714 nm [43]. The S phase is often seen to nucleate heterogeneously on dislocations as well
as in thematrix of Al-Cu-Mg alloys [44].

In the α + θ + S region of the phase diagram, the S phase and its precursors may co-exist with
the θ phase and its precursors from the Al-Cu alloy system. The precipitation sequence for the
θ phase is as follows [12]:

SSSS→ GPI zones→ θ′′ → θ′ → θ-Al2Cu. (2.9)

The θ phase is incoherent with the Al matrix and thus contributes little to hardening. It has a
a tetragonal I4/mcm structure with a = 0.601 nm and c = 0.488 nm [45]. It is preceded by the
metastable θ′ phase, whichhas a tetragonal crystal structure andbelongs to space group I 4̄m2
[46]. The lattice parameters are a = 0.404 nm and c = 0.580 nm. This phase grows as plates on
the {100}Al planes and exhibits the following orientation relationship with the Al matrix [35]:

(100)θ′ // (100)Al, [001]θ′ // [001]Al. (2.10)

The θ′′ precursor is also called GPII zone and has a composition of Al3Cu and consists of two
or more Cu planes in parallel replacing every fourth Al plane [12], while the GPI zone is even
simpler: Cu replaces Al atoms on the {100}Al planes as plates.

If Li is added to the Al-Cu(-Mg) system, the plate-like T1-Al2LiCu phase may also form, often
co-existing with θ and its precursor and/or S and its precursors, depending on the alloy com-
position and heat treatment. The orientation relationship between T1 with the Al matrix is
[35]:

(0001)T1
// (111)Al, [11̄00]T1

// [11̄0]Al. (2.11)
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The space group, lattice parameter and atomic positions for the θ′- and T1 phases are shown
in Tab. 2.2.

Table 2.2: Space group, lattice parameter and atomic positions for the θ′ phase [46] and T1 phase [47].
Note that the Cu- and Li- atomic positions for the T1 phase are Cu- and Li-rich, respectively, and such
sites are also partially occupied by Al.

Phase Space group Lattice parameter (nm) Atomic positions Atom
x y z

θ′ I4̄m2 a = 0.404, c = 0.580
0.00 0.00 0.00 Al
0.00 0.00 0.50 Al
0.00 0.50 0.25 Cu

T1 P6/mmm a = 0.496, b = 1.418

1/3 0.00 0.00 Al
0.00 0.50 0.406 Al
2/3 1/3 0.161 Cu
1/2 0.00 0.324 Cu
0.00 0.00 0.199 Li
1/3 2/3 0.500 Li

Al-Mg-Si(-Cu) alloys

The precipitation sequence in the Al-Mg-Si system is usually given as [19]:

SSSS→ solute clusters→ GP zones→ β′′ → β′,U1,U2,B′ → β-Mg2Si (2.12)

All precipitates, except the equilibrium phases, have their main coherency and growth direc-
tion along 〈001〉Al, yielding a lattice parameter of aAl along one of their crystallographic direc-
tions. Given a particular alloy composition, the phases formed depend on the thermomech-
anical treatment and the distribution of microstructural features such as grain boundaries
and dislocations. As always, the decomposition from SSSS starts with the formation of solute
clusters, preceded by the formation of GP zones. The peak aged condition of these alloys usu-
ally incorporates a dense population of needle-like, semi-coherent β′′ precipitates, which is
the main hardening phase. The post-β′′ phases that form during over-ageing are coherent
along the 〈001〉Al direction, but exhibit less coherency in the cross-sectional planes compared
toβ′′. All post-β′′ precipitate phases incorporate the so-called Si-network [48]. Theseprecipit-
ates can be described as different arrangements of Al andMgon aprojected hexagonal Si grid,
i.e. the Si-network. Along 〈001〉Al, the network is near hexagonal in projection, with a lattice
spacing of about 0.4 nm, equal to the lattice parameter of Al. Depending on the precipitated
phase, theSinetwork isorientedalong 〈100〉Al or 〈510〉Al directions. Themainhardeningphase,
β′′, does not contain a perfect Si network such as the aforementioned phases, but exhibits a
partially discontinuous network. An overview over of different precipitate phases in Al-Mg-Si
alloys along with their space group, composition and lattice parameters is shown in Tab. 2.3.
Structural unit cell models projected along 〈001〉Al for the metastable precipitates are shown
in Fig. 2.7.

Several orientation relationships have been reported for the β′ phase [59]. All β′ precipitates
exhibit a perfectly coherent interface along [0001]β′//[001]Al, while exhibiting a lattice misfit
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Table 2.3: Overview of the precipitate phases forming in Al-Mg-Si alloys along with their composition,
space group, lattice parameters and references.

Phases Composition Space group Lattice parameters (nm) Ref.

GP zones Variable C2/m a = 1.480, b = 0.405, c = 0.648, [49]
β = 105.3°

β′′ Mg6−xAl1+xSi4a C2/m a = 1.516, b = 0.405, c = 0.674, [50, 51]
β = 105.3°

β′ Mg9Si5 P63/m
a = b = 0.715, c = 0.405, [52, 53]

γ = 120°

U1 MgAl2Si2 P3̄m1 a = b = 0.405, c = 0.674, [54]
γ = 120°

U2 MgAlSi Pnma a = 0.675, b = 0.405, c = 0.794 [55]

B′ Mg9Al3Si7 P6̄
a = b = 10.3, c = 0.405 [56, 57]

γ = 120°

β Mg2Si Fm3̄m a = 0.635 [58]

a0 ≤ x ≤ 2

in the cross-sectional plane. Weng et al. [59] found that the angle between the 〈21̄1̄0〉β′ dir-
ection and the nearest 〈100〉Al varied from 6.1° to 14.1° for rod-shapes precipitates, while for
the lath-like β′ precipitate, the angle was 0°. The other precipitates observed in the over-aged
conditions also exhibitmultiple orientation relationships [54, 55], while for β′′ the orientation
relationship can be expressed as [60]:

(010)β′′ // {001}Al, [001]β′′ // 〈310〉Al, [100]β′′ // 〈230〉Al. (2.13)

The rotation of the projected Si-network along the growth direction of the precipitates results
in different orientation relationships of precipitates. For β′′, exhibiting a partially discontinu-
ous Si-network, the rotation is not possible, yielding a constant orientation relationship [59].

The addition of Cu to Al-Mg-Si alloys alters the precipitation sequence in Eq. 2.12 and new
phases form during AA. Which phases form is heavily dependent on the Mg/Si ratio of the
alloy, along with the amount of Cu added. In general, the precipitation sequence in Al-Mg-Si-
Cu alloys is given as [61–63]:

SSSS→ solute clusters→ GP zones→ β′′,L, C→ L, C, β′,Q′, β′Cu (2.14)
→ Q-Al3Cu2Mg9Si7. (2.15)

The L phase has a lath morphology and is a disordered structure [63] showing variation in
composition [64]. It has beendemonstrated that the Lphase has a good thermal stability, con-
tributing to a slower over-ageing behaviour [65]. The Mg/Si ratio is an important parameter
to consider in alloy design of these alloys as it has a large influence on the type of precipitates
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Figure 2.7: Structural unit cellmodels ofmetastable, precipitate phases in Al-Mg-Si(-Cu) alloys. Adapted
from Ref. [19].
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formed during AA. E.g., inMg-rich alloys, the L phase is often favoured [66, 67]. The plate-like
C phase has a monoclinic unit cell. Both the L- and C phase are elongated along 〈001〉Al and
have habit plane {100}Al, hence the L phase is often described as a disordered version of the
C phase [63]. Both these phases are believed to be precursors to the Q′ phase. The Q′ phase is
isostructural to the B’ phase, having Cu substituting Al, and is encountered in the over-aged
conditions [63]. There are multiple reported orientation relationships between Q′ and the Al
matrix [68, 69]. The βCu phase is isostructural to β′Ag [70]. All these precipitates incorporate the
Si-network and the Cu atomic columns can either replace Si in the network, or be in-between
the Si network columns. Structural unit cell models of the metastable precipitates in Al-Mg-
Si(-Cu) alloys are schematically shown in Fig. 2.7 [19], while Tab. 2.4 shows an overview of the
phases, along with their space groups and lattice parameters.

Table 2.4: Overview of the Cu-containing precipitate phases forming in Al-Mg-Si-Cu alloys.

Phases Composition Space group Lattice parameters (nm) Ref.

L Variable Disordered - [63]

C Mg4AlSi3.3Cu0.7 P21/m
a = 1.032, b = 0.405, c = 0.810 [71]

β = 100.9°

β′Cu Mg3Al3Si2Cu P6̄2m a = b = 0.690, c = 0.405 [19, 72]
γ = 120°

Q′ Al3Cu2Mg9Si7 P6̄
a = b = 1.032, c = 0.405 [62, 73]

γ = 120°

Q Al3Cu2Mg9Si7 P6̄
a = b = 1.032, c = 0.405 [74]

γ = 120°

The presence of solute clusters formed during NA prior to AA can yield a slower hardening
reaction and lower the yield strength and UTS upon subsequent AA as compared to direct AA
without NA [13]. This is referred to the negative effect of NA for Al-Mg-Si(-Cu) alloys. This is
most pronounced in dense alloys. Lean alloys can exhibit some positive effect of NA [75, 76].



20 Aluminium alloys and precipitation

Al-Zn-Mg(-Cu) alloys

The precipitation sequence in Al-Zn-Mg alloys is usually given as [77]:

SSSS→ GPI/GPII→ η′ + η1−14 → η-MgZn2. (2.16)

Two types of GP zones have been observed in Al-Zn-Mg alloys, namely the spherical GPI and
plate-like GPII zones [78]. The GPI zones form during NA and at temperatures below the
GPI formation temperature, Th [79, 80]. The GPII zones, on the other hand, are formed after
quenching from temperatures above 450°C and at AA temperatures above 70°C [78]. The
atomic structure of the GPI zones is the topic of Paper I in this thesis [81], and was up until
recently described as a simple anti-phase ordering of solute based on diffraction patterns
acquired from large regions [78]. In Paper I however, we show that the atomic structure can
be explained as a partial substitution of Mg and Zn on the fcc Al cell and its surrounding
TCO shell. A simple set of principles based on Frank-Kasper structures can explain how
the basic units arrange with respect to each other to form larger zones. The GPII zones are
less understood, Berg et al. [78] proposed that they could be described as Zn-rich layers on
the {111}Al planes, based on diffraction patterns and high resolution transmission electron
microscopy.

Cu is often added to Al-Zn-Mg alloys to increase the strength of these alloys. The addition of
Cu does not contribute to the formation of newphases, rather it increases the number density
of precipitates and refines themicrostructure [82].

TheAA treatment of these alloys is usually done in two steps. Theaimof thefirst step (∼100°C)
is to formGP zones that can act as nucleation sites for the formation ofmetastable, hardening
phases. During the second step (∼ 140-160°), the alloy acquires its final properties [3]. The
transformation fromGP zones to themain hardening phase, η′, is not well understood. This is
the topic of Paper III in this thesis. In general, two different mechanisms are proposed in the
literature [79, 80]:

• Partial reversion: The dissolution of theGP zones and the formation of η′ overlap. This is
often attributed to themodel proposedby Lorimer andNicholson [83]. According to this
model, GP zones exceeding a certain critical radius do not dissolve and η′ preferentially
form at the sites of these over-critical GP zones.

• Complete reversion: The GP zones dissolve prior to the formation of η′. In spite of the
completedissolutionof the zones, such treatmentsoften result infinelydistributedη′. In
specimensdirectly quenched to the sameAA temperature, only coarse, heterogeneously
distributed η′ phases are formed. I.e., the dissolving GP zones must leave behind traces
that act as preferential nucleation sites for η′ [79].

In the case of partial reversion, themechanical properties do not reach the as-quenched level,
while during complete reversion, themechanical properties rapidly decrease to values corres-
ponding to the as-quenched level [79].

At the peak aged condition, themicrostructure consists of themetastable, hexagonal η′ typic-
ally co-existing with hexagonal, semi-coherent η1−14 precipitates. Fourteen different orienta-
tion relationships are reported for η, these are summarised in Tab. 2.5. The table also shows
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the orientation relationship of η′ along with the morphologies of the different precipitates.
In the following, any of the η1−14 precipitates will be referred to as η precipitates, while the
incoherent η-MgZn2 will be referred to as equilibrium η-MgZn2 to differentiate between the
semi-coherent and incoherent particles.

In general, the agreed crystal structure for the η′ is hexagonal with a = 0.496 nm and c = 1.405
[84–87]. The most frequently observed phases at the peak aged condition include η′, η1, η2 in
the bulk, while η4 is often observed to heterogeneously nucleate at defects [77, 88, 89]. Even
though η′ and the η precipitates have been known and investigated for decades [88, 90–93], it
was not until the advent of atomically resolved HAADF-STEM that directly interpretable im-
ageswereattained, revealing theatomic structureof theprecipitate alongwith theprecipitate-
Al interface.

Table 2.5: Overview of the η′ and η precipitates forming upon AA of Al-Zn-Mg alloys along with their
orientation relationships andmorphologies. The notations used according to Gjønnes et al. [93].

Phases Orientation relationship Morphology Ref. HAADF-STEM

η′ (0001)η//(11̄1)Al (101̄0)η//(110)Al Plate on {111}Al [94] [77, 95–99]
η2 (0001)η//(11̄1)Al (101̄0)η//(110)Al Plate on {111}Al [92] [95–98, 100, 101]
η3 (0001)η//(11̄1)Al (112̄0)η//(110)Al Plate on {111}Al [102] -
η10 (0001)η//(11̄1)Al (112̄0)η//(13̄4)Al [79] -

η1 (0001)η//(110)Al (101̄0)η//(001)Al Plate on {001}Al [92] [77, 89, 100, 101, 103, 104]
η9 (0001)η//(110)Al (112̄0)η//(001)Al Plate on {001}Al [88] -
η11 (0001)η//(110)Al (101̄0)η//(11̄1̄)Al [88] -

η4 (112̄0)η//(11̄1̄)Al (0001)η//(110)Al Rod/lath on {111}Al [92] [77]
η5 (112̄0)η//(11̄1̄)Al 11° to 〈110〉Al Rod/lath on {111}Al [92] -
η6 (112̄0)η//(11̄1̄)Al 15° to 〈110〉Al Rod/lath on {111}Al [92] -
η7 (112̄0)η//(11̄1̄)Al 25° to 〈110〉Al Rod/lath on {111}Al [92] -

η8 (112̄0)η//(11̄2)Al (0001)η//(311̄)Al Rod along 〈112〉Al [93] -
η12 (112̄0)η//(110)Al (0001)η//(11̄3)Al On {11̄3}Al [100] [100, 101]
η13 (0001)η//(120)Al (21̄1̄0)η//(001)Al Plate on {120}Al [103] [101, 103]
η14 (0001)η//(513̄)Al (21̄1̄0)η//(112)Al Plate on {513̄}Al [101] [101]

Marioara et al. [96] presented the first atomically resolvedHAADF-STEM images of the η′ and
η2 precipitates along 〈211〉Al and labeled them ’Type 1’ and ’Type 2’, respectively. These pre-
cipitates have the same orientation relationships, c.f. Tab. 2.5, and are thus separable based
solely on their atomic structure. η′ precipitates are comprised of one rhombohedral (R) layer
and one orthorombic (O) layer, having a fixed width of 6d111Al. η2 on the other hand, con-
sists of R layers, stacked pairwise or rotated 180° w.r.t. each other (R−1) when viewed along
〈211〉Al [95, 96, 99–101]. If the stacking is in a zigzag manner (RR−1RR−1..), η2 and the equi-
librium η-MgZn2 are isostructural, when neglecting the solute-enriched {111}Al planes [96].
The equilibrium η-MgZn2 belongs to space group P63/mmcwith unit cell parameters a = 0.52
nm and c = 0.86 nm [105]. Bendo et al. [89] investigated the η1 precipitate and found that it
consisted of a pairwise stacking of R- and R−1 layers when viewed along [010]η1//[1̄10]Al.

Although many orientation relationships are reported between η and the Al host lattice, only
some of them have been observed with HAADF-STEM. The ones observed with HAADF-
STEM, to the authors knowledge, are indicated in Tab. 2.5 along with the corresponding
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reference.

In addition to the η precursor phases in Eq. 2.16, the equilibrium T-Mg32(AlZn)49 phase can
also form in Al-Zn-Mg alloys withmoderate to highMg/Zn ratio [79, 106, 107]. The precipita-
tion sequence for the T phase is usually given as [108]:

SSSS→ T′ → T-Mg32(AlZn)49. (2.17)

TheTphase is cubic andbelongs to spacegroup Im3with162atoms in theunit cell. The lattice
parameter is a = 1.416 nm [106]. The T phase is preceded by themetastable, semi-coherent T′
phase [108–112]. Recently, Zou et al. [113–115] have reported a co-existence of Zn-rich T′ and
η′ precipitates in Al-Zn-Mg alloys. The orientation relationship between the T/T′ phases and
the Al lattice is often reported as [79]:

(100)T // (112)Al, (001)T // (11̄0)Al. (2.18)



Chapter 3

Electronmicroscopy

This chapter introduces the basic underlying principles of electron microscopy (EM), elec-
tron scattering and imaging with TEM and STEM. The kinematical diffraction theory will be
presented and briefly compared to the dynamical theory of diffraction. Approaches to simu-
late diffraction patterns based on both the kinematical and dynamical theory will be presen-
ted. At the end of the chapter, SPED will be introduced and various data analysis approaches
will be presented. Most of the theory is based on Williams and Carter [116] unless otherwise
stated.

3.1 Introduction to electronmicroscopy
The electron is a negatively charged subatomic particle with elemental charge e ≈ 1.60 · 10−19

C and massm0 ≈ 9.11 · 10−31 kg. It exhibits wave-like properties, according to the particle-
wave duality in quantummechanics. Its wavelength λ is given by λ = h/p, where h is Planck’s
constant and p =

√
2mE0 is themomentum [117]. Inside theEM, the electrons are accelerated

to tens or hundreds of keV in energy,E0 = eVa, with Va being the applied acceleration voltage
of the instrument. For high voltages, the electron velocity approaches the speed of light c, and
relativistic effectsmust be taken into consideration. For an electron accelerated through a 200
kVpotential, theobtainedspeed is 2.086× 108m/s (0.7c). Correcting for relativistic effects, the
wavelength of an electron is given by [118]:

λ =
h√

2m0eVa(1 + e
2m0c2

)Va
. (3.1)

The wavelength of an electron in a TEM operated at 200 kV is thus 2.51 pm. Historically, EM
was developed due to the limited spatial resolution in visible light microscopes, imposed by
the wavelength of visible light through the Rayleigh criterion, which states that the smallest
distance that can be resolved, δ, is approximately [116]:

δ =
0.61λ

µ sinβ
, (3.2)

where λ is the wavelength of the illumination source, µ is the refractive index of the viewing
medium and β is the collection semi-angle of the magnifying lens. For simplicity, µ sinβ can
be approximated to unity and the resolution is equal to about half the wavelength. For green
light, in the middle of the visible light spectra, the wavelength is around 550 nm, yielding a
resolution of a good visible light microscope of 300 nm. For EM, the meaning of resolution is
different for the different operation modes of the instrument, but for the state-of-the-art in-
struments it iswell below the1Åbarrier [116]. This is still far above thewavelength-limited res-
olution. Due to the electrostatic lenses of the EMs being imperfect, i.e. they have substantial

23
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aberrations, the experimental resolution is lower than the theoretical resolution. Aberrations
will be further discussed in Section 3.1.2.

When the incident electron beam interacts with the specimen, several events may occur. The
incident electrons interact with the electrons and nuclei within the sample through Coulomb
forces, resulting in scattering. Fig. 3.1 shows the various signals generatedwhenahigh-energy
incident electron beam interacts with a thin specimen.

Figure 3.1: The different signals generated when high energy electrons interact with a thin specimen.
The elastic scattering is indicatedwith red letters, whereas the inelastic scattering is indicatedwith green
letters. Adapted from Figure 1.3 in Ref. [116].

The nature of the scattering can result in different angular distributions. The electrons can be
either forward scattered or backscattered, referring to the scattering angle being > 90° or < 90°
respectively. The direct beam contains mainly the electrons which are transmitted through
the specimen in the same direction as the incident beam. Electron scattering can be classi-
fied as either elastic or inelastic, referring to scattering that conserves the energy or scattering
that leads to some measurable loss in energy, respectively. In inelastic scattering, the energy
transferred to the specimen can cause different signals such as X-rays, Auger- or secondary
electrons (SE)s. Theremight also be inelastic scattering events following the creation of phon-
ons or plasmons.

X-rays are generated by twomain inelastic scattering mechanisms and hence two types of X-
rays are observed in EM, namely Bremsstrahlung- and characteristic X-rays. The former have
a continuous range of energies up to the energy of the incident electrons and are created by
decelerated electrons deflected by the atom nuclei of the specimen. Characteristic X-rays are
generatedwhenmore than a critical amount of energy is transferred to an inner-shell electron
of the specimen and that electron is ejected, exciting the atom and leaving a hole. The hole
is filled with an electron from a higher shell, this transition is accompanied by the emission
of either an Auger electron or a characteristic X-ray. In both the Auger- and X-ray case, the
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energy of the emission is the energy difference between the two electron shells and is unique
for the element. Hence, the characteristic X-rays andAuger electrons canbeused for chemical
analysis of the specimen [119]. The SEs are used for image formation in scanning electron
microscopy (SEM), showing the topology of the specimen surface. In addition to the SE, the
elastically scattered backscattered electrons (BSE) are used for imaging in SEM.

All inelastic interactions described above lead to a a loss in energy of the incoming electron
that interactedwith the specimen. Such electrons are referred to as inelastically scattered elec-
trons and their energy loss can bemeasured by electron energy loss spectroscopy (EELS) and
can be used for chemical analysis of the specimen.

For TEM, the elastically scattered electrons are the most relevant and are used for imaging
and diffraction experiments, which will be described in the Section 3.1.1. Being a wave phe-
nomenon, electron scattering can be divided into coherent and incoherent scattering, refer-
ring to scattering where the phase of the electron wave is preserved or not, respectively. The
inelastic scattering is almost always incoherent, while the elastic scattering typically becomes
more incoherent at higher scattering angles [116].

3.1.1 Transmission electronmicroscopy

Figure 3.2: Schematic of the
key components in a TEM.
Adapted from [119].

Fig. 3.2 shows the key components of a TEM, which comprise
the electron gun, electrostatic lenses to focus the electrons both
above and below the specimen and apertures to control which
electrons contribute to the final image. In addition, the beam
is controlled by deflection and scan coils, which are omitted for
simplicity in the figure. Note that several more components and
lenses might be included in the instrument, but for clarity, only
the main components are included in the figure. The electrons
are generated by the electron gun and accelerated at typically 80-
300 kV to relativistic speeds through an accelerating field. The
electrons travel down the TEM column and are controlled by sev-
eral electrostatic lenses, apertures and deflector coils. The TEM
consists of three essential components: The illumination system,
objective system and imaging system [116]. The illumination sys-
tem, consisting of the electron gun and condenser lenses, takes
the electrons and transfers them onto the specimen either as a
broad or focused beam. The first condenser lens (C1) demagni-
fies the electron source and controls the brightness of the beam
and which region of the sample is illuminated. C1 also affects the
probe size on the specimen [120]. It is the second condenser lens
(C2) along with the condenser aperture, which is inserted under
thecondenser lenses, that controls the convergenceangle,α, of the
beam.

The objective system consists of objective lenses, and the object-
ive aperture. The specimen is situated between the upper and
lower pole-pieces of the objective lens and it needs to be electron
transparent, i.e. thin enough for electrons to be transmitted. This
varies from material to material, but as a rule of thumb, the spe-
cimen typically needs to be thinner than 100nm at an operation voltage of 200 kV [116, 119].
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Following the electron-specimen interactions, some electrons have changed their direction.
For crystalline specimens, this occurs through diffraction, which will be discussed in detail in
Section 3.2. The electrons scattered to the same angle will converge in the back focal plane of
the objective lens. The objective lens focuses the transmitted electrons to form a diffraction
pattern in its back focal plane and an image in its image plane.

The intermediate lens of the imaging system controls what mode the instrument is operated
in. The object plane of the intermediate lens can be adjusted to coincide with the image or
back focal planeof theobjective lens. Hence, theTEMcanbeoperated ineither imagingordif-
fraction mode. Typically, the instrument is equipped with several detectors. Today, the most
commondetectors for imaging anddiffraction are charge-coupled device (CCD) cameras. One
major drawback of such detectors is that they are coupled to a scintillator that converts the
electrons to visible light phonons before converting these to electrical signals. This reduces
the detective quantum efficiency (DQE) of the detector, a quantity that affects the detection
efficiency and signal-to-noise ratio of the images [121]. In the recent years, so-called direct
electrondetectors havebecomecommercially available. Thesedetectors cound the individiual
events, leading to a higher DQE as compared to the CCD cameras [121, 122].

Above, the TEM hardware was briefly described. In order to be useful, the collected signal
needs to be understood. The intensity variations in diffraction patterns are discussed in Sec-
tion 3.2. The contrast in TEM images is dependent on the geometry of the electron illumin-
ation, the electron scattering and which electrons one allows to contribute to the image. In
conventional transmission electron microscopy (CTEM), the illumination onto the specimen
is parallel. The apertures control which electrons contribute to the image and two different
imaging modes are available in CTEM. In bright-field (BF) imaging, the objective aperture is
placed such that only the central beam contributes to the image. Thus, only the unscattered
electrons contribute to the image. Hence, regions that scatter actively will have fewer elec-
trons and therefore a darker contrast [119]. This is known as diffraction contrast. The other
imagingmode is facilitated by placing the objective aperture such that the central beam does
not contribute to the image. This is known as dark-field (DF) imaging and in such images, the
regions in the image that scatter more will appear brighter as compared to the regions that
scatter less. This imaging mode facilitates a high contrast, but the signal is weak and hence a
longer exposure time is needed as compared to BF imaging. Regionswith increased thickness
and mass will also increase the electron scattering, this is known asmass-thickness contrast
[119].

In diffraction mode in CTEM, the selected area aperture, situated in the image plane of the
objective lens, limits the region generating the diffraction pattern. This is known as selected
area electron diffraction (SAED). Detailed analysis of diffraction patterns can determine the
crystallography of the region of the sample generating the diffraction pattern, including
lattice type, point group, lattice parameter, phase orientation relationships, presence of
clusters/precipitates andmore. Diffraction theory and different diffractionmodes will be the
focus in the Sections 3.2 and 3.3.
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3.1.2 Scanning transmission electronmicroscopy

Figure 3.3: Schematic of the key components
in a STEM. Inspired by Fig 3.1 in Ref. [123].

In the previous section, a static, parallel beam is
used. Such imaging modes are typically referred
to as CTEM to differentiate it from techniques us-
ing a convergent probe. In scanning transmission
electron microscopy (STEM), a convergent probe,
formed by C1, C2 and the condenser aperture
(Fig. 3.2) is incident on the specimen. The probe
is scanned in a raster pattern over a region of
interest using scanning coils situated above the
specimen. On each scan position, the electron
probe propagates through the specimen. Since
the electron probe is convergent, the diffraction
pattern is a convergent beam electron diffraction
(CBED) pattern, containing disks instead of the
spots characteristic for a SAEDpattern. If the con-
vergence angle, α, is large enough, the disks will
partially overlap. The coherent, partial overlap of
the diffraction disks is a requirement for resolv-
ing a given crystal spacing in atomically resolved
STEM images [123]. A probe that is of the size of
the atomic spacing of the crystal to be resolved
is another necessity for atomic resolved imaging
with STEM.

It is common for theTEMinstruments tobeequippedwith scanningcoils enabling theacquis-
ition of STEM and TEM images on the same instrument. Fig. 3.3 shows the key components
and typical detector configurations for STEM. The condenser aperture is inserted to control
the convergence angle,α. The probe is formedby the upper pole-piece of the objective lens. It
is the electron probe size that is decisive for the resolution in STEM. Thewidth of the electron
probe increases with increasing electron wavelength and decreasing α. This is known as the
diffraction limit. Only in the case that α→∞ or λ→ 0, is the electron probe point-like [123].

Asmentioned in Section 3.1.1, themagnetic lenses of the TEM are imperfect due to consider-
able aberrations. The lens aberrations cause the electrons to be spread out over some region
of space rather than to a focused point. Several aberrations exist, but the spherical aberration,
Cs, is the most important aberration of the objective lens. For small convergence angles, the
diffraction limit is the factor limiting theprobe size, while for largerα, the spherical aberration
becomes the limiting factor. Hence, balancing the diffraction limit and the spherical aberra-
tion is key to form a sufficiently small electron probe to facilitate atomically resolved STEM
[123]. The defocus should be set so that the spherical aberration is minimised. Aberration
correction for STEM was developed to cancel out the positive Cs from the objective lens by
fitting themicroscopewith extra lenses. This development enabled characterisation at length
scales not previously attainable and the 2020 Kavli prize in nanoscience was awarded to Har-
ald Rose, Maximilian Haider, Knut Urban and Ondrej L. Krivanek for their contributions to
construction of aberration corrected lenses which ultimately enabled sub-ångstrøm imaging
and chemical analysis. For a full introduction to aberrations and probe size limiting factors
for STEM, the reader is referred to Ref. [123].
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Typically, a set of detectors is situated in the back focal plane of the objective lens, allowing
the recording of multiple signals simultaneously. Due to the high depth of focus in TEM, the
detectors can be placed above each other in the back focal plane. The contrast in STEM im-
ages is dependent on the position and size of the detector. A detector recording the signal
from the direct beam produces a BF-STEM image. Annular detectors also exist, enabling the
simultaneous acquisition of BF- and annular dark-field (ADF)-STEM images. The size and
angular extent of the detector are described by the inner- and outer collection angles. For BF-
STEM, the inner collection angle is 0mrad, while the outer collection angle is typically less
than 10mrad [116]. If the inner collection angle is increased to around 50mrad, one typically
describe the resulting image as aHAADF-STEM image. The images resulting fromusing inner
collection angles between the BF-STEM- andHAADF-STEM inner collection angles are typic-
ally referred to as ADF-STEM images. As the inner collection angle is increased, the collected
signal is increasingly incoherent, yieldingmore directly interpretable images [124].

By increasing the inner collectionangle, the coherent elastic scattering is reducedand thermal
diffuse scattering (TDS) becomes the dominant contribution to a signal collected by a large,
annular detector. TDS is inelastic scatteringwhere the incident electrons excite thermal vibra-
tionsof atoms in the specimenandare scattered inadiffusemanner. The resultant signal is es-
sentially incoherent. High-angle electron is dominated by Rutherford scattering and the con-
trast in HAADF-STEM images approaches Z2, which is the Z dependency of pure Rutherford
scattering [123, 125]. Hence, light elements appear dark, while heavy elements appear bright
in a HAADF-STEM image. HAADF-STEM is often referred to as Z-contrast imaging due to its
atomic number dependence. For aluminium oriented in the [001]Al zone axis, the criteria for
lattice imaging is a probe size smaller than 2.025Å. Asmentioned, the state-of-the-art instru-
ments, equipped with Cs correctors, can resolve spacings below 1Å. It is thus straightforward
for an adequate microscopist to resolve the aluminium lattice in this orientation. The crystal
structure of many precipitate phases in Al alloys has been solved by using HAADF-STEM in
the recent years [12, 19]. This technique is employed in Papers I-V to investigate the structure
of both GP zones and precipitates.

3.2 Electron diffraction theory
FromSection 3.1, it became clear that understanding electron diffraction is essential for inter-
preting the contrast in images obtained in CTEM and STEM. In this section, electron diffrac-
tion theory under the kinematical approximationwill be presented. In contrast to dynamical
diffraction theory, we assume single, elastic scattering events. In addition, the scattering is as-
sumed to be coherent. This is a crude simplification for electron scattering in TEM, since for
a typical specimen thickness, the strong electron-matter interaction leads tomultiple scatter-
ing. The occurrence of multiple scattering increases with increasing specimen thickness and
only diffraction from sufficiently thin specimens (t < 10 nm) can be considered kinematical.
The kinematical approximation is however useful in defining important quantities in diffrac-
tion, such as atomic scattering and crystal structure factors and for applications where the
positions of the diffracted beams is the major consideration. The diffracted intensities in a
2-beam condition will be derived under the assumption that the amplitude of the scattered
wave is much less than the amplitude of the incident wave. This approximation is known as
the Born approximation. At the end of this section, the diffracted intensities in a 2-beam case
fromdynamical theorywill briefly be presented and compared to the result obtained from the
kinematical theory. The last section considers simulations of electron images and diffraction
patterns.
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3.2.1 Reciprocal lattice
The reciprocal lattice represents the Fourier transform of the Bravais lattice of the crystal. A
Bravais lattice is described by:

~R = u ~a1 + v ~a2 + w ~a3, (3.3)

where u, v andw are integers and ~a1, ~a2 and ~a3 are the primitive vectors. TheMiller indices of
a crystallographic plane are denoted (hkl). The interplanar spacing between crystallographic
planes is denoted dhkl and is for a cubic crystal given by:

dhkl =
a

h2 + k2 + l2
, (3.4)

where a is the lattice parameter of the crystal. The reciprocal lattice vector, ~ghkl, is given by:

~ghkl = h ~a1
∗ + k ~a2

∗ + l ~a3
∗, (3.5)

where ~a1∗, ~a2∗ and ~a3
∗ are the primitive vectors of the reciprocal lattice and are given by ~ai∗ ·

~aj = 2πδij . A SAED pattern can be seen as the two-dimensional projection of the reciprocal
crystal lattice. The diffraction spots correspond to the individual crystallographic planes (hkl)
that satisfy the diffraction conditions. The reciprocal lattice is hence a useful concept for un-
derstanding diffraction.

3.2.2 Conditions for diffraction

An incident electronwavewithwave vector~k0 with |~k0| = 1/λ is scattered by the lattice planes
of a crystal if thewavelength λ is comparable to the atomic spacings, dhkl. This is illustrated in
Fig. 3.4a. If the scatteredwaves from successive planes are in phase, constructive interference
occurs. This is fulfilled if the path length difference, 2dhkl sin θB is equal to an integer number,
n, of wavelengths [117]:

2dhkl sin θB = nλ. (3.6)

This is known as Bragg’s law. The particular angle θB satisfying the above equation is known
as the Bragg angle.

Analternativewayof formulating theconditions fordiffraction isknownas theLauecondition.
This condition is illustrated in Fig. 3.4b and states that at the Bragg condition, in reciprocal
terms, we have:

∆~k = ~k − ~k0 = ~ghkl. (3.7)

In this form, Bragg’s law and the Laue condition are equivalent. For elastic scattering, we have
that |~k0| = |~k|. The Laue condition is particularly useful for constructing the Ewald sphere.
The radius of the Ewald sphere is |~k| = 1/λ. According to this formulation, only reciprocal
lattice points that lie on the surface of the Ewald sphere fulfill the Laue condition and hence
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Figure 3.4: a: Schematic showing Bragg diffraction by a set of lattice plane for an incident plane wave ~k0
at the Bragg angle θB . b: Schematic of the Laue condition and Ewald sphere construction. a and b are
inspired by Figures 3.1 and 3.5 in Ref. [117], respectively. Note that in electron diffraction experiments,
λ is small, yielding a large Ewald sphere radius.

only such reciprocal lattice points contribute to diffraction. Due to the small wavelength λ of
the electron waves in TEM, the radius of the Ewald sphere is much larger than the distance
between the reciprocal lattice points and hence many reflections are typically visible in zone
axis electron diffraction patterns.

According to the Laue condition in Eq. 3.7, no diffraction spots should be visible in a diffrac-
tion pattern if the electron beam is exactly parallel to any zone axis. However, in zone axis
electron diffraction patterns, many diffraction spots are visible. Hence, there is intensity in
the diffracted beams even though the Bragg condition is not exactly satisfied. Due to the geo-
metry of the TEM specimen, i.e. the specimen thickness being much smaller than the lateral
dimensions, the reciprocal lattice points will extend as rodswith theirmajor axis perpendicu-
lar to the specimen thickness. These rods are called reciprocal lattice rods, or relrods for short
[118]. This is illustrated in Fig. 3.5, where the reciprocal lattice points are substituted with rel-
rods. The relrods intersect the Ewald sphere in the zeroth-order Laue zone (ZOLZ), first-order
Lauezone (FOLZ), second-orderLauezone (SOLZ)andhigher-orderLauezones (HOLZ). Laue
zones are definedas the reciprocal lattice planesperpendicular to thedirectionof the incident
beam, as depicted in the figure. HOLZ is the umbrella term for all Laue zones above the ZOLZ.

The actual intensity of a diffracted beam is dependent on the deviation from the Bragg condi-
tion. This quantity is known as the excitation error, ~s and it is defined as the distance between
the reciprocal lattice point and the Ewald sphere along the major axis of the relrod. When
Bragg’s law is accurately satisfied, ~s = 0. The sign convention for s is shown in Fig. 3.5: s is
positive if the reciprocal lattice point lie inside the Ewald sphere and negative outside.

3.2.3 Kinematic diffraction intensities
Bragg’s law (Eq. 3.6) and the Laue condition (Eq. 3.7) say something about which Bragg angle
θB andwhich reciprocal lattice point give rise to diffraction, respectively. They donot say any-
thing about the intensity of the diffracted beams. We will now derive an expression for the
intensity of a diffracted beam under the 2-beam condition for crystalline materials. I.e. we
only consider the direct beam and one diffracted beam and lattices that can be described by
a translational vector as in Eq. 3.3.
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Figure 3.5: Schematic of the Laue condition taking the excitation error ~s into account. The reciprocal
lattice points are replaced with relrods due to the geometry of the TEM specimen. The distance from
the center of the relrod to the Ewald sphere is s. The Ewald sphere intersects relrods in the ZOLZ, FOLZ,
SOLZ and HOLZ. Adapted from Fig. 1 in Ref. [126].

The intensity of a diffracted beam is proportional to the amplitude of the scattered wave
squared, |F (∆~k)|2. A defect-free crystal can be explained as [crystal structure] = [lattice] ~
[basis]. The lattice is the Bravais lattice of the crystal, while the basis is the arrangement of
atoms associated with each lattice point. F (∆~k) can be described as the Fourier transform of
the crystal structure. Following the convolution theorem, which states that the Fourier trans-
form of a convolution of two functions is the point-wise product of their Fourier transform,
we obtain the following expression for the amplitude of the scattered wave [127]:

F (∆~k) = Fbasis(∆~k)Flattice(∆~k) = FhklFlattice(∆~k), (3.8)

where Fbasis(∆~k) is the scattering amplitude of the basis, known as the structure factor Fhkl
andFlattice(∆~k) is known as the lattice amplitude or shape factor and depends on the external
shape of the crystal [127, 128]. For very large crystals the shape factor intensity can be approx-
imated as a set of delta functions centered at the values of∆~k where∆~k = ~ghkl. ∆~k is defined
in Eq. 3.7 and has a magnitude of 2 sin θB/λ for elastic scattering. Firstly, we will consider the
Fhkl and its dependencies, before introducing an expression for the shape factor. The struc-
ture factor Fhkl is given as [127]:

Fhkl =
N∑
j=1

fj(∆k)e[−2πi(hxj+kyj+lzj)]. (3.9)

The sum is over all atoms in the unit cell, xj , yj , zj are the coordinates of the j-th atom and
fj(∆k) is the atomic scattering factor of the j-th atom. fj(∆k) is a measure of the scattering
amplitude of a wave by an isolated atom. It depends on the scattering and consequently on
the type of radiation used. For electrons, it is defined as the Fourier transform of the atomic
potential. For an atom with atomic number Z, the electron scattering factor f(∆k) is related
to the X-ray scattering factor fx through theMott-Bethe formula [129]:

f(∆k) =
1

2π2a0

Z − fx(∆k)

∆k2
, (3.10)
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where a0 is the Bohr radius. fx is the Fourier transform of the electron charge density. Since
X-rays are scattered by the electron cloud of the atom, fx increases with the atomic number
Z. The atomic scattering factor for electrons is hence dependent on the wavelength λ and
the scattering angle θB through ∆k, and the atomic number Z. Consequently, the intensity
I ∝ |Fhkl|2 is dependent on the type of atom through f(∆k), the position of the atoms in the
unit cell and the atomic planes of the crystal. For a thorough discussion on atomic scattering
factor, the reader is referred to Ref. [127]. The structure factor Fhkl in Eq. 3.9 can be solved for
a given lattice and gives rise to the so-called extinction rules. The extinction rules imply that
according to the lattice type, only certain diffraction indices hkl are allowed. For e.g. the FCC
lattice, only such hkl that either all are even or all odd are allowed, hence 200 is allowed and
110 is not.

Thermal scattering was neglected in the above treatment. The atoms in the crystal are not
stationary, theyparticipate in thermalmotion related to thefinite temperature of thematerial.
This effectively leads to an increaseof the spaceoccupiedbyanatomandadisplacement term
~un(t)must be added to the position of atom n at time t. This causes a decrease in the intensity
of the Bragg peaks which is redistributed to appear as thermal diffuse scattering between the
diffracted beams. This can be accounted for by adding a damping factor, e−W , where W is
known as theDebye-Waller factor, to the structure factor in Eq. 3.9 [130].

To derive an expression for the shape factor Flattice(∆~k), the crystal is assumed to be a paral-
lelepipedwith edge lengthsLi = Miai, i = (1,2,3) parallel to the lattice parameters~ai defining
the crystal structure. The shape factor under these assumptions is given as [127]:

Flattice(∆~k) =

M1∑
m

M2∑
n

M3∑
o

exp [−2πi(∆~k + ~s) · ~rg], (3.11)

where ~rg is a translational vector, ~rg = m~a1 + n~a2 + o~a3, describing the lattice and m, n, o
are integers. It is the shape factor that will be altered by the deviation parameter ~s, while the
structure factor Fhkl is constant for varying ~s (Eq. 3.9). Due to the phase 2πi(∆k + ~s) varying
slowly as wemove from one unit cell to another, the triple sum can be replaced by an integral
over the crystal volume and the following expression is obtained:

Flattice =
sin(πsxL1)

πsxa1

sin(πsyL2)

πsya2

sin(πszL3)

πsza3
. (3.12)

Figure 3.6: Intensity Ig as a function of
the excitation error sz .

In TEM, the specimens must be electron transparent,
i.e. typically thinner than 100 nm. The specimen can
hence be approximated as a thin plate of thickness t
(=L3) which is much less than its lateral dimensions, L1

and L2. The two terms in Eq. 3.12 involving L1 and L2

tend to approach δ functions for large values of L1 and
L2 and the shape factor for TEM specimens approxim-
ated as thin plates can be described by [130]:
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Flattice =
L1L2

Vcell

sin(πszt)

πsz
δ(sx)δ(sy), (3.13)

where Vcell is the volume of the unit cell. The total intensity in the g’th diffracted beam from a
crystal of thickness twill under the kinematical approximation be given as:

Ig(t) =

(
π

ξg

)2(
sin(πtsz)

πsz

)2

, (3.14)

where ξg is the extinction distance and is given as πVcell/λFhkl. The intensity Ig is shown as
a function of sz in Fig. 3.6. The full width at half maximum (FWHM) in reciprocal space is
approximately 1/t. This is the origin of the reciprocal lattice points extending to relrods of
width 1/t in Fig. 3.5.

3.2.4 Limitations of the kinematical theory
Asmentioned initially, the kinematical theory is only valid for very thin specimenswhere Ig �
1 and the decrease of the intensity in the direct beam can be neglected. From Eq. 3.14, the in-
tensity of the diffracted beam Ig increases with t2 when the Bragg’s law is fulfilled, i.e. when
sz = 0. In such cases, the condition Ig � 1 is only valid for t < ξg/10. With typical extinction
distances in the range of few hundred Å, t < 10 nm sets a threshold for the validity of the kin-
ematical theory. Wemight expect the kinematical theory to be valid if Ig ≈ 0.1. F111 for Al has
been found to be approximately 8.87 e−/atom [131], assuming a specimen thickness of 10 nm
and sz = 0, I111 is approximately 0.1. As a typical TEM specimen has a thickness of 40-100 nm,
it is clear that the kinematical theory of diffraction does not hold for typical TEMexperiments.
For this, the dynamical theory of diffraction needs to be considered to appropriately calculate
the diffracted intensities. However, for qualitative interpretation of diffracted intensities and
image contrast, the kinematic theory is an adequate first approximation.

Furthermore, we have assumed that only one Bragg reflection is excited, i.e. a two-beam
case. In electron diffraction experiments, most often a larger of numbers of reflections is
considered. This is related to the large radius of the Ewald sphere, see Fig. 3.5, having the
consequence that many relrods intersect the Ewald sphere in a zone axis orientation. Instead
of an intensity redistribution between the direct and one diffracted beam, it is between the
direct and many different beams. The n-beam case reduces the validity of the kinematical
theory to even smaller thicknesses, since multiple intensities Ig can reduce the intensity of
the direct beam evenmore [127].

In deriving Eq. 3.14, only elastic scattering was considered. This is a simplification, since the
electrons also undergo inelastic scattering during their interaction with the specimen. The
inelastic scattering is often accounted for by adding an imaginary term to the potential iV ′(~r)
to represent absorption [130]. The magnitude of V ′(~r) is typically less than or equal to one-
tenth of the real part of the potential V (~r). Inelastic scattering causes the incident electrons
to be scattered angularly out of the Bragg-reflected beams. In the kinematical theory, inelastic
scattering is not of interest. However, the inelastic signal itself can be of value when analysed
separately, for example for chemical analysis by energy-dispersive X-ray spectroscopy (EDS)
or EELS [128].
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3.2.5 Brief note on dynamical theory
In the above treatment, the kinematical theory of diffraction was introduced. It became clear
that the dynamical diffraction theory was necessary to appropriately calculate the intensity
distribution of the diffracted beams for real specimens. Obtaining expressions for the diffrac-
ted intensitiesusingdynamical theory involves solving theSchrödingerequation for thewave-
functionΨ(~r) of the fast electrons. This becomesmore complex as we increase the number of
diffracted beams. Now, we will briefly consider the main results from the dynamical theory
under the two-beam approximation.

This theory shows that in the general case. i.e. neglecting absorption, the direct and diffracted
beam intensities, I0(t) and Ig(t), may be shown to be [130]:

I0(t) = I − Ig(t) (3.15)

Ig(t) =

(
π

ξg

)2(
sin(πts′z)

πs′z

)2

, (3.16)

where

s′z =
(
s2z + ξ−2g

)1/2
. (3.17)

The form of Eq. 3.16 is similar to the result obtained from the kinematical theory in Eq.
3.14. The difference is however important, since in most electron diffraction experiments,
only small deviations from the Bragg condition, s, is considered and s′ is thus significantly
different from s. The intensities diffracted at the Bragg condition, s = 0, is zero for t = nξg
(n an integer) and there are thicknesses t = (n + 1/2)ξg where the intensity is completely
concentrated in the Bragg reflections. This is the reason why ξg is called the extinction
distance. This means that the electron intensity oscillates between the direct and the Bragg
reflected beams as a function of t. This is known as pendellösung of the dynamical theory
describing the interaction between the direct and diffracted beam. If s′ ≈ s, the diffracted
beam is very weak and the kinematical approximationmay be useful under such conditions.

To summarise, kinematical theory describes the intensity distribution in coherent electron
diffraction and is often adequate for qualitative analysis of diffracted intensities. For more
quantitative interpretations using variations in diffraction maxima, the dynamic theory is
needed. The electron-matter interaction is strong and the kinematical theory breaks for
typical specimen thicknesses studied in TEM. This comes at the expense of more complex
calculations as the dynamical n-beam case must normally be treated numerically. Different
approaches exist and the multislice approach will be introduced in the next section, in re-
gards to simulating electron diffraction patterns. Dynamical simulations are computationally
heavy and hence it has been of interest to develop new electron diffraction techniques in
which the diffracted intensities are more similar to the ones predicted by the kinematical
theory. One such development is precession electron diffraction, which averages the diffracted
intensity over a cone of incident beam directions. This is the basis for Section 3.3.
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3.2.6 Electron diffraction simulations
When doing electron diffraction experiments, one often needs to simulate electron diffrac-
tion patterns or images for different phases and orientations. Different approaches exist and
in the following we will consider the approaches used in this thesis: a kinematical approach
and an approach for solving the n-beam condition for dynamical theory, namely multislice
simulations.

Kinematical simulations

One approach for simulating electron diffraction patterns in terms of the kinematical theory
is to consider which reciprocal lattice points intersect the Ewald sphere (Fig. 3.4b) and can be
summarised as follows:

1. Calculate the reciprocal lattice of the structure. Find all reciprocal pointswithin a sphere
with radius reciprocal radius. This will determine the field of view in reciprocal space.

2. Determine which reciprocal lattice points ghkl (corresponding to lattice plane (hkl)) in-
tersect the Ewald sphere given amaximumexcitation error smax. smax is the length of the
relrods.

3. The intensity of each reflection is proportional to the modulus square of the structure
factor Ihkl ∝ FhklF ∗hkl (Fhkl is given in Eq. 3.9).

4. Only diffracted intensities over a certain threshold will contribute to the simulated dif-
fraction pattern.

Diffsims [132], a sublibrary of pyxem, enables the simulations of electron diffraction patterns
by the approach described above. The atomic scattering factors f(∆k) (Eq. 3.10) are determ-
ined based on either Lobato et al. [129] or the International tables of crystallography, Vol. C
[133]. Different shape factor models are implemented to account for the contribution of the
shape factor Flattice(∆~k) (Eq. 3.12) to the diffracted intensities.

Multislice simulations

The multislice method is schematically visualised in Fig. 3.7. An initial specimen model is
approximated by thin slices with ∆z spacings perpendicular to the direction of the incom-
ing electron wave ψ0 [134]. The electron wave is alternately transmitted through a slice and
propagates to the next slice. This can be expressedmathematically by:

ψn+1(x, y) = tn(x, y) [pn(x, y,∆zn ~ ψn(x, y)] , (3.18)

where the wave function at the top of each slice is labeled ψn(x, y) and the propagator and
transmission functions for each slice are labeled tn(x, y) and pn(x, y,∆zn), respectively. The
initial wave function ψ0(x, y) is a plane wave in CTEM and the probe wave function in STEM.
Each slice is thin enough to be interpreted as a weak phase object, i.e. the atomic potentials
V (~r) slightly modify the phase of the electrons as they pass through the specimen, while the
amplitude is constant [134].

Given a description of the potential V (~r) inside the specimen, the electron wave function can
be calculated at any depth z inside the specimen by repeated application of Eq. 3.18. The
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Figure 3.7: Schematic showing the principle of the multislice method. An initial model is approximated
by thin slices and the electron wave is alternately transmitted (t) through a slice and propagates (p) to
the next slice. Adapted from Ref. [134].

transmission function t(x, y) can be associated with a phase grating approximation and the
propagator function p(x, y,∆z) can be associatedwith the Fresnel (near zone) diffraction over
a distance∆z.

The convolution in Eq. 3.18 is computationally ineffective. This is overcome by solving the
problem in Fourier space. Hence, the model needs to be periodic and sampled on a grid of
size Nx × Ny = 2n × 2n. Typically, a bandwidth of 2/3 is also applied to avoid aliasing [134].
The resolution of the simulations is determined by the size of the model. Given a model with
dimensions Lx and Ly in the x and y dimensions, the dimension of each pixel in reciprocal
space is∆kx = 1/Lx and∆ky = 1/Ly.

As mentioned in Section 3.1.2, thermal diffuse scattering is important for image contrast in
HAADF-STEM. This is typically accounted for in multislice simulations by taking the average
ofmultiple simulations, where each simulation is a result of a slightly different atomic config-
uration of themodel. This is known as the frozen phonon approximation, where one assumes
that the speed of electrons is much higher compared to the thermal vibration velocity of the
vibrating atoms. By randomly shifting the atoms by a certain amount, limited by the Debye-
Waller factors, betweeneachmultislice simulation, the thermaldiffuse scattering is accounted
for.

A variety of software packages exists for multislice simulations, examples include the MUL-
TEMsoftwaredevelopedbyLobatoandDyck [135] andµSTEM,developedbyAllen et al. [136].

Whether a kinematical or dynamical simulation is required is dependent on the problem to
be solved. If one is only interested in the positions (kx, ky) of the diffracted beams, a kinemat-
ical simulationmight be sufficient. If however one is interested in the intensities, a dynamical
approach is needed. For simulations of HAADF-STEM images, a dynamical approach is re-
quired, since the thermal diffuse scattering is neglected in the kinematical theory.

3.3 Scanning precession electron diffraction
Electrondiffractionexperiments allow insight into the crystal structureof thematerial and the
microstructure the material exhibits. Stationary diffraction patterns can be captured, either
byusingaparallel or convergentbeamwithmicrometer tonanometerdiameter. In the former,
the collected diffraction patternwill be froman extended region of the sample, determinedby
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the selected area aperture, as discussed in Section 3.1.1. Suchpatterns havepoor spatial resol-
ution and can be challenging to interpret in the presence ofmultiplemicrostructural features
giving rise to distinct Bragg peaks, e.g. when multiple precipitates or clusters are present. In
nanobeam diffraction (NBD), the diffraction pattern is acquired from a nanometer region of
the specimen. This is accomplished by converging the electron beam onto the sample using
a small condenser aperture. In this mode, the Bragg peaks will appear as disks correspond-
ing to the convergence angle, α, of the electron beam. This way of collecting data is particular
useful for crystallographic analysis of precipitates or clusters since it enables the acquisition
of diffraction pattern from single precipitates. In CBED, the convergence angle is larger and
the probed region smaller than in NBD and the intensities inside the disks are often complex
and can only be described by the dynamical diffraction theory.

In addition to collecting stationary diffraction patterns, the scanning coils also enable the ac-
quisition of 4D-STEM datasets [18]. In 4D-STEM, 2D diffraction patterns are collected over a
2Dgrid of probe positions. Thisway of collecting data is particular useful for obtaining statist-
ics of relative phase fractions in multi-phase materials. Even though STEM has existed since
the middle of the 20th century, large scale 4D-STEM experiments were enabled only in the
recent years through the development of fast detectors and cheap computer storage [137].
Typical experiments require the storage and analysis of datasets of several gigabytes. Clearly,
analyses are driven by computationalmethods for interpreting the data. Data analysis of such
datasets will be the topic of Section 3.4. 4D-STEM can be classified by how the specimen is
illuminated, i.e. by the probe size and convergence angle α.

Figure 3.8: Schematic ray diagram for precession
electron diffraction. Inspired by Fig. 1 in Ref.
[138].

A subclass of 4D-STEM is scanning precession
electron diffraction (SPED). In PED, the static
probe is replaced with a dynamic hollow cone
of illumination, precessing the Ewald sphere
through the volume of reciprocal space. Be-
low the specimen, the beam is de-precessed
to obtain a static pattern exhibiting the ori-
ginal diffraction pattern geometry [137–139].
The net effect is equivalent to precessing the
sample about a fixed beam parallel to the op-
tic axis. Thekeycomponents inPEDare shown
in Fig. 3.8. The inner angle of the hollow cone
is φ − α, while outer angle is φ + α, where φ
is the precession angle which typically is less
than 0.1-3° depending the application. SPED
is enabled by scanning the hollow cone probe
over the specimen and collecting the result-
ing PED pattern at each probe position. The
probe size is typically a nanobeam probe with
diameter ≈ 1 nm, yielding small disks in the
diffraction pattern. The diameter of the probe
is affected by the precession, since precession
involves tilting the beam away from the optic
axis of the probe forming lens. The spherical
aberration of this lens causes the probe dia-
meter to increase [139, 140].
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The incoming beam is tilted φ degrees off the optical axis by the deflector coils and sub-
sequently rotated at incremental steps above the specimens. Hence, a zone axis PED pattern
is collected by integrating multiple off-axis probe positions. This influence the diffracted
intensities. Firstly, more Bragg peaks are excited and one probes further into reciprocal space
as compared toNBD, hencemore reflections are visible in theZOLZandHOLZ. This is schem-
atically illustrated in Fig. 3.9. Moreover, since less beams are simultaneously excited, the final
pattern contributions from the dynamic diffraction seem reduced [141]. The intensity within
each diffracted disc is integrated over a range of angles, effectively averaging out the complex
intensity variations stemming from dynamical effects [139] and intensity variations due to
thickness variations and bending are strongly reduced. PED patterns are often referred to as
’kinematical like’ due that the diffracted intensities in PED patterns and kinematic electron
diffraction simulations are more similar as compared to unprecessed patterns [117, 138].

Figure 3.9: Schematic showing the effect of precession on the Ewald sphere construction. An incoming
beam with convergence angle α is precessed around the optical axis at a precession angle φ. The pre-
cessing causes the excitation of more relrods as compared to a stationary beam. Adapted from Fig. 3.12
in Ref. [142].

3.4 Scanning precession electron diffraction data analysis
As a typical SPED dataset comprises > 100000 diffraction patterns, it is obvious that conven-
tional image analysis is insufficient in investigating the data. Hence, big data approaches are
typically the preferred analysis tools. In this section we will introduce various approaches for
studying SPED datasets, with emphasis on the tools used in this thesis. Most of the analysis
was done using pyxem [143], an open-source python library formulti-dimensional diffraction
microscopy. pyxem is an extension of the hyperspy [144] library for multi-dimensional data
analysis and defines diffraction specific signal classes. The dataset constitutes a navigation
space (x, y) where each pixel has an associated signal space (kx, ky). Unless otherwise stated,
pyxemwas used for the analysis.

3.4.1 Virtual imaging
The simplest analysis of SPED data involves virtual imaging [18, 137]. This is realised by pla-
cing ’virtual’ apertures in the diffraction patterns at each probe position and integrate the in-
tensity within the aperture, similar to placing the objective aperture into the back focal plane
of the objective lens when doing BF- and DF imaging introduced in Section 3.1.1. In compar-
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ison to conventional imaging however, one has full flexibility in choosing the size and geo-
metry of the apertures when doing virtual imaging. This is exemplified in Fig. 3.10 where five
circular, virtual apertures are placed in the SPEDdata stack. The pattern corresponding to the
maximum of each pixel in reciprocal space is shown in Fig. 3.10, the virtual apertures used
to create the virtual images in Fig. 3.10b-f are indicated. Fig. 3.10b corresponds to a virtual
bright-field (VBF) image. Thevirtual dark-field (VDF) images inFig. 3.10demonstratehowthe
virtual apertures can be employed to highlight certain precipitates in real space. This dataset
is used in Paper IV.

Figure 3.10: Demonstrationof virtual imaging. In a, themaximumpattern is shownandvirtual apertures
corresponding to the virtual images in b-f are indicated.

3.4.2 Machine learning
Broadly speaking, machine learning aims at recognizing patterns in data, one example being
image recognition [145]. The learning aspect usually involves minimizing a function, often
referred to as the cost function or loss function, which is an estimate on how well the model
is performing. The algorithms run iteratively until a local, or preferably global minima, of the
cost function is reached. Machine learning is typically divided into supervised learning and
unsupervised learning, referring to whether the training requires labeled data or not, respect-
ively.

In general, we have a set of n samples containing some data, X, that we want to predict. The
data of interest in this thesis is a set of n = Nxy diffraction patterns, withNxy being the pixels
in real space, i.e. the number of probe positions in the dataset. Let us denote one diffraction
pattern asDPµ ∈ RNkxky , whereµ = 1, .., Nxy.Nkxky are thenumberof pixels reciprocal space,
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i.e. the size of the detector for the rawdataset. In supervised learning, each diffraction pattern
is given a label yµ ∈ Rd, most commonly d = 1. A typical task for supervised learning is clas-
sification, which is a predictive modeling problemwhere a label is predicted for a given input
dataDPµ. Inphasemapping, the label iswhichphase thediffractionpatternDPµ corresponds
to.

In unsupervised learning, we have the same type of input data, but no labels are available.
One of the most basic tools of unsupervised learning is methods based on low-rank decom-
position of the observed data matrix X into two components. Low-rank refers to the fact that
the decomposed data has reduced rank as compared to the input data [145].

In the following we will consider the unsupervised learning technique non-negative matrix
factorisation (NMF) and the supervised learning approach artificial neural network (ANN),
specifically in terms of classification. In this thesis, tensorflow [146] was used to implement
the ANN.

Non-negativematrix factorisation

The underlying principle of NMF is to decompose the dataset X into two new datasets A and
B such that [147, 148]:

X ≈ AB, (3.19)

where X ∈ RNxy×Nkxky

+ , A ∈ RL×Nxy

+ and B ∈ RNkxky×L
+ . R+ is the set of all non-negative

real numbers. L is the number of components the input data will be decomposed into. In
most cases, NMF can be viewed as a dimensionality reduction with L � Nkxky and L � Nxy
[148]. The approximation of X by Eq. 3.19 is achieved by finding A and B that minimise a cost
function, usually the Frobenius norm ||X − AB||F , subject to A ≥ 0 and B ≥ 0. NMF is hence
done iteratively until a good approximation of X is found.

This is similar to other low-rank decomposition methods such as principal component ana-
lysis (PCA), thedifference lies in thedifferent constraints imposedon the componentmatrices
[148]. NMF incorporates a non-negativity constraint, enhancing the interpretability of the
data as compared to other linearmatrix decomposition approaches allowing negative intens-
ities in the decomposed datasets. This is especially advantageous when analysing SPED data,
since I0 ≥ 0 and Ig ≥ 0 (Eq. 3.16).

Upon performing NMF in hyperspy, the SPED data is reshaped into a 2D signal matrix X ∈
RNxy×Nkxky

+ , where each row has a length of Nxy and each column of length Nkxky holds the
PED patterns. The data X is decomposed into factors B and loadings A. Factor i, i = 1, .., L
has the same dimension as the input PED patterns, while loading i exhibits the same dimen-
sionality as the scan region. Qualitatively, the factors resemble PED patterns and are often
referred to as component maps, while the loadings describe the spatial intensity distribution
of the corresponding factor. The loading maps indicate regions where the component maps
are significant and resemble VDF images such as the images shown in Fig. 3.10d-f.

An important parameter to consider inNMF is thenumber of componentsL. In amulti-phase
material, such as heat-treatable Al alloys consisting of Nphases phases, one could initially ex-
pect that L = [1 +

∑
i i ·ORi], where i = 1, ..Nphases and ORi is the number of orientation re-

lationships for precipitate iwith the matrix. The sum needs to be added with one to account
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for the component describing pure Al. It is however often necessary with more components,
due to varying deviation from Bragg’s condition, due to e.g. variation in specimen tilt over
the scanned region, significant deformation, strain and so on. Some approaches for choos-
ing L include trial-and-error or estimation using singular value decomposition (SVD), which
is anothermatrix factorisation approachwhere the components are required tobeorthogonal
and ordered by variance. By plotting the variance against the component index, a scree plot is
generated. Ideally, the scree plot should decrease rapidly, eventually becoming a slowly des-
cending line. The point at which the plot becomes linear, often referred to as the elbow, is
generally judged to be a good estimate of the dimensionality L of the data.

Although not strictly necessary, some preprocessing is often employed on the input data X.
For phase mapping of precipitates in heat-treatable Al alloys, one important preprocessing
step is to create boolean masks containing disks with a given radius r at the center of each Al
reflection in the PED pattern. The mask is superimposed on each diffraction pattern in the
input data. The intensity of the diffracted beams stemming from Al is typically much higher
than the intensity of the diffracted beams stemming from the precipitates. If one included
the Al reflections in the NMF decomposition, the variations in the Al diffracted beams would
most likely cause the required number of components L to describe the data to increase sig-
nificantly. In phase mapping, we are only interested in recognising the diffraction patterns
stemming from precipitates and hence masking out the Al reflections is a good approach to
minimise L and hence the computational time, while at the same time improving the quality
of the decomposition.

Artificial neural networks

The goal of a supervised ANN is to find a function f so that when a new sample xnew is presen-
tedwithout its label, then the output of f(xnew) approximates the label well [145]. The dataset
{xµ, yµ} is called the training set. Typically, the training set is split into a training set used to
learn the function and a test set to monitor the performance. During the training, a set of
parameters, called the weights w ∈ R and biases, b ∈ R, are adjusted to minimise the cost
function, C(w, b). For reasons that will become clear, the number of trainable parameters can
be huge, often in the order of 106. The algorithms commonly employed to minimise the cost
function are based on gradient descent with respect to the weightsw. The weights and biases
are iteratively adjusted in the direction of the gradient of the cost function [145]:

wt+1 = wt − γ∇wC(w, b) (3.20)

bt+1 = bt − γ ∂C(w, b)
∂b

, (3.21)

where γ is known as the learning rate. Gradient descent is computationally heavy if the num-
ber of training inputs is large, since the partial derivatives need to be calculated for each train-
able parameter. A commonly applied variant of gradient descent is the stochastic gradient
descent (SGD), where the full cost function C(w, b) is replaced by the contribution of just a few,
randomly chosen samples. This can significantly speed up the computation time.

A schematic of a typical ANN is shown in Fig. 3.11. An ANN is built up of artificial neurons,
shown as circles in the figure. Each neuron in the input layer takes several inputs x1, x2, ..
and produces an output. The output is produced by applying an activation function, F (z),
z =

∑
j wjxj − b, where the bias b acts as a threshold for when a certain neuron is activated. In
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fact, all the neurons in an ANN have an activation function related to it. Hence, each neuron
is associated with a bias. The layers between the input- and output layer are known as hidden
layers and are added in order for the ANN to learn non-linearity in the input data. The lines
connecting the different layers are often referred to as nodes. Each node has an associated
weightw. Increasing the number of neurons increases both the number of biases b and num-
ber of weights w, which are the trainable parameters, explaining why a typical ANN can have
millions of trainable parameters [145].

Figure 3.11: Schematic of a typical ANN
consisting of one input layer, one hid-
den layer and one output layer.

Different activation functions exist, common ones in-
clude sigmoid (σ(z)), hyperbolic tangent (tanh(z)) and
ReLU (R(z)). Common for them all is that they are dif-
ferentiable and non-linear. The non-linear behaviour
allows our neural network to learn non-linear relation-
ships in the data. Differentiability is important because
it allows us to backpropagate the model’s error when
training to optimise the trainable parameters.

The output layer predicts which label yµ the input xµ
corresponds to. The activation function in this layer is
typically different from the ones in the input- and hid-
den layer. For multiclass classification, i.e. in mod-
els with more than two labels, softmax is often the pre-
ferred function. Softmax outputs a vector of values that
sums to 1 and canbe interpreted as probabilities of class
membership and is defined as ez/

∑
ez.

It is the backpropagation that adjusts the weights in a
network. Ultimately, this means computing the partial derivatives in Eqs. 3.20 and 3.21,
∇wC(w, b) and ∂C(w,b)

∂b . Backpropagation gives us a procedure to compute the error in the
jth neuron in the lth layer, δlj , and relate it to the partial derivatives in Eqs. 3.20 and 3.21.
The weights and biases are updated accordingly starting backwards, hence the name back-
propagation.

For SPED data, the goal of the ANN is to predict something from a certain PED pattern at a
certain probe position. To facilitate supervised learning, we need labeled data. In general, we
have two choices for creating the labels yµ needed to generate a good training set {xµ, yµ},
(i): Label experimental data or (ii): build the training set by doing electron diffraction simu-
lations. Typically, this involves labeling ten thousands of diffraction patterns. This is tedious
if done manually, which might be the case if one chooses to train on experimental data. Ex-
perimental data could also be labeled by first performing an unsupervied learning approach
such asNMF to reduce the dimensionality of the dataset. The diffracted intensities are heavily
dependent on the experimental set-up, e.g. the thickness t of the sample, the excitation error
s and thewavelength of the electrons λ via Eq. 3.16, but also the alignment of themicroscope,
precession angle φ and so on and so forth. To generate an adequate training set, one would
have to labelmultiple datasets acquired ondifferent samples andondifferent days to increase
the variations in the input data. This challenge can be overcome by simulating the diffraction
patterns instead, which can be less tedious depending on which simulation algorithm one
chooses.

An alternative data analysis strategy to virtual imaging and machine learning is template
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matching [149, 150], initially developed for orientation mapping. In this approach, a tem-
plate library consisting of simulated diffraction patterns is compared with the experimental
patterns. A correlation score is calculated and the experimental pattern is labeled according
to the label of the simulated pattern with the highest score. Which data analysis strategy is
needed to interpret the data is dependent on the data and the task. NMF has been proven to
be a suitable tool for reducing the dimensionality of SPED datasets and yield interpretable
component patterns [151]. Furthermore, NMF has been demonstrated to be well-equipped
as a strategy for phase mapping of precipitates in Al alloys [20, 21] and was also employed
in Paper II, IV, V and VI in this thesis. In Paper VI, NMF, template matching and ANN and a
vector based approach for phase mapping of precipitates are compared in terms of accuracy
and reproducibility.
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Chapter 4

Experimental

This chapter gives a an overview of the Al alloys studied and transmission electron micro-
scopes used in this thesis. The first section lists the chemical compositions of the Al alloys,
while the second lists themicroscopes used.

Material selection in this thesis
In Paper I, an industrial 7046 alloy was used along with a high purity, lab-cast alloy named
ZM42. The 7046 alloy was provided by Hydro Extrusions, while ZM42 was provided by Uni-
versity of Toyama. ZM42 was also studied in Paper II. A 7003 alloy provided by Benteler was
studied in Paper III. Papers IV-V investigated various compositions of the so-called Toyama
alloy, an alloy developed at University of Toyama for the company Yoshida Kōgyō Kabushiki-
gaisha (YKK) with the intended use of zip fasteners. In Paper VI, an Al-Cu-Li alloy supplied
by American Elements was used. Tab. 4.1 lists the composition of all the alloys studied in this
thesis.

Table 4.1: Compositions of the alloys studied in this thesis in at.%. The papers in which they were used
are also indicated.

Paper Alloy Zn Mg Si Cu Mn Fe Cr Zr Ti Li

I 7046 2.980 1.420 0.080 - - 0.080 - 0.040 - -
I, II ZM42 3.490 1.890 - - - - - - - -
III 7003 2.430 0.840 0.090 - - 0.110 - 0.050 0.010 -
IV Toyama alloy-1 0.001 1.129 0.368 0.543 <0.001 0.034 0.001 - 0.011 -
V Toyama alloy-2 <0.004 1.084 0.329 0.500 <0.005 0.034 <0.005 <0.003 <0.011 -
V Toyama alloy-3 <0.004 1.051 0.329 0.500 <0.005 0.078 <0.005 <0.003 <0.011 -
VI Al-Cu-Li - - - 1.246 0.264 0.095 - - - 5.705

Microscopes used in this thesis
All of the TEM data presented in this thesis was collected using microscopes in the NORTEM
facility [152] within the TEM Gemini Centre [153] at Norwegian university of science and
technology (NTNU) in Trondheim. Three instruments were used: JEOL JEM 2100, JEOL JEM
2100F and JEOL JEM ARM200F. All three microscopes were operated at 200 kV. The JEOL JEM
ARM200F has a cold field emission gun (FEG) with an energy spread of < 0.3 eV. The instru-
ment is Cs-probe- and Cs-image corrected yielding a resolution of < 1 Å in the HAADF-STEM
mode. This instrument was used to collect the atomically resolved HAADF-STEM images
shown in Papers I-V and BF images and SAED patterns presented in Paper I. The JEOL JEM
2100F has a Schottky FEG with an energy spread of 0.7 eV and is equipped with a Gatan 2k
UltraScan CCD and the Nanomegas ASTAR system enabling SPED. It is also equipped with
a Medipix3 MerlinEM camera with a single 256x256 Si chip from Quantum detectors [154]
enabling the possibility for SPED experiments on a direct electron detector. The SPED data

47



48 Experimental

presented in Paper II-III and Paper V-VI was collected using the Medipix3 MerlinEM. In
Paper IV, the SPED data was collected using an externally mounted Stingray camera, since
this workwas done prior to the installation of the direct electron detector. The JEOL JEM2100
has a LaB6 filament and is equipped with a Gatan 2k Orius CCD camera and a Gatan imaging
filter (GIF) systemwith a 2k CCD. The BF images and SAED patterns presented in Paper IV-V
were collected using this instrument.



Chapter 5

Results

This chapter gives a short summary of the results presented in each paper included in Part III
in this thesis. All manuscripts are focused on the study of GP zones and metastable precipit-
ate phases formed in heat-treatable Al alloys after various thermomechanical treatmentswith
the use of TEM. A majority of the papers were enabled by atomically resolved HAADF-STEM
imaging to study the fine details of the atomic structure of GP zones and precipitates. SPED
was also used as a characterisation tool in most of the papers, either to obtain statistics re-
garding the relative phase fraction of precipitates or to compare the experimental diffraction
patternswith simulatedones fromatomicmodels to increase theunderstandingof the atomic
structure of the investigatedphases. In this regard, thePaperVI is concernedwith comparison
between SPED data analysis approaches for phasemapping of precipitates in Al alloys.
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Paper I— Atomic structure of solute clusters in Al-Zn-Mg alloys

Figure 5.1: Graphical abstract for Paper I.

In this paper, we presented presumably the first atomically resolved HAADF-STEM images of
the atomic structure of the GPI zones in the Al-Zn-Mg alloy system. Up until this publication,
no adequate atomicmodels existed for this phase even though it had been knownand studied
for decades. Based on the obtainedHAADF-STEM images, atomicmodels were prepared and
refined by density functional theory (DFT). The atomic structure of the GPI zones was funda-
mentally different from previously proposedmodels deduced from analysis of SAED patterns
from regions containing several GPI zones and possibly other phases [78]. GPI zones with the
same structure and similar sizewere found in both the 7046 alloy naturally aged for seventeen
years and the ZM42 alloy with NA for four days and AA at 120°C for 8minutes.

It was demonstrated that the GPI zones are composed of a fundamental unit. A 3-shell trun-
cated cube octahedron structure, termed TCO for simplicity, see Fig. 5.1, constituted the fun-
damental unit, which essentially is a partial substitution of Zn andMg on the Al fcc cubic cell
and its surrounding TCO shell. DFT calculations indicated that the octahedral position in the
central column of the TCO could be occupied. The TCO unit connected along different direc-
tions to form larger zones. Themost commonly observed configuration was TCOs connected
exclusively along 〈411〉Al, a small portionof theTCOswas connectedalongboth the 〈411〉Al and
〈330〉Al directions. Hence, the GPI zones exhibit variable long-range structure.

By comparing simulated HAADF-STEM images with experimental images, and simulated
NBD patterns with fast Fourier transforms of the experimental images, a good correspond-
ence was found between the atomic models and the images. Atom probe tomography (APT)
also supported the results. No structural connection was found between the GPI zones and
the η′ precipitates, indicating that the GPI zones cannot transform into η′ upon ageing. This
paper provides new insight into the very early stages of precipitation hardening in Al-Zn-Mg
alloys and was the basis for Paper II and Paper III.
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Paper II — Studying GPI zones in Al-Zn-Mg alloys by 4D-STEM

Figure 5.2: Graphical abstract for Paper II.

To further investigate the fine details of the atomic structure of the GPI zones, SPED was em-
ployed in Paper II to collect a large number of PEDpatterns from the zones and compare them
with simulated NBD patterns of the atomic models. The alloy used was ZM42 in the same
condition as in Paper I. Example PED patterns are shown in the graphical abstract in Fig. 5.2.
TCOs connected purely along 〈411〉Al and along both 〈411〉Al and 〈330〉Al were observed and
their corresponding PED patterns were characteristic viewed along the unique [001]GPI axis.
Three unique PED patterns were observed of GPI zones oriented in orientations perpendicu-
lar to [001]GPI. Three configurations of the central column of the TCO gave simulated patterns
matching the positions of the diffracted beamsof the experimental patterns. Thefirst one, be-
ing least energetically favourable according to DFT, corresponded to the TCO occupying the
Al fcc lattice sites. In the second andmost energetically favourable configuration, the central
columnof theTCOwasdisplacedby 2.025Å, so that the octahedral sitewas occupied. This is a
1D column defect in the Al lattice, first identified in the β′′ phase in the Al-Mg-Si system [155].
In the last configuration, exhibiting intermediate formation enthalpy, the central column had
3/2 occupancy relative to Al, i.e. one extra solute is present in the central column for every
second TCO.

This paper demonstrated the advantage of couplingHAADF-STEMwith PED for investigating
the crystal structure of small, ordered crystal phases embedded in a host material.
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Paper III — The evolution of precipitates in an Al-Zn-Mg alloy

Figure 5.3: Graphical abstract for Paper III.

Paper III is concerned with the evolution of precipitates in Al-Zn-Mg alloys and the graphical
abstract is shown in Fig. 5.3. A 7003 alloy naturally aged for one year was subjected to AA at
140°C for different times to investigate the evolution from GPI zones to hardening precipit-
ates. The microstructures of the NA condition, after ten minutes of AA and at the peak aged
condition were investigated by TEM and APT. The NA condition comprised a dense popula-
tion of clusters and GPI zones coexisting with a small population of η′ and had a hardness of
121HV. After tenminutes AA, the hardness decreased to 88HV, termed the ’dip’ condition. The
numberdensities of clusters in the twoconditionswere similar, but theZn/Mg ratiodecreased
from 2 in theNA condition to 1.7 in the dip condition. The average size of the clusters was lar-
ger in the dip condition in comparison to the NA condition. HAADF-STEM imaging revealed
that the clusters in the dip condition no longer exhibited theGPI zone atomic structure. At the
same time, the occurrence of η′ increased from 2% to 18%.

The lowering in hardness and increase in cluster size while still maintaining a similar number
density of clusters in the dip condition as compared to the NA condition were attributed to a
lower obstacle strength of the clusters/precipitates in the dip condition. The η′ precipitates
were much smaller and less developed as compared to the η′ in the peak aged condition and
hence have a lower obstacle strength. Ameasurable evolvement of clusters was also detected
with APT. There were no indications that a phase transformation took place from GPI to η′
and the decrease in hardness was attributed to a partial reversion of the GPI zones. This was
supported by the incompatible atomic structures of the phases as found in Paper I.

At the peak aged condition, the size of the particles increased while the number density de-
creased. Based on HAADF-STEM, the most prominent precipitate at peak age was η′ which
co-existed with η1, η2 and T′. SPED confirmed these observations.

We believe these results to be a significant contribution to improving the understanding of
early stage precipitation in Al-Zn-Mg alloys and are important for industrial heat treatment,
where NA is always used.
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Paper IV— The effect of heavy deformation on the precipitation
in an Al-1.3Cu-1.0Mg-0.4Si wt.% alloy

Figure 5.4: Graphical abstract for Paper IV.

In this work, Toyama alloy-1 was investigated after three different thermomechanical treat-
ments: All three conditions underwent the same SHT andNA for 20 hours. Twoof the samples
were 80% deformed prior to AA, the difference was the order of NA and the pre-deformation:
NA20ha underwent deformation after NA, while NA20hb underwent NA before deformation.
The third condition, NA20hn, was the underformed condition. All three conditions were in-
vestigated in terms of hardness evolution during each processing step and HAADF-STEM. In
addition, SPED was employed on the pre-deformed samples NA20ha and NA20hb to invest-
igate the relative fractions of precipitate phases.

The undeformed condition NA20hn exhibited a homogeneous distribution of precipitates.
Based on HAADF-STEM, two types of precipitates were present, namely the L phase from the
Al-Mg-Si-Cu alloy system and structural units of GPB zones from the Al-Cu-Mg system.

The pre-deformed conditions consisted of the L phase nucleated away from the deformation
induced defects. Furthermore, C and E phases and disordered precipitates were nucleated
on the deformation induced defects. The E phase had previously been reported [156], but its
crystal structure was solved in this paper, based onHAADF-STEM imaging coupled with DFT
calculations.

A typical BF image of the microstructure after pre-deformation is shown in the graphical ab-
stract in Fig. 5.4. The contrast from the dislocations were masking out the precipitates and
such images were deemed inadequate to obtain quantitative information about the precip-
itate distribution. Hence, SPED datasets from the pre-deformed conditions were obtained.
A VDF image from the same region as the BF image is shown in Fig. 5.4. Phase mapping of
the precipitates was enabled by NMF and supported the findings by HAADF-STEM that the
same type of precipitates was nucleated in the two conditions. The order of the NA and pre-
deformationhowever influenced the relative fractions of C+E andL as a higher fraction of C+E
was found in NA20ha as compared to NA20hb.
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Paper V— The effect of small additions of Fe and heavy deform-
ation on the precipitation in an Al-1.1Mg-0.5Cu-0.3Si at.% alloy

Figure 5.5: Graphical abstract for Paper V.

Paper V concerns investigates the effect of small additions of Fe on the precipitation in the
Toyama alloy. Toyama alloy-2, referred to as the standard alloy, had a similar composition as
Toyama alloy-1 studied in Paper IV, while Toyama alloy-3 had an addition of Fe. SEMwas em-
ployed on the undeformed condition to quantify the distribution of primary particles. Both
alloyshad similar amountsofprimaryMg2Siparticles,while thehigherFe level alloyproduced
roughly twice the number density and volume fraction of primary bcc α-AlFeSi particles. The
higher content of α-AlFeSi particles in the Fe added alloy caused a reduction in the volume
fraction of hardening precipitates.

The alloys underwent NA for 18 hours followed by a deformation of 80% and AA, termed
Def1_AA1, followed by a second deformation of 50% and a short AA treatment, termed
Def1,2_AA1,2. SPED was used as a characterisation tool for both conditions and the latter
condition was in addition studied by HAADF-STEM. The main results are schematically
shown in the graphical abstract in Fig. 5.5. Precipitate volume fractions could not be extrac-
ted, but it was assumed that the standard alloy had a higher volume fraction of precipitates
compared to the Fe added alloy, since this was the scenario in the undeformed condition.

It was found that the standard alloy in condition Def1_AA1 had a more homogeneous distri-
bution of precipitates as compared to the Fe added alloy, i.e. more precipitates were nucle-
ated on the deformation induced defects in the Fe added alloy. The standard alloy exhibited a
higher hardness increase during Def2, attributed to a higher presence of non-shearable pre-
cipitates in theDef1_AA1 condition, indicating that the overall volume fraction of precipitates
was highest in the standard alloy. The precipitates nucleated heterogeneously were C- E- and
S’ in addition to disordered precipitates, while the L phase was nucleated in between the de-
formation induced defects.

The precipitates in the Def1,2_AA1,2 condition in both alloys were more disordered as com-
pared to theDef1_AA1condition,makingquantificationbySPEDchallenging. Theprecipitate
types in this conditionwere the sameas inDef1_AA1, but thePEDpatternswere in general less
characteristic, hence a quantification based on SPEDwas deemed not feasible.
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Paper VI — Scanning precession electron diffraction data ana-
lysis approaches for phasemapping of precipitates in aluminium
alloys
In Paper VI, four different SPED data analysis approaches for phase mapping of precipitates
in Al alloys were employed on a model dataset obtained from an Al-Cu-Li alloy with T1 and
θ′ precipitates. The data was obtained from the 〈001〉Al zone axis. Due to different orienta-
tion relationships and morphologies, the precipitates were discernible in VDF images in this
projection. Based on this, a ground truth image was created to estimate the accuracy of each
phasemapping strategy.

Theapproaches includedNMF, templatematching, ANNandavectorbasedapproach termed
vector analysis. The phase maps are shown in Fig. 5.6a-d for NMF, vector analysis, template
matching and ANN, respectively. The maps in Fig. 5.6e-h indicate the difference between
the ground truth image and the phase maps in Fig. 5.6a-d, respectively. Enlarged regions of
the phase maps are shown in Fig. 5.6i-l. The NMF, vector analysis and ANN yielded satis-
factory results, with less than 2% of the pixels mislabeled. The template matching however,
mislabeled over 10% of the pixels. Most of the mislabeled pixels in the template matching
stemmed from regions with low diffracted intensities from the respective precipitate. Tem-
platematchingwas concluded tobean inadequate strategy forphasemappingwhen thedata-
set contained weak diffracted intensities.
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Figure 5.6: Resulting phase and differencemaps based onNMF, vector analysis, templatematching and
ANN. a-d: Phase maps obtained from NMF, vector analysis, tempalte matching and ANN, respectively.
e-h: Difference maps. i-l: Enlarged regions from the phase maps corresponding to the region marked
by the black rectangle in a. The differencemaps indicate the difference between the ground truth image
and the phasemap, white pixels are mislabeled.



Chapter 6

Discussion and outlook

6.1 GP zones and precipitation in Al-Zn-Mg alloys
Theatomic structureof theGPI zoneswas solved inPaper I and found tobe fundamentally dif-
ferent from the previous model proposed by Berg et al. [78]. Their model was deduced from
SAEDpatterns from regions containingmultipleGPI zones under the assumption that the po-
sitions of the diffracted beams in the SAED were identical to that of diffraction patterns from
single GPI zones. It was shown in Paper I that the TCO units of the GPI zones connect along
certain crystallographic directions in the Al lattice to form larger zones. In this regard, the dif-
fraction pattern from the GPI zones depends on i) how they connect and ii) the configuration
of the central column of the TCO. In Paper II this was proven rigorously, since SPED enabled
the acquisition of PED patterns from single GPI zones. Five unique PED patterns stemming
from the GPI zones were observed, the sum of all these contributes to a pattern similar to the
SAED shown by Berg et al. [78].

In addition toGPI zones,GPII zoneswerealso reported in the studybyBerg et al. [78]. TheGPII
zones grow as thin plates on {111}Al planes and have been reported in the following papers:
[78, 157–159] among others. The earlier observationswere either high resolution TEM images
or indirectobservationsbySAED.To theauthor’s knowledge, noHAADF-STEMimagesof good
qualityhavebeenpublishedshowingGPII zones. Liu etal. [160]presentHAADF-STEMimages
showing some diffuse contrast elongated along {111}Al planes and attribute the contrast to
stem from GPII zones. It is however not apparent, since the contrast is too diffuse to reveal
atomic ordering and may stem from overlap between clusters along the viewing direction or
overlapwith Al. In this thesis, multiple Al-Zn-Mg alloys subjected to different heat treatments
were investigated and GPII zones were never observed.

The GPI zones form at room temperature and up to their formation temperature, depending
on the composition of the alloy [79]. The GPII zones however are often reported to form after
quenching from temperatures above 450°C and AA at temperatures above 70°C [78]. In this
thesis, it was of great interest to obtain HAADF-STEM of the GPII zones to investigate their
atomic structure. In that regard, the 7003 alloy was heat treated in the followingmanner: SHT
at 480°C for 30minutes followed by an ice water quench. The AAwas performed immediately
after quench at 100°C for five hours. The microstructure consisted of GPI zones co-existing
with η′ precipitates, see HAADF-STEM images in Fig. 6.1a and b showing examples of an η′
and a GPI zone, respectively. Unfortunately, no GPII zones were observed. The fact that the
GPII zoneswere not observed in this thesis gives an indication that they are not a necessity for
the precipitation in Al-Zn-Mg alloys since η′ can nucleate directly from the SSSS and does not
depend on a phase transformation fromGPII zones. The previously observedGPII zoneswere
defined frommicrostructures imaged onmicroscopes that were not aberration corrected and
therefore did not have high enough resolution to resolve them. It might be the case that the
observedGPII zoneswere a combination of GPI zones and different η′ or η type of precipitates
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Figure 6.1: Precipitates in 7003 after a heat treatment considered likely to produce GPII zones: SHT for
30minutes at 480°C, icewater quenchng andAA for five hours at 100°C. a: η′ viewed along 〈211〉Al. b: GPI
zone viewed along 〈001〉Al.

and that the GPII zones do not exist at all.

The GPI zones are however of great importance for the precipitation in Al-Zn-Mg alloys since
they are the main phase forming during NA. They can also co-exist with η′ from NA and up
to AA temperatures under the GPI formation temperature. For the 7003 alloy studied in this
thesis, the GPI formation temperature is above 100°C as evidenced in Fig. 6.1b, and the GPI
dissolution temperature is below 140°C as evidenced in Paper III.

No structural similarities were found between the GPI zones and η′ in Paper I, they also have
different habit planes, suggesting that there is no phase transition between the two. Paper III
supported this, since there were indications that the GPI zones dissolved upon AA at 140°C,
releasing solute which could participate in the formation of η′. The simultaneous dissolution
ofGP zones and formation of η′ are usually referred to as partial reversion in the literature [79].
Previous investigations of this phenomena relied on hardness measurements and positron
annihilation lifetime spectroscopy [79, 161, 162]. In Paper III, we give direct evidence of the
dissolutionofGPI zones, since theclusterspresent in thedipconditionno longer exhibited the
characteristic atomic structure of the zones. In Paper III, a small population of η′ co-existed
with the GPI zones in the NA condition, indicating that the GPII zones are not a necessity for
the nucleation of η′.

Typically, the microstructure of the peak aged condition in Al-Zn-Mg alloys is considered to
consist of η′ co-existing with the different η1−14, c.f. Tab. 2.5. The most frequently observed
orientation relationships of η include η1, η2 and η4 [77, 103]. In Paper III, η′, η1 and η2 were
observed to co-exist with the T′ phase [108]. This phase is often overseen in the Al-Zn-Mg
alloys, although recently the interest of the T′ phase has elevated. This can be correlated with
cross-over alloyingattracting attentionof themetallurgical community,wherein a "crossover"
between different alloy classes is created [163]. The idea is to add alloying elements such as
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Cu and/or Zn to non-heat treatable Al-Mg alloys so that the resulting alloy exhibits the good
formability of Al-Mg alloys combined with the age hardening potential from Al-Zn-Mg alloys.
In crossover alloys, Mg is the major alloying element, as opposed to in traditional Al-Zn-Mg
alloys, where Zn is themajor alloying element [4, 163]. In these alloys, the T′ phase is themain
hardening phase [106, 108, 112, 163].

The crystal structure of the T′ phase is assumed to be similar to that of the equilibrium T-
Mg32(Al,Zn)49 [108]. The exact crystal structure is however not known. This is ongoing work
at the TEMGemini centre, NTNU, since we have observed structural similarities between the
T′ phase and the Z phase in Al-Mg-Cu-Ag alloys [164, 165].

Evidently, there are questions still to be answered regarding the precipitation in Al-Zn-Mg al-
loys. These include the crystal structure of GPII zones and the T′ phase. The samples used
in the work by Berg et al. [78] in the early 2000s still exist and it is of interest to investigate
these samples by the means of modern TEM, including atomically resolved HAADF-STEM
and SPED. Moreover, as a part of ongoing work, the crystal structure of the T′ phase and the
Z phase will be compared. Correct atomic models of precipitates are often of interest since
they are important in modelling of mechanical properties such as strength in Al alloys. The
GPII zones in this regard can be considered a curiosity since it is uncertainwhether they exist.
The η′ however must start from somewhere, so the GPII zonesmay be an illusive version of η′
with fewer layers existing only briefly before they thicken. The crystal structure of the T′ phase
might be consideredmore important, especially with the emergence of cross-over alloying.

6.2 Pre-deformation and its effect on precipitation in the Cu-
rich 6xxx alloys

Manyproducts of heat-treatableAl alloys are subjected todifferent formsof deformationprior
to AA, often referred to as pre-deformation. The pre-deformation affects the precipitation
since the introduced dislocations provide heterogeneous nucleation sites that may change
the precipitation kinetics and the precipitation sequence [166]. This was studied in Paper IV
and Paper V: The undeformedmaterial consisted of homogeneously distributed L phases co-
existing with structural units of GPB zones. The pre-deformedmaterial exhibited amore het-
erogeneous precipitation, where L phases were nucleated homogeneously away from the de-
formation induced defects andC, E, S’ and disordered phases were decorating the dislocation
lines.

Although the E phase had previously been reported by Teichmann et al. [156], the atomic
structure of the phase was not deduced in their work. The crystal structure of this phase was
solved in Paper IV. The E phase is considered to be an important phase in pre-deformed con-
ditions for both Al-Mg-Si and Al-Mg-Si-Cu alloys, since it is exclusively observed nucleated in
the vicinity of deformation induced defects, such as dislocations. Hence, this structure may
be important for thematerial properties of pre-deformed Al-Mg-Si(-Cu) alloys.

In both Paper IV and Paper V, the relative fraction of homogeneous precipitation, i.e. nucle-
ation away from the deformation induced defects, and heterogeneous precipitation, i.e. nuc-
leation in the vicinity of thedeformation induceddefects, was estimatedbasedonphasemap-
ping enabled by SPED. This relative fraction is an important property for pre-deformed ma-
terials, since the homogeneous precipitation contributes more to the hardness in compar-
ison to the heterogeneous precipitation. The amount of solute available for precipitation was
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found to have ameasurable effect on the relative fraction. In Paper IV, it was found that in the
condition where the pre-deformation was done before the NA, the clustering was impeded
attributed to the dislocations acting as vacancy sinks, effectively decreasing the kinetics dur-
ing NA. This is in accordance with previous studies [167, 168]. When the pre-deformation
was performed after NA, a higher amount of the solutes was locked in the NA clusters. This
caused amore heterogeneous precipitation in this condition as opposed to when the NAwas
performed after deformation, since more solutes were available for precipitation in the latter
condition. In Paper V, less solute was available for precipitation in the Fe added alloy as com-
pared to the standard alloy. Hence, the precipitationwasmore heterogeneous in the Fe added
alloy. At a certain solute level, the dislocations might be saturated with solutes/precipitates.
Additional solutes above this level stay in solid solution or nucleate precipitates homogen-
eously. It is concluded that the relative ratio of heterogeneous to homogeneous precipitation
in pre-deformedmaterials is dependent on the solutes available for precipitation.

Pre-deformation was shown to be an effective processing step to reduce the detrimental ef-
fect of bothNA and Fe additions. Both these are considered important in themetallurgy com-
munity. NA is often unavoidable during production of heat-treatable Al alloys since the deliv-
ery of semi-finished products mostly occurs after quenching to enable forming processes at
low strength prior to the final AA treatment [169]. Strategies to reduce the detrimental effect of
NA often includes controlling the density of free vacancies. The idea is that upon decreasing
the amount of free vacancies, the kinetics during NA will be lowered and diffusion-assisted
nucleation of clusters will be lowered. Pre-deformation is often considered an effectiveway of
reducing the freevacancyconcentration, since the introduceddislocationsact as fastdiffusion
paths for the vacancies [167, 168, 170, 171]. A drawback of utilising pre-deformation to reduce
the detrimental effect of NA is that the introduced dislocations also affect other important
mechanical properties such as the ductility, which is typically reduced upon pre-deformation
[172]. Other strategies for controlling NA include pre-ageing treatments [173, 174] and addi-
tions of trace elements trapping vacancies during NA, such as Sn [169].

The pre-deformation level was high in both Paper IV and Paper V and it was shown that with
suchhigh deformation levels, the precipitates are no longer themain contributor to hardness.
Rather, the dislocation density is assumed to be the largest contributor to strength. The Toy-
ama alloy is intended to replace brass in YKK’s zipper fastener products and the different ther-
momechanical treatments utilised in Paper IV and Paper V were employed to mimic the dif-
ferent thermomechanical steps of the zip fastener products.

6.3 Studying GP zones and precipitates by scanning precession
electron diffraction

In this thesis, a majority of the results are based on observations of GP zones and precipitates
by SPED, often in conjunction with HAADF-STEM observations. This section is dedicated to
discussing the advantage of using SPED as a characterisation technique, along with a discus-
sion on the data analysis tools compared in Paper VI.

SPED was employed to study the GPI zones in Paper II and aided in refinement of the atomic
models of the GPI zones deduced from HAADF-STEM images in Paper I. This was enabled
by the installation of a MerlinEM direct electron detector provided by Quantum Detectors at
the JEOL 2100F at TEM Gemini centre, Trondheim. Prior to installation, effort was made to
obtain adequate signal from theGPI zones using SPEDwith an externallymountedCCDcam-
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era, but the signal-to-noise ratiowas too poor. Since theGPI zones are spherical particleswith
a diameter of 1-3 nm, the signal from the zones is low compared to the signal from the sur-
rounding Al, due TEM specimens used for these experiments typically had thicknesses of 30-
50 nm. Evidently, the direct electron detectors enable studies of microstructural features not
previously attainable due to its high DQE. The scanning of SPED is favourable to study small
particles, since itmight be challenging to do static PED fromsingle particles of very small sizes
embedded in a host material.

The study in Paper II was possible due to the ordering of the GPI zones and their orientation
relationships with the aluminium fcc lattice. Their tetragonal structure also enabled the ac-
quisition of more than one GPI zone axis along only one Al zone axis, i.e. PED patterns were
collected fromboth the unique [001]GPI zone axis and directions perpendicular to this unique
axis. Since theGPI zones are seemingly not atomically resolvable along the directions perpen-
dicular to [001]GPI, SPEDaided in attaining 3D information about the atomic structure, reveal-
ing that theoctahedral site of the central column in the fundamental TCOunit of theGPI zones
is sometimes occupied. This was hypothesised in Paper I, since the HAADF-STEM images of
the GPI zones along [001]GPI indicated that the atoms surrounding the central column were
slightly pushed out as compared to the fcc lattice positions, which was supported byDFT cal-
culations. In Paper II, direct evidence of the occupancy of the octahedral site of the central
columnwas presented. In that regards, SPED is a technique suitable in complementing struc-
tural investigations byHAADF-STEM. The SPEDworkflow presented in Paper II is considered
to be useful for othermaterial systems where ordered, small particles are embedded in a host
matrix.

SPEDwas also employed in Paper III to investigate the precipitates in the peak aged condition
of alloy 7003. Particularly, it was of interest to obtain PED patterns from the T′ phase. This
is part of an ongoing study, and the PED patterns from T′ will be compared to that of the Z
phase inAl-Cu-Mg-Agalloys [164, 165]. Since theZphase is considered tohaveacube-in-cube
orientation relationship, the PEDpatternsmust be collected frommore than one Al zone axis.
Diffraction is in this case considered superior to HAADF-STEM since it is simpler to compare
PED patterns with numerical algorithms as opposed to images. Also, many precipitates are
scanned at once with SPED, yielding better statistics. Precession also decreases the intensity
variations caused by bending, thickness variations, stage tilt, position of the precipitate in the
specimen, which can cause large variations in intensity in HAADF-STEM images.

SPED is considered to be a robust technique to study precipitation in heat-treatable Al alloys
[20, 21]. Thiswas themotivation to employ SPED to study the heavy pre-deformed conditions
of theToyamaalloys in Paper IV andPaperV. SPEDproved tobeuttermost useful to study such
conditions, since the high density of dislocations obscures the contrast from the precipitates
inBF images. It also yields better statistics as compared toHAADF-STEM imaging [175]. SPED
enabled the estimation of the relative fraction of heterogeneous to homogeneous precipita-
tion, which is an important property of pre-deformed materials. In principle, this fraction
could also be deduced fromDF images obtained by centering the objective aperture such that
only theprecipitates contribute to the resulting image. Onewouldhave to relyon thresholding
to obtain a binary image and then separate the connecting pixels making up one precipitate
based onmorphology. This is however challenging, since the background in the imagesmight
vary and hence thresholding is not always straight-forward. SPED is advantageous, since one
obtains information from both reciprocal space and real space.

The precipitate statistics obtained in Paper IV and Paper V relied on NMF as data analysis
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tool. The NMF components are reproducible if the routine is properly initialised and con-
verges [176, 177]. To enable phase mapping however, each component pattern needs to be
labeled according to which precipitate phase it stems from. Historically, this has been done
bymanual inspection of the component patterns [175]. This introduces bias into the routine,
since it is up to the user to label the component patterns. Moreover, a drawback of NMF in
this regards is that the underlying pixels in real space, i.e. in the loadingmaps, are not unique
to one component pattern. Hence, a certain pixel xi, yi might have a considerable intensity
in the loading maps from several phases. Thresholding is employed to force a one-to-one re-
lation between the loading maps and component maps, ensuring that a pixel xi, yi can only
stem from one phase. This is typically done by summing the loading maps for all the com-
ponent patterns from one phase and then thresholding the resulting summed loading map.
The loadingmaps are subsequently compared for overlapping pixels. The thresholding is user
dependent and the routine is considered not reproducible due to the employment of the user
specific threshold. This was the main motivation for Paper VI, since the subjectivity of the
NMF based phasemapping routine is considered amajor drawback.

The data analysis approaches compared in Paper VI included NMF, vector analysis, template
matching and ANN. Of these, NMF, vector analysis and ANN exhibited satisfactory accuracy,
mislabeling less than 2% of the pixels. Templatematching on the other hand,mislabeled over
10%of thepixels,mostly in regionswhere thediffracted intensities fromtheprecipitatephases
were weak. The vector analysis relied on peak finding to find the positions of the diffraction
spots in the PED patterns. The peaks were used to obtain two-dimensional vectors kx, ky that
were compared to reference vectors calculated from the precipitate phases. This drastically
improves the speed of the calculation as compared to templatematching, since it is less com-
putational heavy to compare 2D vectors as compared to full images. This approach requires
little pre-processing and hence is considered objective.

Template matching was enabled by using the implementation in pyxem [178], using the kin-
ematical theory to simulate thediffractionpatternsas explained inSection3.2.6. Theaccuracy
of the templatematching couldbe increasedby applying certainpre-processing steps, suchas
background subtraction. This is often considered a necessity in templatematching [178]. The
risk of doing this however is that weak diffracted intensities might be removed. This is espe-
cially critical in phasemapping of embedded particles, since if the weak diffracted intensities
are removed, the region will be mislabeled as the host material. The background subtraction
is also subjective, since the parameters of the background subtractionmust be chosen by the
user.

TheANNapproach relied on kinematical diffractionpattern simulations to create the training
data. The creation of training data and the implementation of the ANN are both user depend-
ent. The creation of training data is considered to be the most tedious step of this approach,
since many parameters need to be adjusted to properly account for the variations in the dif-
fracted intensities in the experimental data. Once the ANN is properly trained, the resulting
phase maps are however reproducible. This strategy is considered to be very useful in cases
where many datasets need to be classified. Upon classifying only one dataset however, the
vector analysis or NMF approach might be more suitable, since obtaining a properly trained
ANN can be tedious.

In thiswork, a special case of phasemappingwas considered, since the precipitates havewell-
defined orientation relationships with the Al fcc lattice. This is considered advantageous for
the NMF approach. NMF is useful in cases where there are few unique diffraction patterns so
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that the dimensionality of the data can be reduced. For phasemapping of particles withmore
randomorientations, vector analysis, templatematching andANNsare consideredmore suit-
able than NMF.

Evidently, SPED is considered to be useful formany different characterisation tasks. It is how-
ever also important to consider its limitations. Firstly, both the acquisition and data analysis
can be time-consuming. This is especially true if the data analysis tools have not been imple-
mented yet. Luckily, there exists several open-source softwares for the analysis of 4D-STEM
data, including pyxem and hyperspy, which this thesis has relied heavily on. Secondly, large
amounts of data is typically obtainedand special computer resources are oftenneeded to ana-
lyse the data. Nevertheless, it is evident that electron diffraction techniques combined with
scanning and precession and new detectors offer a variety of opportunities for new applic-
ations within materials science and it is expected that developments of the 4D-STEM tech-
niques give large impacts.
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Chapter 7

Conclusions

This thesis focused onmicrostructural investigations of GP zones and precipitation in a range
of heat-treatable Al alloys by advanced TEM. A majority of the results relied on atomically
resolved HAADF-STEM and SPED. Three main topics were studied: (i) GPI zones in Al-Zn-
Mg alloys and their influence on precipitates forming during AA, (ii): The effect of heavy
pre-deformation and NA on the precipitation in an Al-Cu-Mg-Si alloy and (iii): Data analysis
strategies for phase mapping of precipitates in heat-treatable Al alloys. In the following, the
main results from each topic are briefly summarised:

(i) The atomic structure of the GPI zones in Al-Zn-Mg alloys were solved based onHAADF-
STEM images and the atomic models were further refined by comparing PED patterns
with simulated patterns. Upon AA, the GPI zones undergo partial reversion by a simul-
taneous dissolution of the zones accompanied by the formation of η′.

(ii) Deformationprior toAAchanges theprecipitate kinetics and theprecipitation sequence
in Al-Cu-Mg-Si alloys. The relative fraction of homogeneous precipitation, i.e. precip-
itation away from the deformation induced defects, and heterogeneous precipitation,
i.e. precipitation in the vicinity of the deformation induced defects, is dependent on
the solute available for precipitation. A larger amount of free solutes in the material in-
creases the homogeneous precipitation.

(iii) SPED is proven to be a useful characterisation technique for investigating the crystal
structure of both GP zones and precipitates in heat-treatable Al alloys and is comple-
mentary to HAADF-STEM in deducing atomic models. SPED also enables phase map-
ping of precipitates, both in deformed and undeformed materials. Different data ana-
lysis approaches for phasemapping by SPED exist and it is case dependent which tech-
nique ismost suitable for agiven task. Formetastableprecipitates embedded inAl,NMF,
vector analysis and ANNwork best out of the approaches investigated in this work.

65
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a b s t r a c t 

Scanning transmission electron microscopy imaging of Al–Zn–Mg alloys has provided new information on 

the atomic structures of solute rich clusters forming from a supersaturated solid solution at low tempera- 

tures. A unique unit of high Zn/Mg ratio is the fundamental cluster building block. The unit is essentially 

a partial substitution by Mg and Zn on the cubic aluminium cell and its surrounding truncated cube oc- 

tahedral shell. A simple set of principles based on Frank–Kasper structures describes how the basic units 

arrange with respect to each other to form larger clusters. Density functional theory calculations, atom 

probe tomography and simulated diffraction patterns support the proposed atomic models. The results 

provide new insight into the very early stages of age-hardening in aluminium alloys. 

© 2020 The Authors. Published by Elsevier Ltd on behalf of Acta Materialia Inc. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1. Introduction 

The age-hardenable Al–Zn–Mg (7xxx) alloys are important in 

the transportation industry, due to properties such as good forma- 

bility and high strength-to-weight ratio [1,2] . Prior to hardening, a 

high temperature solution heat treatment (SHT) is required to dis- 

solve the solute atoms, followed by a quench to room temperature 

leading to a supersaturated, metastable solid solution consisting of 

solute elements and vacancies. By keeping the material at room 

temperature, the hardness will gradually increase [3] . This effect is 

called ‘natural ageing (NA)’ and is caused by solute atoms aggre- 

gating to clusters on the face centered cubic (fcc) aluminium lat- 

tice. The solute clusters act as small obstacles for dislocation move- 

ments during plastic deformation and contribute to strength. 

Clusters with periodic ordering are referred to as ‘Guinier–

Preston (GP) zones’, after their discoverers in 1938 [4,5] . In Al–

Zn–Mg alloys, two types of GP-zones have been suggested: GP(I) 

related to solute rich clusters [6–10] , and GP(II) related to va- 

cancy rich clusters [6–12] . Earlier studies have suggested that both 

play key roles during the subsequent artificial ageing (AA) stage 

(120–200 ◦C), especially in initiating the formation of the coher- 

ent, hardening precipitate structure η′ ( MgZn 2 ) [6,13–18] . GP(I) 

zones have been found to exist even after longer ageing times 

[6,9,19,20] . The GP(II) zones are suggested as possible precursors 

∗ Corresponding author. 

E-mail address: Randi.Holmestad@ntnu.no (R. Holmestad). 

of the metastable η′ precipitate [6,9] . However, the transformation 

from clusters to precipitates are not understood [12] . 

This work focuses on the structure of the solute rich GP(I) 

clusters formed at low temperature, previously reported in stud- 

ies using transmission electron microscopy (TEM) [8,21–23] , X-ray 

diffraction (XRD) [11,24–26] and positron annihilation spectroscopy 

(PAS) [11,27] . Up till now, a simple anti-phase ordering of solute 

has been proposed based on diffraction patterns acquired from 

large regions [8] . This work shows that the ordering is of a fun- 

damentally different kind, and uncovers the atomic structure of 

the GP(I) zones with support from experimental techniques, sim- 

ulations and calculations. 

2. Material and methods 

2.1. Materials 

The data in this work has been obtained from two Al–Zn–Mg 

alloys. An industrial alloy (in at.%: 0.08% Fe, 1.42% Mg, 0.08% Si, 

2.98% Zn and 0.04% Zr), labelled Alloy #1, was air cooled after ex- 

trusion and left naturally ageing for 17 years. A high purity lab-cast 

alloy (in at.%: 1.89% Mg and 3.49% Zn), labelled Alloy #2, was SHT 

at 475 ◦C for 1 h before it was quenched into water and left for NA. 

A group of samples were directly artificially aged at 150 ◦C, while 

some were artificially aged at 120 ◦C after 4 days of NA. The Vick- 
ers hardness (HV0.1) curve for Alloy #2 obtained during natural 

ageing reaches a hardness of ∼ 110 after ∼ 10 days. This does not 

https://doi.org/10.1016/j.actamat.2020.116574 
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increase significantly with further natural ageing times. A similar 

hardness value is obtained after 4 days natural ageing and 8 min 

artificial ageing at 120 ◦C. Hardness curves are shown in Supple- 

mentary Fig. 1. Alloy #1 naturally aged for 17 years had a hardness 

value of 107 ± 11 . 

2.2. Transmission electron microscopy 

TEM specimens were prepared by grinding bulk samples with 

SiC abrasive paper to ∼ 60 μm foil thickness, punched into 3 mm 

discs and thereafter electropolished with a Struers TenuPol-5 ma- 

chine using an electrolyte mixture of 1/3 HNO 3 and 2/3 C 3 CH 3 OH 

at temperatures between −30 and −20 ◦C and an applied potential 
of 20 V. High-resolution high-angle annular dark field (HAADF)- 

scanning transmission electron microscopy (STEM) images were 

acquired using an image- and probe Cs-corrected JEOL ARM200CF 

operated at 200 kV with convergence semi-angle and inner collec- 

tor angle 28 mrad and 48 mrad, respectively. Smart Align (HREM 

research) was used in the acquisition, which involves acquiring a 

stack of successive low-dose images and afterwards aligning them 

to correct both rigid- and non-rigid scan distortions [28] . 

2.3. Atom probe tomography 

Samples for atom probe tomography (APT) were prepared ac- 

cording to the conventional focused ion beam (FIB) lift-out method 

[29] , using a FEI Helios G2 dual-beam instrument. The tips were 

oriented along the [001] direction and sharpened to apex diam- 

eters of < 50 nm, finishing with a 5 kV Ga + ion beam. APT was 

performed with a Cameca LEAP 50 0 0XS in voltage pulse mode, 

with the sample cooled to 50 K. A volume of 20 million atoms was 

evaporated with a pulse fraction of 25%, a pulse rate of 500 kHz, 

and 0.3% of the pulses leading to a detected atom. A detection ef- 

ficiency of 77% was assumed in the data reconstruction. Poles and 

lattice spacings in the [001] directions were visible, allowing a fit 

of the image compression factor and field factor to obtain the cor- 

rect scaling in all directions. The maximum separation algorithm 

was used [30] , with clusters defined by 3rd nearest neighbor so- 

lutes being closer than d max = 0 . 53 nm and the minimum size of 

clusters being N min = 80 atoms. This maximizes the ratio of real 

to random identified clusters. Enveloping and erosion of 0.53 nm 

were used to define the cluster-matrix interface and improve com- 

position quantification [30] . The cluster radius was estimated us- 

ing the radius of gyration in the (non-aberrated) z direction mul- 

tiplied by a shape factor. Since the chemical composition is aver- 

aged over a large number of small clusters, the statistical deviation 

is expected to be large and is used as an error estimate. Expected 

measurement errors include detection efficiency errors (the aver- 

age error is roughly 1% in compositional fraction), uneven chemical 

distributions due to crystallographic poles, as well as background 

events. All these are random errors and are reflected in the statis- 

tically determined error. 

2.4. Density functional theory 

The density functional theory (DFT) calculations of the forma- 

tion enthalpies for the structures were performed at 0 K with 

the Vienna Ab initio Simulation Package (VASP) [31,32] , using 

the Perdew–Burke–Ernzerhof (PBE) gradient approximation [33] . A 

gamma-centred k-point mesh was used in all calculations with a 

plane wave energy cut-off above 400 eV and a maximal k-point 

distance of 0.18 Å 
−1 . The Methfessel–Paxton method [34] of 1st 

order was applied for atomic position relaxations with maximum 

force of 0.001 eV/ ̊A and a smearing factor of 0.2. For accurate en- 

ergies, all relaxations were followed by a static calculation using 

the tetrahedron method with Bloch corrections. The formation en- 

thalpies for the different configurations were calculated as 

�H = E −
∑ 

i 

E X i , (1) 

where E is the total energy of the configuration in question and i is 

an index running over all atoms in the structure. E X is the energy 

of one element X, embedded in the matrix ( X = Al , Mg , Zn ). For 

consistency E X is calculated from bulk Al supercells of the same 

size as the configuration in question with a single Al substituted 

with X [14] ; 

E X = E XAl N−1 
− N − 1 

N 

E Al N , (2) 

where N is the number of atoms in the supercell. 

2.5. Diffraction pattern and image simulations 

The nanobeam diffraction (NBD) patterns were simulated using 

the μSTEM simulation software in the position-averaged conver- 

gent beam electron diffraction (PACBED) mode [35] . Calculations 

were carried out on a 512 × 512 pixel mesh grid with 10 layers 

of Al unit cells surrounding the cluster model on each lateral side 

forming a supercell with dimensions approximately 97 × 97 Å to 

avoid wrap-around errors due to the Al-cluster interface. The probe 

forming aperture was set to 0.75 mrad to avoid overlap of the 

diffraction spots. The model was periodic in the z-direction and the 

simulations were carried out over a TEM sample thickness interval 

of 12–700 Å. For the HAADF-STEM image simulations, the MUL- 

TEM simulation software was used [36] . Calculations were carried 

out on a 1024 × 1024 pixel mesh grid using a supercell with lateral 

dimensions of approximately 40 × 40 Å and a thickness of approx- 

imately 405 Å. The convergence angle was set to 27.78 mrad and 

the inner and outer collection angles were 48 mrad and 206 mrad, 

respectively. 

3. Results and discussion 

3.1. Microstructure overview 

Conventional bright field (BF)-TEM imaging along the [001] Al 

direction showed high densities of small (1–2 nm) clusters uni- 

formly distributed within the Al matrix, as Fig. 1 a demonstrates 

for Alloy #1. Fig. 1 b shows the corresponding selected area diffrac- 

tion pattern (SADP). Two types of diffraction spots appear between 

the Al reflections. The sharp diffraction spots (red circles) on the 

{100} and {110} positions in Fig. 1 b originate from larger Al 3 Zr 

dispersoids [37,38] . The diffuse spots (yellow triangles) originate 

from clusters and are a result of high densities combined with 

the different crystallographically equivalent orientations the clus- 

ters can have with the aluminium, while the spread in intensity is 

due to their small physical size. These spots have previously been 

associated with GP(I) zones [8–10,21,22,37,39–42] . Fig. 1 c shows a 

HAADF-STEM image of clusters and Fig. 1 d shows the correspond- 

ing fast Fourier transform (FFT). It has strong resemblance with the 

SADP in Fig. 1 b . The diffuse, high-intensity spots at the {110} posi- 

tions in Fig. 1 d are artefacts caused by the TEM sample preparation 

(cf. Supplementary Information) and should not be confused with 

the clear diffraction from the Al 3 Zr dispersoids ( Fig. 1 b ). After 2 

weeks and after 8 months natural ageing, as well as for 8 min age- 

ing at 120 ◦C, Alloy #2 exhibits the same diffuse diffraction spots 

as Alloy #1 ( Fig. 1 ) with only slight variations in intensities. This is 

shown in Supplementary Fig. 2. 

3.2. Cluster statistics and composition by atom probe tomography 

Fig. 2 a shows the solute Mg and Zn atoms inside the defined 

clusters in an evaporated APT needle of Alloy #1 after 17 years 
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Fig. 1. Alloy #1 after 17 years of natural ageing, oriented along the [001] direction. a , BF-TEM image showing a high density of solute clusters (dark contrast). b , SADP with 

diffraction spots of Al 3 Zr dispersoids and GP(I) zones, marked by circles and triangles, respectively. c , HAADF-STEM image clearly indicating ordering of solute on the fcc 

lattice. d , fast Fourier transform of c where the intensity in the forbidden {110} positions are due to a surface layer artefact. 

natural ageing. As expected, dense co-clustering of Mg and Zn 

atoms is present. The composition of clusters as a function of 

the number of atoms within a cluster is shown in Fig. 2 b . Clus- 

ters smaller than about 3 nm have a slightly lower level of Mg 

and Zn than the larger clusters. This is most likely an artifact 

of the evaporation field difference between clusters and the ma- 

trix, giving a local magnification effect [43] . The mean cluster 

radius is 1.90 nm, and the Zn/Mg ratio, which is shown as a 

function of the cluster diameter in Fig. 2 c , has an average of 

1.75. The average composition of clusters with a radius larger 

than 3 nm is 74.7 ± 0.2% Al, 16.8 ± 0.1% Zn, 8.5 ± 0.1% Mg 

(at.%). The measured Zn/Mg ratio is slightly higher than values re- 

ported in other APT studies [23,37,39,44–46] . However, these stud- 

ies are not directly comparable as the alloys have different com- 

positions and heat-treatments. Differences in natural ageing times 

can also affect the cluster composition [23] . In Cu-containing al- 

loys, the ratio may be lower since Cu tends to substitute Zn po- 

sitions [14,44] . The high amount of Al measured in the clusters 

is in agreement with other studies [37,44,46] . In the regions be- 

tween the clusters, the Al matrix was found to contain 1.12 and 

0.35 at.% Zn and Mg, respectively. The APT dataset gave an av- 

erage nearest neighbour separation of 4.8 ± 0.9 nm and num- 

ber density of clusters as approximately 3 . 35 × 10 24 m 
−3 . The ob- 

tained values for mean size and number density are in correspon- 

dence with other studies using small-angle X-ray scattering (SAXS) 

[11,26,47] . 

3 



A. Lervik, E. Thronsen, J. Friis et al. Acta Materialia 205 (2021) 116574 

Fig. 2. a , Elemental map of solute atoms Mg (blue) and Zn (red) of clusters in Alloy #1 after 17 years NA, measured by atom probe tomography. b , composition of clusters 

shown against the number of atoms in each cluster. c , Zn/Mg ratio versus radius of the cluster. (For interpretation of the references to colour in this figure legend, the reader 

is referred to the web version of this article.) 

3.3. Cluster units and their stacking principles 

Both APT ( Fig. 2 a ) and HAADF-STEM ( Fig. 1 c ) indicate that the 

clusters are equiaxed. Along a 〈 100 〉 direction, approximately 1/3 

of the non-overlapped clusters exhibits a clear atomic structure. 

Fig. 3 a and c show two representative clusters. Based on the inten- 

sities and interatomic distances, suggested atomic motifs of Fig. 3 a 

and c are given in b and d , respectively. Blue and red circles corre- 

spond to Al lattice columns with Mg and Zn substitutions, respec- 

tively. It can be seen that the atoms belonging to the cluster mostly 

adapt the Al lattice positions. The analysis demonstrates that the 

clusters may be simplified in terms of one single unit. This unit is 

identified by a unique high-intensity column situated at the cen- 

tre where two rows of 5 bright columns along the lateral 〈 100 〉 
Al directions intersect. This column is labelled as the ‘Interstitial 

site’ in Fig. 3 . Together with the observation that the nearest four 

Zn columns of the centre are pushed slightly away (approximately 

13%) from the ideal Al lattice, this indicates that the centre of the 

unit contains an interstitial atom relative to the fcc Al. 

In the HAADF-STEM images along the [001] zone axis, the clus- 

ter unit has 4-fold symmetry. The solute arrangement compatible 

with these observations is a three-shell structure in the fcc lat- 

tice, centred on an Al cube with a possible interstitial. The inner 

shell is an octahedron formed by the six faces. The second shell 

is formed by the eight cube corners. The third shell is a truncated 

cube octahedron (TCO) of the 24 positions around the cube. Inten- 

sities in the images suggest that the shells have ideal compositions 

Zn 6 , Mg 8 and Zn 24 , respectively, with a common interstitial centre 

‘i’. This is illustrated in Fig. 3 e and f . This cluster unit spans two 

Al-periods (8.1 Å). Thus, along the [001] direction the stacking is 

abbreviated by ‘[002]’. The TCO has six square and eight hexagonal 

faces, coinciding with the {100} and {111} Al planes, respectively, 

as shown in Fig. 3 e . The 24 vertices are given by permutations of 

the lattice vector 1 2 〈 120 〉 from the centre of the cube. 

Individual clusters show variations in structure, as in Fig. 3 a 

and c . However, they can always be explained in terms of the de- 

scribed TCO unit stacked according to three principles: [002], 〈 411 〉 
and 〈 330 〉 . The two last concerns the lateral plane, both with an 
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Fig. 3. a, c , Filtered HAADF-STEM images of two clusters. b, d , Suggested atomic column maps of a and c , showing the connection principles ( 〈 411 〉 , 〈 330 〉 ) between unit 

centres, denoted ‘Interstital site’. e , TCO-shell with Zn on all vertices and Mg on corners. f , interior view of a cluster unit embedded in Al with an interstitial ‘i’. 

inter-distance of 8.59 Å as shown in Fig. 3 , where the yellow lines 

connect the distinct ‘Interstitial site’ centres of the units. Exper- 

imental observations suggest that the most common lateral con- 

nection is 〈 411 〉 . In Fig. 3 a and b four units arrange in a 〈 411 〉 
connected square. This is repeated in the viewing direction by the 

[002] connection. Fig. 3 a and c show that the lateral connections 

form a pattern of squares and triangles, which is a σ -type Frank–

Kasper ordering [48–50] . 

3.4. Density functional theory calculations 

In order to elucidate the suggested structure, DFT calculations 

of cluster units embedded in 4 × 4 × 4 Al cells (256 atoms) were 

conducted. We describe the unit by the nomenclature ‘ iZ x M y Z z ’, 

referring to the four constituents: an interstitial and three poly- 

hedra (cf. Fig. 3 f ). The lower-case letter ‘i’ ( = a, z or m) indicates 

an interstitial centre (Al, Zn or Mg, respectively). If no interstitial 

is present, the character is omitted. Z x ( x = 0 , . . . , 6 ) indicates the 

number of Zn atoms on the cube faces, M y ( y = 0 , 8 ) are the Mg 

atoms on the cube corners and Z z ( z = 0 , . . . , 24 ) is the number of 

Zn on the TCO shell. The maximum number of solute atoms in the 

cluster unit is 39 including the interstitial. Fig. 4 shows formation 

enthalpy versus pressure for a range of configurations of cluster 

units (cf. Supplementary Tables 1 and 2). 

The DFT calculations show that the cluster units prefer high 

Zn/Mg ratios and the two Zn-containing shells filled by only Zn. 

Fig. 4 shows that a fully occupied TCO (Z z , z = 24 ) is stabilising, 

providing structures with 9 of the 11 lowest energies with Zn/Mg 

ratios above 3. Having both Zn shells fully occupied gives the best 

energies, which can be seen by considering the Mg-free series: 

Z 0 M 0 Z 12 → Z 0 M 0 Z 24 → Z 6 M 0 Z 24 . This also shows that pressure 

falls with increased Zn concentration. Pressure represents the mis- 

fit volume compared to a supercell only containing Al but is not 

directly linked to energy: an interstitial (zZ 6 M 0 Z 24 ) improves pres- 

sure, but gives more unfavourable formation enthalpy. An intersti- 

tial Zn in Z 0 M 0 Z 12 (zZ 6 M 0 Z 12 ) is directly unfavourable. Thus, an 

interstitial is preferred for a Mg-cube (Mg 8 ) and one filled polyhe- 

dron (Z 6 or Zn 24 ), but preferably both. 

Z 6 M 0 Z 0 and zZ 6 M 0 Z 0 show that Zn on the faces of an Al cell 

is more favorable than remaining in arbitrary solid solution, but 

that an interstitial is unlikely. With Mg on corners (Z 6 M 8 Z 0 ) the 

cluster energy improves significantly and an interstitial (zZ 6 M 8 Z 0 ) 

becomes favorable. This indicates that the interstitials are conse- 

quences of the TCO and not nucleation points. With an interstitial 

in Z 6 M 8 Z 24 , three configurations of iZ 6 M 8 Z 24 are obtained with 

similar and overall lowest formation enthalpies. Despite a higher 

Zn/Mg ratio, zZ 3 M 8 Z 24 and zZ 6 M 8 Z 12 have comparable formation 

enthalpies. The reason is likely due to lower symmetry, as the in- 

ner octahedron Z 3 conserves only one (3-fold) symmetry axis. 

3.5. Stacking of cluster units 

Having established that the three most energetically favourable 

cluster units are of type iZ 6 M 8 Z 24 , they were subsequently used 

to investigate the stability of larger clusters. The two stacking 
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Fig. 4. DFT calculated formation enthalpy versus pressure for cluster structures with different Al, Zn, and Mg content embedded in aluminium matrix. Compositions refer 

to net content in single cluster units after stacking. Results demonstrate an advantage of high Zn content in the clusters. (Cf. Supplementary Tables 1 and 2 for detailed 

explanation of the structures.) 

Fig. 5. Schematic illustration of the TCO unit stacking principles [002], 〈 330 〉 and 〈 411 〉 observed in the clusters. Note that the stacking causes certain atoms to be shared: 

two TCOs share 4, 2 and 2 positions, respectively, lowering the overall Zn/Mg ratio as compared to one TCO unit embedded in an Al matrix alone. The shared atoms are 

emphasised with black circles in the figure. 

principles most frequently observed, [002] and 〈 411 〉 , were used 

for the models, as shown in Fig. 5 . A cluster of four units with 

〈 411 〉 connections is shown in Fig. 6 a . Two calculation supercells, 

4 × 4 × 2 and 6 × 6 × 2 Al cells, were used for the [002] and 

the 〈 411 〉 stacked clusters, respectively. The calculations were done 

with Zn both fully and semi-occupied in the TCO shells. The re- 

sults are marked by diamonds in Fig. 4 and labelled ‘[002] Stacked 

clusters’ and ‘ 〈 411 〉 Cluster’. Based on the calculations, it can be 
concluded that clusters stacked along [002] are more energetically 

favourable than single cluster units embedded in the Al matrix. 

Moreover, by connecting the [002] stacked clusters in a 〈 411 〉 man- 

ner the lowest formation enthalpies are obtained for models con- 

taining an interstitial, which is in accordance with the analysis of 

HAADF-STEM images presented in Fig. 3 . 

The Zn/Mg ratio in the APT measurements was seen to ap- 

proach 2 for larger clusters. In an infinite string of [002] con- 

nected units every unit shares 8 atomic positions. Thus, for the 

Zn completed cluster with Zn interstitial (zZ 6 M 8 Z 24 ), the num- 

ber of Zn in the outer shell (Z y ) is reduced to 20, which results 

in an overall composition Mg 8 Zn 27 . The sharing of atoms due to 
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Fig. 6. a , [001] projection of zZ 6 M 8 Z 24 cluster units connected in a 〈 411 〉 square embedded in Al. b , Simulated NBD pattern of a. c , HAADF-STEM of a cluster in Alloy #2. d , 

FFT of c . The intensities of the simulated diffraction pattern in b match the intensities found in the corresponding FFT in d . 

stacking is emphasised in Fig. 5 by black circles. Connecting four 

zZ 6 M 8 Z 24 units in a 〈 411 〉 square, means that for each unit 4 TCO 

positions are edge-shared. Therefore, the cluster zZ 6 M 8 Z 24 in an 

infinite stack of rings shares 12 atoms with neighbours and ‘re- 

duces’ to zZ 6 M 8 Z 18 (Mg 8 Zn 25 ). This Zn/Mg ratio (3.1) is still high 

compared to APT measurements. Although the calculations showed 

that single clusters prefer high Zn/Mg ratios, this suggests that the 

TCO and/or inner octahedron contain Al. HAADF-STEM image sim- 

ulations (Supplementary Fig. 4.) support this: the intensity of the 

atomic columns belonging to the TCO and octahedron varies in the 

real images, whereas in the simulated image the intensity is con- 

stant due to constant amount of Zn in each column. Our models 

overestimate the Zn content as the atomic columns in the cluster- 

matrix interface in the simulations are consistently brighter than 

in the experimental images. Phases taking Frank–Kasper structures 

are known to have flexible compositions [50] . The APT data and 

simulated HAADF-STEM images suggest that the Zn shells contain 

substantial amounts of Al. Thus, we suggest that the TCO clusters 

start out with full shells and higher Zn/Mg ratios. The availability 

of Zn may be reduced during growth, meaning that the outer TCO 

shell may have a higher fraction of Al, as is supported by the DFT 

calculations and APT measurements. 

In addition, some clusters were found to connect along the 

〈 330 〉 directions, as exemplified in Fig. 3 c. Models following this 

connection principle are marked as ‘ 〈 411 〉 − 〈 330 〉 Clusters’ in 
Fig. 4 and the models consist of three single cluster units with one 

〈 330 〉 connection and two 〈 411 〉 connections. For this stacking, the 
most favourable cluster is zZ 6 M 8 Z 24 , again demonstrating that a 
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high Zn/Mg ratio is preferred. Furthermore, the higher pressure of 

the 〈 411 〉 − 〈 330 〉 clusters compared to their 〈 411 〉 counterparts, 
suggests that they are less favourable. This is in accordance with 

our experimental observations. 

3.6. Diffraction from a single cluster 

The contribution from a single cluster to the weak SADP diffrac- 

tion spots (cf. Fig. 1 b ), was investigated. Using the 〈 411 〉 connected 
zZ 6 M 8 Z 24 cluster with the lowest formation enthalpy, as shown 

embedded in the Al matrix in Fig. 6 a , NBD patterns were simu- 

lated. A simulated NBD pattern for sample thickness, t = 40 Å, is 

given in Fig. 6 b . Montages of diffraction patterns ranging from 4 to 

320 monolayers (0.8 to 64 nm) are shown in Supplementary Figs. 

5 and 6. NBD patterns were also simulated for clusters positioned 

at different heights within the TEM sample (Supplementary Fig. 7). 

In Fig. 6 c , a ‘Smart Aligned’ [28] HAADF-STEM image of a 〈 411 〉 
connected cluster is shown, acquired in Alloy #2 after 400 min ar- 

tificial ageing (cf. Supplementary Fig. 1). By comparing the FFT of 

Fig. 6 c and d with the simulated NBD pattern in Fig. 6 b , a strong 

correlation, both in position and intensity is evident. Note that, al- 

though Alloy #2 has been artificially aged, clusters are still present. 

This is in accordance with previous studies [6,9,19,20,46] . 

The lower cluster symmetry along [001] relative to Al, is obvi- 

ous in Fig. 6 a . The cluster belongs to space group P41 (#76), with a 

4-fold screw axis, which projects to a pure rotational axis. It means 

that the cluster, as well as the diffraction pattern, will reverse the 

rotation as viewed from the other side. By taking the average from 

the two orientations, the resultant diffraction pattern is similar to 

the SADP in Fig. 1 b . This is shown in Supplementary Fig. 8. 

3.7. Transformations 

The hardening precipitates in the 7xxx system and the equi- 

librium phase MgZn 2 have similar structures [14,16] , facilitating 

transformation to the latter. This work finds no structural simi- 

larities between the GP(I) clusters and the precipitates. The clus- 

ters can be nucleation sites for the precipitates, but are likely to 

dissolve once hardening precipitates are established to fuel further 

precipitate growth. Thus, a low formation enthalpy associated with 

a cluster may delay, rather than assist precipitation. Future work 

will investigate how effective the different clusters are in form- 

ing the hardening phases. Better control of clustering has potential 

benefits for improving mechanical properties. It should be noted 

that an interstitial in the TCO produces a vacancy in the surround- 

ing matrix, which could make the cluster more costly to produce. 

In the calculations this is not accounted for. It has been suggested 

before that some form of Mg clustering surrounding a vacancy is 

crucial in the earliest stages [6,11] . The calculations indicate a path- 

way: (1) Six Zn atoms occupies the centers of the Al cell, (2) eight 

Mg atoms replace the corners, (3) an interstitial is produced by a 

jump from a side to the cell center and (4) The side center is re- 

placed by another Zn atom, and produces a vacancy that may be 

trapped or escape into the matrix. 

3.8. Relation to quasi-crystalline phases 

The 7xxx alloy system is known for phases related to quasi- 

crystals (QC) [51] . The complex R-(Al,Zn) 49 Mg 32 phase [52] is a so- 

called 1/1 approximant of the QC (cf. [53–55] ) in addition to being 

a Frank–Kasper phase [50] . We therefore compared the molecu- 

lar unit of R with the clusters. Both are shell-structures, but were 

found to differ fundamentally, both compositionally and struc- 

turally. It cannot be ruled out that the TCO relates to the QC, such 

as through a complex sharing, but this was beyond the scope of 

the current work. 

4. Conclusion 

To conclude, we have derived the structure of the clusters form- 

ing during natural ageing in Al–Zn–Mg alloys. They are solute or- 

derings on the fcc aluminium and essentially Frank–Kasper σ -type 

structures. The orderings have been explained as stackings in terms 

of a near spherical solute-ordered unit. The unit is a three-layered 

shell structure around an Al unit cell, which can take up an in- 

terstitial during build-up: an octahedron formed by the six side 

centres, a cube with Mg on the eight corners and the immediate 

truncated cube octahedral shell with 24 atomic positions. The oc- 

tahedron and the outer TCO shell are partially or fully occupied 

by Zn, while the interstitial can take all three species. The intersti- 

tial was found to be a product of the cluster rather than a nucle- 

ation point. Three stacking principles are sufficient to explain how 

the cluster unit builds larger clusters, which are all Frank–Kasper 

structures. The partial occupancy of Zn yields a range of different 

compositions with favourable energies, which is typical for Frank–

Kasper orderings. We expect our result to be significant in further 

understanding and optimisation of age-hardening in aluminium 

alloys. 
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1. Supplementary hardness curves

The hardness curve for Alloy #2 after different ageing treatments is shown in Fig. 1. The alloy was either 1)
artificially aged at 120 ◦C after 4 days of natural ageing where it was investigated in transmission electron microscopy
(TEM) after 8 minutes ageing. 2) Directly artificially aged at 150 ◦C where it was studied in its peak hardness
condition. 3) Naturally aged for two weeks and studied in TEM following 2 weeks natural ageing.

Figure 1: HV0.1 curves for Alloy #2 used in this study. TEM samples were prepared at the regions indicated by the shaded circles. The hardness
is equal for 2 weeks natural ageing and after 8 minutes artificial ageing at 120 ◦C.
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2. Supplementary TEM data

Additional high-angle annular dark field (HAADF)-scanning transmission electron microscopy (STEM) images,
corresponding fast Fourier transform (FFT) and selected area diffraction pattern (SADP) of alloy #2 naturally aged
for 2 weeks are shown in Figs. 2a, 2b, 2c and after 8 minutes artificial ageing at 120 ◦C in Figs. 2d, 2e, 2f.

Figure 2: a,b,c, HAADF-STEM, corresponding FFT and a SADP for alloy #2 after 2 weeks natural ageing. d,e,f, Similar images for alloy #2 after
8 minutes ageing at 120 ◦C.

2



3. Supplementary surface layer

Fig. 3 shows the presence of a high Z-contrast layer of ∼4 nm thickness close to the vacuum, but below the
outermost aluminium oxide layer. Chemical analysis indicates the layer to be rich in Cu, with presence of both Al and
O. A similar observation was reported by Weng et al. [1]. This layer covers the entire surface of the TEM specimen,
resulting in the extra diffraction spots as shown in the FFT of the surface in Fig. 3. Further investigation of this layer
is in progress [2]. This was only observed for Alloy #1 in this study, where the TEM specimens were prepared at
NTNU (Trondheim, Norway). TEM specimens of Alloy #2 were prepared at Toyama University (Toyama, Japan).
Similar Cu-rich layers has been observed in Al alloys using atom probe tomography (APT) [3].

Figure 3: a, A HAADF-STEM image taken close to the edge of the specimen demonstrating an additional layer. b, high-resolution image of a.
c,d,e, are FFT of the entire image b and from the two regions indicated in b.
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4. Supplementary DFT data

The composition, formation enthalpy, pressure and Zn/Mg ratio for the density functional theory (DFT) calcu-
lations shown in Fig. 5 in the main text for single cluster units and stacked clusters are given in Tabs. 1 and 2,
respectively.

Table 1: Cluster single unit iZxMyZz formation enthalpies and pressure in a 4×4×4 Al calculation cell. Sorted according to the lowest formation
enthalpy per solute. See the main text and Fig. 3 for explanation of the cluster configurations.

Configuration/composition Formation enthalpy [eV] per Pressure Ratio

No Cluster Calculation cell total atom solute kBar Zn/Mg

1 aZ6M8Z24 Mg8Zn30Al219 -5.170 -0.020 -0.136 2.7 3.8
2 zZ6M8Z24 Mg8Zn31Al218 -5.284 -0.021 -0.136 2.3 3.9
3 mZ6M8Z24 Mg9Zn30Al218 -5.139 -0.020 -0.132 4.0 3.3
4 Z4M8Z24 Mg8Zn28Al220 -4.621 -0.018 -0.128 -0.5 3.5
5 Z6M8Z24 Mg8Zn30Al218 -4.731 -0.019 -0.125 -1.2 3.8
6 zZ6M8Z12 Mg8Zn19Al230 -3.120 -0.012 -0.116 6.2 2.4
7 zZ6M8Z0 Mg8Zn6Al242 -1.709 -0.007 -0.114 9.2 0.9
8 zZ3M8Z24 Mg8Zn28Al221 -3.981 -0.016 -0.111 3.8 3.5
9 Z6M8Z12 Mg8Zn18Al230 -2.731 -0.011 -0.105 2.5 2.3
10 Z2M8Z24 Mg8Zn26Al222 -3.562 -0.014 -0.105 0.3 3.3
11 Z6M8Z0 Mg8Zn6Al242 -1.368 -0.005 -0.098 5.5 0.8
12 Z0M8Z24 Mg8Zn24Al224 -3.024 -0.012 -0.095 1.1 3
13 Z6M0Z24 Zn30Al226 -1.935 -0.008 -0.065 -6.5 3.8
14 Z0M8Z12 Mg8Zn12Al236 -1.232 -0.005 -0.062 4.7 1.5
15 Z6M0Z0 Zn6Al250 -0.347 -0.001 -0.058 -1.6 -
16 Z0M0Z24 Zn24Al232 -1.229 -0.005 -0.052 -4.8 -
17 zZ6M0Z24 Zn31Al226 -1.057 -0.004 -0.034 -2.4 -
18 zZ0M8Z12 Mg8Zn13Al236 -0.508 -0.002 -0.024 9.6 1.6
19 Z0M0Z12 Zn12Al244 -0.132 -0.001 -0.011 -2.1 -
20 Z0M8Z0 Mg8Al248 -0.043 -0.000 -0.005 7.4 0
21 zZ6M0Z0 Zn7Al244 0.781 0.003 0.112 2.8 -
22 zZ0M0Z12 Zn13Al244 1.707 0.007 0.131 3.3 -

Table 2: Formation enthalpies and pressure of [002] connected iZxM8Zy. Confs. 1-6: single column of units (in 4×4×2 Al cells). Confs. 7-11:
clusters stacked in 〈411〉 squares (in 6×6×2 and 8×8×2 Al cells for confs. 7-9 and confs. 10-11, respectively). Conf. 9: Interstitial by shifted
column, normal occupancy. Confs. 12-14: cluster stacked in 〈411〉 connections (in 6×6×2 Al cells).

Configuration/unit/composition Formation enthalpy [eV] per Pressure Ratio Comments

No Unit Composition/shared total atom solute kBar Zn/Mg

1 zZ6M8Z24 Mg8Zn27Al94 / [002] -5.681 -0.044 -0.162 6.7 3.4 -
2 zZ6M8Z8 Mg8Zn11Al110 / [002] -2.916 -0.023 -0.154 15.7 1.4 -
3 aZ6M8Z8 Mg8Zn10Al111 / [002] -2.740 -0.021 -0.152 16.7 1.3 -
4 zZ6M8Z16 Mg8Zn19Al102 / [002] -4.065 -0.032 -0.151 11.5 2.1 -
5 aZ6M8Z16 Mg8Zn18Al103 / [002] -3.903 -0.030 -0.150 12.4 2.3 -
6 zZ6M8Z12 Mg8Zn17Al104 / [002] -3.394 -0.026 -0.136 13.2 2.4 -
7 zZ6M8Z24 Mg32Zn124Al136 / 〈411〉 -26.261 -0.090 -0.168 5.5 3.9 -
8 aZ6M8Z24 Mg32Zn120Al140 / 〈411〉 -24.721 -0.085 -0.163 6.9 3.8 -
9 Z6M8Z24 Mg32Zn120Al136 / 〈411〉 -23.444 -0.081 -0.154 -5.6 3.8 -
10 zZ6M8Z24 Mg32Zn100Al384 / 〈411〉 -16.812 -0.033 -0.127 6.870 3.1 Alternating Zn/Al in center columns
11 zZ6M8Z12 Mg32Zn64Al420 / 〈411〉 -9.737 -0.019 -0.101 13.370 2 Alternating Zn/Al in center columns
12 zZ6M8Z24 Mg24Zn69Al198 / 〈411〉-〈330〉 -14.596 -0.050 -0.157 11.930 2.9 -
13 zZ6M8Z12 Mg24Zn49Al218 / 〈411〉-〈330〉 -10.620 -0.04 -0.146 18.000 2 -
14 zZ6M8Z12 Mg24Zn50Al216 / 〈411〉-〈330〉 -10.907 -0.04 -0.145 16.730 2.1 Alternating Zn/vacancies in center columns
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5. Supplementary simulated STEM images

In Fig. 4a, a simulated high-angle annular dark field scanning transmission electron microscopy (HAADF-STEM)
image of the zZ6M8Z24 model connected in a 〈411〉manner is shown. Each corner in the square is the center of a single
cluster unit. In b, an experimental HAADF-STEM image of a cluster connected in a 〈411〉 manner is shown. Note
that in a, four cluster units are connected, indicated by yellow lines, whereas in b, nine cluster units are connected.
Note that the cluster-matrix interface is not accounted for properly in the model. By comparing the top left square in b
with the square in a, it is evident that the improper description of the interface in our models causes an overestimation
of the Zn/Mg content.

Figure 4: a, Simulated HAADF-STEM image of the model zZ6M8Z24 connected in a 〈411〉 manner, i.e. configuration 8 in Tab. 2. b, Experimental
HAADF-STEM image of a cluster connected in a 〈411〉 manner. Note that in the simulated image four cluster base units are connected, whereas
the real image connects nine cluster units. This is indicated by the yellow lines.
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6. Supplementary simulated nanobeam diffraction patterns

6.1. Model zZ6M8Z24 connected in a 〈411〉 manner periodically through the whole thickness
Figs. 5 and 6 shows a montage of simulated nanobeam diffraction (NBD) patterns over a thickness intervals of

t =8.09 Å to 323.60 Å and t =331.69 Å to 647.20 Å, respectively. The diffraction patterns are adjusted for contrast
and brightness.
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Figure 5: Montage of simulated NBD patterns over a thickness interval of t =8.09 Å to 323.60 Å.
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Figure 6: Montage of simulated NBD patterns over a thickness interval of t =331.69 Å to 647.20 Å.
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6.2. Cluster embedded in the Al matrix

In addition to simulating the NBD pattern from a cluster model that was periodic through the thickness, a model
where a cluster was embedded in the Al matrix was also simulated. The result is shown in Fig. 7. In a, the model
zZ6M8Z24 connected in a 〈411〉 manner periodically through the whole thickness extends through the sample with
a periodicity of 8.09 Å as indicated. This is the same model as in Fig. 6 in the main text and Figs. 5 and 6 in this
Supplementary text. The corresponding simulated NBD pattern is shown in 7b for t=40.45 Å. The model in c is not
periodic in the z-direction: it shows the more realistic case where a cluster is embedded in the Al matrix with unit cells
of Al both above and below the cluster. In this case, two unit cells of Al are placed above 5 unit cells of zZ6M8Z24
connected in a 〈411〉 manner periodic through the whole thickness, while there are multiple layers of Al unit cells
below to reach a total thickness of t=728 Å. The corresponding simulated NBD pattern is shown in 7d for t=728 Å.
By comparing the two simulated diffraction patterns, it is evident that the same spots are present, but the dynamical
effects are different in the two cases due to the difference in thickness.

Figure 7: a, Model where zZ6M8Z24 connected in a 〈411〉 manner extends periodically through the whole thickness. b, Simulated NBD pattern
corresponding to the model in a. c, Model where zZ6M8Z24 connected in a 〈411〉 manner is embedded in the Al matrix in the [001]Al-direction.
d, Simulated NBD pattern corresponding to the model in c.
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6.3. Average diffraction pattern

As discussed in the main text, there exists two possible orientations for the zZ6M8Z24 connected in a 〈411〉manner
periodic through the whole thickness model. The two different orientations are equivalent to a flipping operation,
thus the NBD pattern will also be flipped. By taking the average of simulated NBD patterns in the two possible
orientations, the diffraction pattern will appear as in Fig. 8a. The experimental SADP in Fig. 8b is obtained from
a region containing multiple clusters, i.e. it is an average diffraction pattern from multiple clusters. By comparing
the average diffraction pattern in 8a with the experimental SADP pattern, it is evident that the same spots are visible,
indicated by the opaque, green circles in a and b. Note: the forbidden 100 and 110 reflections in Fig. 8b are due to
Al3Zr dispersoids.

Figure 8: a, The average of two NBD patterns in the two possible orientations in the main text. b, SADP from a region containing multiple clusters
and dispersoids.
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A B S T R A C T   

A new methodology has been developed to study the fine details of GP zones in age-hardenable aluminium al
loys. It is complementary to atomic resolution high-angle annular dark-field scanning transmission electron 
microscopy imaging, and combines scanning precession electron diffraction with diffraction simulations. To 
evaluate the method, data was collected from an Al-Zn-Mg alloy in a condition with a dense distribution of GPI 
zones. Diffraction patterns were recorded in the 〈001〉Al orientation, capturing GPI zones in three projections: 
along the unique [001]GPI axis, and along the two other mutually orthogonal orientations. The GPI zones viewed 
along [001]GPI revealed how the truncated octahedron units of the GPI zones were connected in multi-unit GP 
zones, while the two orientations normal to [001]GPI highlight the internal structure. The stability of the atomic 
models developed based on the experimental results was verified by density functional theory calculations.   

1. Introduction 

Transmission electron microscopy (TEM) is a powerful and versatile 
tool for characterising materials on the nano scale. Its strength lies in its 
sub-nanometer resolution and the possibility of detecting multiple 
complementary signals simultaneously from the same region. With the 
advent of spherical aberration corrected TEMs, a more direct interpre
tation of atomic columns in an image is possible. This allows for studies 
of atomic details of extremely small particles and their interfaces with 
the host material. In this respect, atomically resolved high-angle annular 
dark field (HAADF)-scanning transmission electron microscopy (STEM) 
has proven very useful. The advantage of this technique is the inco
herent nature of the image contrast, and an electron scattering power 
that increases monotonously with the atomic number of the imaged 
atomic column [1]. The advancement in the TEM field has had benefits 
for the understanding of hardening mechanisms in light alloys. For 
example, by combining Z-contrast atomic resolution HAADF-STEM and 
density functional theory (DFT) calculations, the crystal structure of key 
precipitates in a range of important age-hardenable Al alloys have been 
determined and verified [2,3]. 

The nano-sized precipitates are formed during what is normally the 
final processing step of age-hardenable aluminium alloys, known as 
artificial ageing (AA). The typical AA treatment in Al-Zn-Mg alloys is 
conducted at temperatures between 120◦C and 200◦C. The objective is 

to obtain a high number density of fine, semi-coherent precipitates 
which will optimize the dislocation pinning effect, maximising the 
hardness of the alloy. During ageing, the mobilities of solutes and va
cancies are several factors higher than at room temperature (RT) and the 
hardness gradually increases as precipitates nucleate, grow and trans
form. The AA treatment is always preceded by the solution heat treat
ment (SHT) or other high-temperature processing, performed above the 
solvus line (typically 450◦C for the Al-Zn-Mg system). Between SHT and 
AA, a fast cooling to RT is usually conducted, which creates a state of 
supersaturated solid solution (SSSS). In this state, most solutes are dis
solved in the Al lattice, and the vacancy concentration may be several 
orders of magnitude higher than normal, depending on the quench rate. 
The state is unstable and if kept at RT, clusters form accompanied by a 
gradual increase in hardness [4,5]. This process is known as natural 
ageing (NA). When the clusters achieve periodic order in one or more 
spatial dimensions obtaining characteristic shapes (plates, spheres or 
needles) they are often referred to as Guinier-Preston (GP) zones after 
their discoverers in 1938 [6,7]. The clusters, GP zones and precipitates 
all influence the material properties. In the Al-Zn-Mg alloy system, two 
types of GP zones with different structure have been found to exist, 
namely the GPI- and GPII zones [8]. The current work contributes to 
expand the knowledge of the nature of the GPI zones. 

Recently the crystal structure of the GPI zones forming during NA 
and the initial stage of AA were determined by a combination of HAADF- 
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STEM experiments/simulations and DFT calculations [9]. These GPI 
zones have been known and investigated for decades [8,10–13]. By 
taking advantage of the HAADF-STEM technique, the study showed that 
the GPI zones are built up by a single building block: Mg and Zn atoms 
order in the matrix on and around an fcc Al cell, forming a high sym
metry shell-structure termed truncated cube octahedron (TCO). This is 
shown in Fig. 1a: The inner shell is an octahedron formed by the six faces 
centres, occupied by Zn atoms. The second shell is the eight Mg corners. 
The third shell is a TCO defined by 24 vertices, fcc positions immediately 
surrounding the cube, ideally occupied by Zn. In addition, the TCO may 
incorporate an interstitial site at the octahedral centre in the cell. This is 
emphasised by the dark centre atom in Fig. 1a. The unit was found to 
connect along three Al directions to form larger GPI zones: along 〈001〉, 
〈411〉 and 〈330〉. The three different ways of connecting the TCOs are 
shown in Fig. 1b. The structure shows best contrast along its unique axis 
[001]GPI (left) where the TCOs share 4-fold faces, forming strings. The 
central column in a TCO string is special: It incorporates the main 
distinction from the fcc Al lattice as it can contain interstitials or va
cancies. Along [001]GPI, the connection between two TCOs is denoted 
’[002]’ to emphasise that the two tcos are separated by two Al-periods 
(8.1 Å). The lateral connections between TCOs in neighbour strings 
share edges (right hand side of Fig. 1b) and are termed ’〈411〉’ and 
’〈330〉’. Both measure 8.59 Å. The GPI zone with highest symmetry has 
TCO strings joined in 〈411〉 directions only, producing a 4-fold helix 
around [001]GPI. It has the tetragonal space group P41 (#76) [9] and 
will be termed ’〈411〉 connected GPI zone’. Mixing of the lateral 
connection 〈411〉 and 〈330〉 in one zone is common, hence the individual 
GPI zones show variation in structure. These zones are referred to as 
’〈330〉-〈411〉 connected GPI zones'. 

The HAADF-STEM approach is not always applicable for studying GP 
zones in age-hardenable Al alloys. The GP zones in Al-Zn-Mg and Al-Mg- 
Si alloy systems appear to be spherical with a diameter of 1-3 nm 
[14–17]. The regions investigated in electropolished TEM foils are 
typically up to 40 nm thick, implying a low GP zone/Al signal. In 
addition, zones overlap along the viewing direction. Alternative exper
imental techniques and complementary modelling are therefore needed. 
The Al-Zn-Mg alloy system has the advantage of exhibiting a strong Z- 
contrast due to the atomic numbers being 13, 30 and 12 respectively. 
This alloy system is therefore ideal for validating newly developed 
methods for studying GP zones in alloy systems where the Z-contrast is 
weaker. 

With the new generations of cameras for TEM, direct electron de
tectors DED [18], together with a progress in computing power, 4D- 
STEM has gained recognition as a versatile and robust technique. In 
4D-STEM, a convergent probe scans a 2D region of the specimen while 
recording the diffraction pattern for every probe position, creating a 4D 

dataset [19]. A subclass of 4D-STEM is scanning precession electron 
diffraction (SPED) [20]. For each real-space pixel, the beam is scanned 
at a constant angle, known as the precession angle, around the optical 
axis. The beam is de-scanned below the specimen. The net effect is 
equivalent to precession of the specimen around a stationary beam [21]. 
Recently, SPED was used to quantify the relative amount of different 
precipitate phases in Al alloys [22–24] and gave information about the 
crystallographic relationships of composite/intergrown precipitates 
[25]. The aim of the present work is to apply SPED to investigate the 
structure of the GPI zones and the role of the TCOs as fundamental 
building blocks in the GPI zones in the Al-Zn-Mg alloys. In combination 
with DFT calculations and diffraction pattern simulations, we explore a 
likely development path from the solid solution. One aim is to establish a 
general, robust methodology for studies of ordered clusters and GP zones 
in all age-hardenable Al alloys. 

2. Material and methods 

2.1. Material 

A high purity lab-cast alloy with composition Al-3.49Zn-1.89 Mg (at. 
%) was used in this work. The alloy was prepared at University of 
Toyama. It was homogenized at 470◦C for 24 h, extruded at 405◦C and 
then cold-rolled into 0.3 mm thick sheets, being identical to what was 
used in a previous experiment [9]. The alloy underwent SHT at 475◦C 
for 1 h before it was quenched in water and left at room temperature for 
4 days. It was subsequently hardened by AA for 8 min at 120◦C. 

TEM specimens were prepared by mechanical grinding to ~60 μm 
thickness, from which 3 mm diameter discs were punched. The disks 
were electropolished with a Struers TenuPol-5 machine using an elec
trolyte mixture of 1/3 HNO3 and 2/3 CH3OH. The liquid was kept at 
−25◦C±5◦C and the applied voltage was 20 V. 

2.2. Transmission electron microscopy 

2.2.1. HAADF-STEM 
An image- and probe corrected JEOL ARM200CF microscope oper

ated at 200 kV was used to acquire the HAADF-STEM images and the 
selected area electron diffraction patterns (SADP). For the STEM 
acquisition, the convergence semi-angle was 27 mrad and the inner and 
outer collection semi-angles were 67 mrad and 155 mrad, respectively. 
The probe current was about 60 pA, which gives a good signal and 
sufficient spatial resolution. The HAADF-STEM images were filtered by 
performing a fast Fourier transform (FFT) and then applying a low-pass 
mask on the FFT of approximately 6.7 nm−1 before performing an in
verse FFT. 

<411>

[002]

<330>

[002]
Zn

Mg

Mg8

Zn6

Zn24

a b

Fig. 1. a: Basic TCO molecular unit of the GPI zones. b: TCO connections in GPI zones. Left: two TCOs connected along [002] forming a TCO string. Right: Lateral 
sharing of TCO strings in 〈411〉 and 〈330〉 directions viewed along [001]GPI. Figure adapted from Ref. [9]. The black perimeter indicates shared atoms. 
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2.2.2. SPED acquisition and data analysis 
A JEOL 2100F microscope operated at 200 kV was used in the ex

periments. The microscope was operated in nanobeam diffraction (NBD) 
mode, with a convergence angle of 1 mrad. The precession-angle and 
frequency was 0.3◦ (=5.2 mrad) and 100 Hz, respectively. The probe 
size was set to 0.5 nm, which is the smallest probe size available in the 
NBD mode with this instrument. Due to precession and aberrations, the 
actual probe size is larger, around 1–2 nm. The double-rocking probe 
was aligned according to the approach described by Barnard et al. [26] 
using the NanoMEGAS DigiSTAR control software. The SPED was per
formed using the NanoMEGAS P1000 scanner scan generator. The scan 
step size was set to 0.3 nm, and the scan regions were in the range of 100 
× 100 - 300 × 300 pixels2 corresponding to 30 × 30 - 100 × 100 nm2. 
The 4D SPED datasets were recorded using a Medipix3 MerlinEM cam
era with a single 256 × 256 Si chip from Quantum detectors [27]. 
Diffraction patterns were recorded in 12 bit mode with an exposure time 
of 30–60 ms per pixel. 

The SPED data was analysed using the open-source python libraries 
hyperspy [28] and pyxem [29]. The workflow is illustrated in Fig. 2. First, 
the 4D data matrix was acquired as described above. To inspect the data, 
virtual imaging was performed. By integrating the intensity of the 
diffraction patterns within a virtual aperture set in reciprocal space, a 
virtual dark-field (VDF) image was created. Binary masks were created 
both in the real- and reciprocal space using the python library scikit- 
image [30]. For the reciprocal-space mask, a blob-finding algorithm was 
used to locate the Al reflections in the average PED pattern of the entire 
data stack and subsequently masking out those reflections. The real- 
space mask was created in the following way: first the uneven back
ground in the VDF image was accounted for using a rolling ball 
correction [31]. Next, the remaining background was subtracted by 
filtering regional maxima before a white tophat procedure was applied 
on the output image [32]. Finally, the binary VDF was created using a 
suitable intensity threshold. Each connected region in the binary VDF 
was assigned to an individual GP zone, and the PED patterns belonging 
to each zone was averaged to minimize the pattern noise. The result is a 
simplified dataset, with unchanged Al matrix, but with each zone 
assigned to its average PED pattern. The unsupervised learning routine, 
non-negative matrix factorisation (NMF) [33], was performed on the 
original datasets to check the validity of the simplified datasets. During 
the NMF decomposition, the Al reflections were masked out using the 

reciprocal space mask. The NMF routine decomposes the dataset into 
component maps, resembling diffraction patterns, and loading maps, 
resembling VDF images, showing where each particular component is 
important. By trial-and-error, a total of 5–10 components were deemed 
sufficient for each dataset. For etailed descriptions of NMF of SPED data 
confer Ref. [34]. An example of phase mapping can be found in 
Ref. [23]. 

To enhance the contrast between the diffraction spots and the 
background, which also makes the intensity distribution of the experi
mental patterns comparable to their simulated representations, the 
following pixel-by-pixel transformation was applied to the average PED 
patterns: 

Ienhanced = 1 − e−Iinitial/n, (1)  

where Ienhanced, Iinitial are the intensities in the enhanced and original 
image, respectively, while n is set to the typical maximum intensity in a 
GP zone diffraction spot. A value of 30 was used here. 

2.3. Density functional theory 

The DFT calculations were performed using the Vienna Ab Initio 
Simulation Package (VASP) [35,36], with the projector augmented 
wave method [37,38]. The generalised gradient approximation by 
Perdew-Burke-Erzenhof was the applied functional. The energy cutoff 
was set to 400 eV for all calculations. 

The atomic model of the 〈411〉-connected GPI zone is illustrated in 
Fig. 3. The cell spans 6x6x2 Al unit cells. The double period of the 
supercell compared to the fcc along the [001] direction allows the 
central column of the TCO to be 3/2 occupied as compared to fcc Al. The 
system was first relaxed in a fixed volume with a gamma sampling of 
0.18 Å−1, afterwards, a maximum distance of k-points was set to 0.08 
Å−1 for the energy calculations. A higher k-point density was required 
for the smearing method. 

The formation enthalpy was calculated by 

ΔH = E −
∑

X
NXEX , (2)  

where E is the total energy of the simulation cell comprising the GP zone. 
The summation gives the energy contribution of the different elements 

Nx

Ny

kx

ky

PED pattern stack

Precessing beam

Al spotsCluster spots

4D data matrix

Virtual aperture

Virtual dark field (VDF) image

∫I(   ,   )dI(x,y)= kxdkykxky

Binary VDF = Real space mask

1: SPED acquisition 2: Virtual imaging 3: Cluster labeling and
creation of binary masks 4: Cluster identification

Cluster n

Average PED of cluster n

Compare with
simulations

Match?

No Yes

Model 1
Model 2

Model n
Model N

Binary diffraction pattern =
Reciprocal space mask

Fig. 2. Workflow of SPED experiments and data analysis showing the acquisition, the principle of virtual imaging, GP zone labelling, creation of binary masks and GP 
zone identification. 
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as single solutes in the matrix. NX is the number of solutes of type X. EX is 
the cohesive energy of element X in the aluminium matrix, per atom, and 
is calculated from a bulk configuration. The energy cost of the vacancies 
produced were also considered, as will be elaborated in the discussion 
section. 

2.4. Diffraction pattern simulations 

The multislice software μSTEM [39] was used to simulate the 
diffraction patterns in the position-averaged convergent beam electron 
diffraction (PACBED) mode. By setting the probe forming aperture to 1 
mrad, mimicking the experimental condition, the resulting pattern will 
be an NBD pattern. Calculations were performed on a 512 × 512 pixels 
mesh grid. To obtain satisfactory resolution and simultaneously avoid 
wrap-around errors, a large supercell with dimensions 129 × 129 Å2 was 
used, with layers of 13 Al unit cells surrounding the GPI zone model on 
each lateral side. The simulations were performed for thicknesses be
tween 4 Å and 400 Å. Unless otherwise stated, the simulated diffraction 
patterns presented in the article are from a thickness of 48 Å. 

To simulate PED patterns, a beam tilt of 5.2 mrad (= 0.3◦) was 

introduced while rocking the tilted beam around the optical axis with 
increments of 4 mrad, resulting in a total of 1572 azimuthal angles. The 
final pattern represents an average of all the patterns. This is more 
computationally expensive than simulating NBD patterns. Hence, all the 
patterns presented in the article are NBD patterns, while PED patterns 
were simulated to investigate the effect of the precession compared to 
unprecessed patterns and are included in the Supplementary. 

3. Results and discussion 

3.1. Microstructure overview 

The HAADF-STEM image in Fig. 4a shows the microstructure of the 
alloy in the 〈001〉Al projection. The dense population of GP zones 
comprises both 〈411〉- and 〈330〉-〈411〉 connected GPI zones. Note how 
all the atomically resolved zones are viewed along the unique [001]GPI 
axis. Fig. 4b shows a selected area diffraction pattern (SADP) from a 
region and orientation similar to Fig. 4a. The diffuse spots associated 
with the GPI zones are marked with yellow and green disks. Fig. 4c 
shows the FFT of Fig. 4a, exhibiting a good correspondence with the 

Fig. 3. Atomic model comprising a 〈411〉-connected GPI zone elongated in the [001] direction. The supercell spans 6x6x2 Al unit cells.  

5 nm

a b

c

e

f

d

000Al 200Al

020Al

10 nm

Fig. 4. a: HAADF-STEM showing a high density of GPI zones. b: SADP of a similar region as in a. c: fast Fourier transform of a. d: VDF image from a similar region as 
in a. e: Constructed pattern by maximum pixel values in the data stack. f: Average PED pattern illustrating the placement of the virtual aperture in the SPED 
data stack. 
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SADP in Fig. 4b. A VDF image from a 60 × 60 nm2 region from one of the 
SPED datasets is shown in Fig. 4d. Fig. 4e is a constructed diffraction 
pattern with each pixel corresponding to its highest value in the 4D 
dataset. Fig. 4 f shows the average PED pattern from the same dataset, 
the overlay representing the virtual aperture. A bright pixel in the VDF 
image corresponds to a higher intensity within the virtual aperture in 
the corresponding PED pattern as compared to the rest of the diffraction 
patterns. Thus, higher intensity corresponds to solute ordering with 
longer periodicities than the basic Al period. The contrast in the VDF 
image appears stretched out because of stage drift during the 
acquisition. 

The bright dots in the VDF image in Fig. 4d therefore indicate the 
presence of GPI zones or precipitates. Interestingly, there are no 
diffraction effects apart from the Al spots in the average PED patterns 
like Fig. 4f, while clear contributions from the GPI zones exist in the 
SADP, FFT and in the maximum patterns in Fig. 4b-c and e, respectively. 
This is understandable because the zones are small: The diameter of 1–3 
nm [9] is small compared to the specimen thickness, which is the reason 
the GPI zone-to-Al signal is low. In the individual PED patterns, the 
intensity of the central disk is saturated, i.e. exceeding 4096 counts per 
detector pixel, while the Al diffracted disks have a typical count of 
100–700. The GPI diffracted disks however, amount to 15–30 counts. In 
the PED patterns in the flat regions of the VDF image, the intensity be
tween the Al diffracted spots is typically 6–15. The signal from the GPI 
zones is hence subdued by the background level in the average PED 

pattern in Fig. 4f. 

3.2. Identification of unique PED patterns from GPI zones 

Five PED patterns with unique diffraction effects were identified in 
the 4D data stack. To try to assess what type of structures gave rise to 
these PED patterns, NBD pattern simulations were performed based on 
different GPI models. The models are shown along [001]GPI, in column 
1 in Fig. 5a-d. As mentioned, our previous work on the atomic structure 
of the GPI-zones indicated the presence of an interstitial position in the 
central column of the TCO strings [9]. Based on this, three models 
corresponding to four TCOs connected along the 〈411〉Al direction were 
set up. The difference between the models lies in the central column of 
the TCO: In the first model the solutes occupy the Al fcc lattice positions, 
hereby denoted ‘fcc variant’ and is shown in column 1 in Fig. 5a. Column 
1 in Fig. 5b shows the ‘defect variant’, where the atoms of the central 
TCO column in a TCO string are displaced to the Al cell centres, i.e. the 
octahedral sites. This is a 1D column defect in the Al lattice, first iden
tified in the β” phase in the 6xxx system [40]. In the last 〈411〉 connected 
GPI zone model, the central column has 3/2 occupancy relative to Al, i.e. 
a fcc variant with every second octahedral site occupied. As opposed to 
the first two variants, the central columns have a period of 8.1 Å instead 
of 4.05 Å. This model is shown in column 1 in Fig. 5c and will in the 
following be denoted ‘interstitial variant’. The extra solute in this 
configuration is delivered by the matrix, in exchange such columns can 

Fig. 5. GPI zone models and corresponding simulated NBD- and experimental PED patterns viewed parallel and normal to [001]GPI. Columns: (1) models along 
[001]GPI. (2,3) corresponding simulated patterns and selected experimental patterns, (4,5) simulated patterns and selected experimental patterns in one of the 
〈001〉Al zone axes normal to [001]GPI. Rows: (a-c) 〈411〉 connected GPI zones with all solutes on fcc, with defected central column or with 3/2 occupancy in central 
columns, respectively, (d) 〈330〉-〈411〉 connected GPI zone with 3/2 occupancy in central columns. Note that all the simulations are NBD patterns, while the 
experimental patterns are PED patterns. 
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produce a vacancy every 8.1 Å. This is different from the defect variant, 
where the atoms of the central column are pushed into the octahedral 
site. In order to avoid too close spacing (2.025 Å) at the top and bottom 
of the GPI zone interfaces, a vacancy is locked, and by translation 
effectively split between the front and the end of the GPI zone. 

The simulated NBD patterns corresponding to the three 〈411〉 con
nected variants along [001]GPI are shown in Fig. 5a-c, column 2. The 
reflections overlaid by green disks in the upper-left quadrant are of the 
same origin as the GPI reflections in the SADP in Fig. 4b. All three 
patterns inherit a 4-fold rotational axis. Visual comparison of selected 
diffraction spots shows that discrimination between the fcc variant and 
the two others is possible. For example, the reflections associated with 
the red disks in the patterns corresponding to the defect- and interstitial 
variants are absent for the fcc variant, indicating that such intensities are 
consequences of the interstitial ordering. The defect- and interstitial 
variants however, show strong similarity. Consequently, the diffraction 
patterns for these variants are indistinguishable in this projection. The 
experimental PED patterns in column 3 in Fig. 5a-c have a good corre
spondence with the simulated average NBD patterns. Note that in the 
experimental patterns, the reflections indicated by the red circles are 
faint, making it experimentally challenging to discriminate between the 
three variants in this orientation. 

In addition to connecting purely along the 〈411〉Al directions, the 
TCO strings can also connect along the 〈330〉Al directions [9]. However, 
this was only observed by HAADF-STEM if the GPI zones also contained 
〈411〉 connections. GPI zones structured this way will in the following be 
denoted 〈330〉-〈411〉 connected GPI zones. An example is shown in 
column 1 in Fig. 5d. The central column has 3/2 occupancy relative to 
Al, making this the interstitial variant of the 〈330〉-〈411〉 connected GPI 
zones. The corresponding simulated average NBD pattern is shown in 
column 2. The approximate 3-fold rotational symmetry of the inner re
flections in the pattern makes it distinguishable from the 4-fold rota
tional symmetric patterns originating from the 〈411〉-connected GPI 
zones (cf. column 2 in Fig. 5a-c). The experimental PED pattern in col
umn 3 in Fig. 5d has a good correspondence with the corresponding 
simulated pattern. Conclusively, the PED patterns from 〈330〉-〈411〉- and 
〈411〉 connected GPI zones are distinguishable when viewed along [001] 
GPI. It is however more challenging to conclude whether the central 
column contains defects or interstitials. 

Considering the tetragonal crystal structure of the GPI zones, NBD 
pattern simulations were also carried out along the directions normal to 
[001]GPI. The results are shown in column 4 in Fig. 5a-c for the 〈411〉- 
connected GPI zones. Column 5 in Fig. 5a-c shows experimental patterns 
with a strong resemblance with the simulated patterns in column 4. 
Thus, based on one 4D dataset only it is possible to extract information 
both along [001]GPI, showing how the TCO strings are connected, in 
addition to investigate the existence of point defects along the central 
column of the TCO. This is an important result, as proving the latter is 
challenging based on HAADF-STEM imaging alone since all the atomi
cally resolved GPI zones imaged in the 〈001〉Al orientation are viewed 
along [001]GPI. The diffracted reflections originating from the GPI 
zones imaged along the direction normal to [001]GPI also contribute to 
the SADP in Fig. 4b, as illustrated by the green disks in column 5 in 
Fig. 5b-d. NBD simulations of the interstitial variant of the 〈330〉-〈411〉

connected GPI zones along the directions normal to [001]GPI were also 
carried out. The results are shown in column 4 of Fig. 5d. By comparing 
this pattern with the one in column 4 in Fig. 5c, it is concluded that the 
two different stackings of the TCO strings to form larger GPI zones are 
not possible to differentiate in reciprocal space in this orientation. The 
same experimental PED pattern as in column 5 in Fig. 5c is shown in 
Fig. 5d to illustrate the correspondence of this particular experimental 
pattern with both the simulations in column 4 in Fig. 5c-d. However, the 
two connections are distinguishable when the GPI zones are viewed 
along [001]GPI. 

Similar NBD pattern simulations were also carried out for the 〈330〉- 
〈411〉 connected GPI zones with solutes on fcc and with defect. They are 

shown in Fig. 1 in the Supplementary. Similarly as for the 〈411〉 con
nected GPI zones, the simulated NBD patterns for the fcc variant are 
distinguishable from the defect- and interstitial variants, while the 
defect and interstitial variants are indistinguishable when viewed along 
[001]GPI. No experimental patterns could be identified as the fcc 
variant along [001]GPI. Along the directions normal to [001]GPI, the 
patterns are distinguishable and show some resemblance to the patterns 
from the corresponding 〈411〉 connected GPI variants. The differences 
are however less prominent than for the 〈411〉 connected GPI zones. 
Differentiating between the 〈411〉- and 〈330〉-〈411〉 connected GPI zones 
was not possible when the GPI zones were imaged normal to [001]GPI. 

3.3. Investigating GP zones by SPED 

The experimental PED patterns in Fig. 5 contain reflections with 
satisfactory correspondence with the simulated patterns of the different 
GPI zone models. In a 30 nm × 30 nm scan, typically 20 average PED 
patterns could be identified as originating from GPI zones. As mentioned 
above, viewing the GPI zones along [001]GPI allowed for separation 
between the 〈411〉- and 〈330〉-〈411〉 connected GPI zones, while viewing 
them along a direction normal to [001]GPI separated the fcc-, defect- 
and interstitial variants, amounting to a total of five categories. About 1/ 
3 of the GPI zone diffraction patterns in any given scan could be matched 
with patterns of these five categories. The remaining GPI zone patterns 
could not be determined. The origin of such patterns is most likely 
overlapping GPI zones along the viewing direction, causing the corre
sponding PED pattern to be similar to the SADP in Fig. 4b. Overlap can 
be reduced by using a thin region of the TEM specimen. In our experi
ence, a sample thickness of 20–40 nm is ideal. In thinner regions, the 
signal from the amorphous surface oxide layer tends to dominate. 

In this work, a total of 39 patterns from 8 datasets were investigated 
and labelled manually to get an idea of the relative numbers of 〈411〉

connected GPI zones compared to 〈330〉-〈411〉 connected GPI zones. 
Fig. 6 shows one example, with the VDF image and the corresponding 
binary VDF image in Fig. 6a-b, respectively. Fig. 6c1-c4 show average 
PED patterns extracted from the region in the binary VDF image with the 
corresponding colour. The pattern indicated with turquoise (Fig. 6c1) 
corresponds to the 〈411〉 connected GPI zones. The patterns marked by 
yellow (Fig. 6c2) and orange (Fig. 6c3) correspond to GPI zones viewed 
normal to [001]GPI, with intensities corresponding the fcc- and defect 
variant, respectively. The pattern associated with purple is similar to the 
SADP in Fig. 4b. In Fig. 6d1-g1 and Fig. 6d2-g2, the results from an NMF 
analysis of the dataset are presented. The top row (Fig. 6d1-g1) shows 
component maps, while the bottom row (Fig. 6d2-g2) shows loading 
maps. The composite component- and loading maps in Fig. 6d1-d2 are 
the sum of all components associated with GPI zones. The individual 
NMF components are shown in Fig. 6e1-g1 and Fig. 6e2-g2, using the 
same colour scheme as in Fig. 6c1-c3. By comparing the simplified 
dataset from the binary VDF image with the results from the NMF 
decomposition, it was observed that the loading maps of specific com
ponents from the NMF corresponded well to the simplified dataset. It is 
interesting to note that the set of inner reflections marked by yellow 
disks in Fig. 4b stem from the GPI zones viewed normal to [001]GPI, as 
evidenced in the composite component map in Fig. 6d1. The average 
PED pattern in Fig. 6c4 has more resemblance with the SADP in Fig. 4b 
than with any of the simulated patterns along [001]GPI. This indicated 
that this particular pattern is a mix of GPI zones in the three orientations, 
most probably due to overlap of multiple zones along the viewing di
rection. This complicates the analysis as the NMF categorises the over
lapped GPI zones as 〈411〉 connected GPI zones, evidenced in Fig. 6e2. 
Thus, the NMF succeeds at separating the GPI zones viewed normal to 
[001]GPI, but fails at separating the ones viewed along [001]GPI if 
overlapping GPI zones are present. Care should therefore be taken if 
using NMF to extract information about the relative amounts of GPI 
zones along [001]GPI. In the following, results from the manual label
ling of patterns from the binary VDF image will be discussed. 
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Out of 39 identifiable patterns, all the PED patterns viewed along 
[001]GPI were found to be 〈411〉 connected GPI zones except one, which 
was categorised as a 〈330〉-〈411〉 connected GPI zone. In one third (31%) 
of the GPI zones, [001]GPI was parallel to the viewing direction, the rest 
had [001]GPI normal to the viewing direction, c.f. column 4 and 5 in 
Fig. 5. This is reasonable, as [001]GPI has no preference for a specific 
〈001〉Al direction. The diffracted intensity from a GPI zone was lowest in 
the direction normal to [001]GPI, making quantification harder. 
Although only 39 patterns were identifiable, the current HAADF-STEM 
experiments together with our previous work [9] support that the 
〈411〉 connected GPI zones are more common than the 〈330〉-〈411〉

connected ones. 
The simulated NBD patterns shown in Fig. 5 assume GPI zones of the 

same thickness as the Al along the 〈001〉 viewing direction. However, in 
reality the GPI zones are embedded in the Al matrix. This discrepancy 
between the models and reality hinders the extraction of quantitative 
information (such as GPI zone length/thickness) based on the intensities 
in the experimental patterns. Other factors also affect the intensity; these 
include the size of the GPI zones, their position inside the TEM sample, 
the thickness of the sample and the precession of the incoming beam. To 
investigate these effects, PED- and NBD patterns were simulated for two 
specimen thicknesses, as well as models having the GPI zone at the top or 
bottom surface. The results are shown in the Supplementary (Fig. 2). 
From the simulations, it is concluded that both specimen thickness and 
relative height of the GPI zone influence the intensity. Thus, only the 
position of the reflections, and not the relative intensities, should be 
used to identify the variant. Moreover, the precession affects the in
tensities of the unique reflections. It is observed that under certain cir
cumstances, NBD yields a higher intensity in the reflections used for the 

profile plots in Supplementary Fig. 2, while under other circumstances, 
PED yields a higher intensity. Based on the simulations alone, one could 
conclude that it is ambiguous which operation mode is best fit for 
studying the GPI zones. However, the simulations are for a specific, ideal 
case. The experimental sample can incorporate artefacts from the sam
ple preparation such as Cu-rich surface layers [41] or hydrocarbon 
contamination building up during TEM acquisition. Such layers affect 
the experimental diffraction patterns and are not accounted for in the 
simulations. The contamination can be lowered by decreasing the 
electron dose. However, in the case of studying GPI zones, a step size of 
0.3 nm is needed to obtain sufficient resolution. In our experience, the 
precession improves the quality of the patterns by averaging out the 
signal from the contamination. The diffraction patterns also appear 
more even with precession, c.f. Supplementary Fig. 2. 

3.4. Stability of the GPI zones 

DFT calculations were performed to investigate the stability of the 
models in Fig. 5. The nomenclature is adapted from Ref. [9]: The models 
are denoted n-iZ6M8Z24. The ‘n’ refers to either a pure 〈411〉 connected 
GPI zone or a 〈330〉-〈411〉 connected GPI zone, where we use '4' or '3′, 
respectively. A lowercase ‘i’ or ‘d’ refers to interstitial or defect in the 
central column of the TCO, respectively. For the fcc variant, the char
acter is omitted. The last part describes the atoms of the three shells in 
the TCO: ‘Z6’ indicates there are six Zn atoms at the faces of the inner 
cube, ‘M8’ refers to the eight Mg atoms at the corner of the cube and 
‘Z24’ gives the number of Zn atoms in the 24 atom shell immediately 
outside the cube. 

The results from the DFT calculations are shown in Table 1. The pure 

a

7 nm 7 nm

b c1

d1 e1 f1 g1

c2

c3 c4

d2 e2 f2 g2

Fig. 6. One of the sped datasets investigated. a: VDF image. b: Binary VDF image. Colours indicate regions where the average PED patterns, seen in c1-c4, were 
extracted from. d1, d2: Composite component- and loading maps from all the NMF components associated with GPI zones. e1-g1: Component maps. e2-g2: 
Loading maps. 
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〈411〉 connected GPI zones are consistently more energetically favour
able than the 〈330〉-〈411〉 connected ones. We believe a reason for this is 
that 〈330〉 connected units have all Mg atoms on the same {001}Al 
planes, increasing strain for every new connection. It is seen that the 
defect variants have the lowest formation enthalpy per solute, followed 
by the fcc and interstitial variants, respectively. 

Every TCO incorporating an occupied octahedral site will result in a 
vacancy in the Al matrix. The energy of the vacancy is its cohesive en
ergy. Naturally, this energy penalty will be lowered if the vacancy dis
appears into a nearby defect, such as a particle or grain boundary. In the 
results of Table 1, the strictest energy penalty is given to the interstitial 
variants, where the vacancy is assumed to be absorbed by the matrix. 
This was not considered in our previous work [9], which found the 
interstitial variants to be the most energetically favourable. 

For both the 〈411〉- and 〈330〉-〈411〉 connected GPI zones, the DFT 
calculations find that the defect variant is energetically more favourable 
than the fcc variant. The SPED data gave indications that these config
urations could co-exist. Based on this, we propose a transition from the 
fcc variant to the defect variant as shown in Fig. 7, where the formation 
enthalpy is plotted against pressure. For simplicity, the TCOs are shown 
without the outer Zn rich shell in the figure. Initially, all the solutes 
should occupy fcc lattice positions. To alleviate the pressure, the atoms 
of the central columns move 2.025 Å in the 〈001〉Al direction along 
[001]GPI. This creates the 1D column defect which is also found in β” 
[40] in the Al-Mg-Si alloy system, and the new configuration obtains a 
significantly lower enthalpy. 

Although the interstitial configuration appears less energetically 
favourable than the fcc- and defect variants, the SPED data indicated 
that some of the GPI zones contained 3/2 occupied central columns. By 

inspection of the experimental diffraction pattern of the defect- and 
interstitial variant in column 5 in Fig. 5b-c, respectively, it can be seen 
that there is a common row of reflections. The PED pattern from the 
interstitial variant exhibits an extra row of reflections compared to the 
common one, as evidenced in the simulations in column 4 in Fig. 5b-c. 
We note that in the experimental pattern of the interstitial variant in 
column 5 in Fig. 5c, the extra row of reflections is weaker than the 
common one. This could indicate that the interstitial variant does not 
exist in a ‘pure state’, but rather exists in GPI zones where the central 
column in a TCO string is a mixture of both defects and interstitials along 
[001]GPI. 

4. Conclusion 

In this work, a TEM-based methodology for studying GP zones with 
periodic structure embedded in the Al matrix has been developed. Data 
was collected from an Al-Zn-Mg alloy containing a dense population of 
GPI zones. Electron diffraction patterns from single GPI zones were 
successfully recorded by a direct electron detector with the TEM oper
ated in the SPED mode. The GPI zones are spherical particles with a 
diameter of 1 to 3 nm embedded in the host Al matrix. The experimental 
diffraction patterns were compared with multi-slice simulations based 
on the previously proposed structures of the GPI zones. A good corre
spondence was found between the two. The technique allows 3D in
formation to be obtained, since the resolution in reciprocal space is 
sufficient to extract information in 〈001〉Al zones, from individual GPI 
zones viewed both along their unique axis, [001]GPI, and the normal 
orientations, which is not possible from HAADF-STEM imaging alone. 
By taking advantage of this, it was found that the central column of the 

Table 1 
GPI zones formation enthalpies and pressure in a 6×6×2 Al calculation cell, as ranked by formation enthalpy per solute. See the main text for explanation of the GPI 
zone configurations.  

Configuration/composition Formation enthalpy [eV] Pressure Ratio 

No GPI zone Composition Total Atom Solute [kbar] Zn/Mg 

1 4-dZ6M8Z24 Mg32Zn120 −22.078 −0.077 −0.145 1.9 3.750 
2 3-dZ6M8Z24 Mg24Zn90 −15.838 −0.055 −0.139 2.2 3.750 
3 4-Z6M8Z24

a Mg32Zn120 −20.037 −0.070 −0.132 −5.6 3.750 
4 4-iZ6M8Z24

a Mg32Zn124 −20.258 −0.069 −0.130 5.5 3.875 
5 3-Z6M8Z24 Mg24Zn90 −14.500 −0.050 −0.127 −3.8 3.750 
6 3-iZ6M8Z24 Mg24Zn93 −14.468 −0.050 −0.124 5.0 3.875  

a Same model as previously published in Ref. [9] 

4-Z6M8Z24

4-dZ6M8Z24

4-iZ6M8Z24

Fig. 7. Formation enthalpy given in eV/solute vs. pressure for the 〈411〉 connected GPI zones. In the schematics of the TCOs, the outer Zn rich layer is omitted for 
simplicity. (1) fcc variant, (2) defect variant and (3) shows the interstitial variant. 
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molecular building block of the GPI zones may be shifted one atomic 
plane compared to the Al fcc positions. This was supported by DFT 
calculations. The presented methodology is believed to be highly useful 
also for other material systems where small particles are embedded in a 
host material. 
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[37] P.E. Blöchl, Projector augmented-wave method, Phys. Rev. B 50 (1994) 
17953–17979, https://doi.org/10.1103/PhysRevB.50.17953. 

[38] G. Kresse, D. Joubert, From ultrasoft pseudopotentials to the projector augmented- 
wave method, Phys. Rev. B - Condens. Matter Mater. Phys. 59 (1999) 1758–1775, 
https://doi.org/10.1103/PhysRevB.59.1758. 

[39] L.J. Allen, A.J. D’Alfonso, S.D. Findlay, Modelling the inelastic scattering of fast 
electrons, Ultramicroscopy 151 (2015) 11–22, https://doi.org/10.1016/j. 
ultramic.2014.10.011. 

[40] M.A. Van Huis, M.H. Sluiter, J.H. Chen, H.W. Zandbergen, Concurrent 
substitutional and displacive phase transformations in Al-Mg-Si nanoclusters, Phys. 
Rev. B - Condens. Matter Mater. Phys. 76 (2007) 174113, https://doi.org/ 
10.1103/PhysRevB.76.174113. 

[41] S. Wenner, A. Lervik, E. Thronsen, C.D. Marioara, S. Kubowicz, R. Holmestad, 
Copper enrichment on aluminium surfaces after electropolishing and its effect on 
electron imaging and diffraction, Mater. Charact. 172 (2021), 110846, https://doi. 
org/10.1016/j.matchar.2020. 110846. 

E. Thronsen et al.                                                                                                                                                                                                                               



Supplementary material to:
Studying GPI zones in Al-Zn-Mg alloys by 4D-STEM

E. Thronsena,∗, J. Frafjorda, J. Friisa,b, C. D. Marioarab, S. J. Andersenb, R. Holmestada

aDepartment of Physics, Norwegian University of Science and Technology (NTNU), N-7491 Trondheim, Norway
bSINTEF Industry, N-7465, Trondheim, Norway

∗Corresponding author at: Department of Physics, Norwegian University of Science and Technology (NTNU), N-7491 Trondheim, Norway
Email address: Elisabeth.Thronsen@ntnu.no (E. Thronsen)

Preprint submitted to Materials Characterization November 23, 2021



1. Supplementary simulated nanobeam diffraction patterns

Models and corresponding simulated nanobeam diffraction (NBD) patterns of GPI zones along 〈001〉Al directions
are shown in Fig. 1a-c for the fcc-, defect- and interstitial model for the 〈330〉-〈411〉 connected GPI zones, respectively.

Model ||[001]GPI Sim. || [001]GPI Sim. ⊥ [001]GPI

a

b

c

Model ||[001]GPI Sim. || [001]GPI Sim. ⊥ [001]GPI

Model ||[001]GPI Sim. || [001]GPI Sim. ⊥ [001]GPI
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2
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Figure 1: Models and corresponding simulated NBD patterns along and normal to [001]GPI for different 〈330〉-〈411〉 connected GPI zones. a: Fcc
variant. b: Defect variant. c: Interstitial variant.

2



2. Supplementary simulated precession electron diffraction patterns

Fig. 2 shows simulated NBD and PED patterns along [001]GPI containing GPI zones placed at different heights in
30 and 40 nm thick slabs of Al. Six truncated cube octahedron (TCO)s define the zone extension in this direction, i.e.
the zones have a thickness of 4.86 nm. The simulations show the GPI zones placed either at the top or bottom in the
slab. The model used was the interstitial variant of the 〈411〉 connected GPI zone. The Al reflections are masked out
from the simulated patterns to enhance the contrast from the GPI zones. To enable a better quantitative comparison
of the simulations, line scan intensity profiles (red line in the top left image in Fig. 2) were extracted as shown in
the right hand side of the figure. The two profile plots are for the GPI zone placed at the top (upper plot) and bottom
(lower plot) of the Al slab,

NBD PED

Top: 30 nm

Top: 40 nm

Bottom: 30 nm

Bottom: 40 nm

Figure 2: Simulated NBD- and PED patterns of the interstitial model of the 〈411〉 connected GPI zones viewed along [001]GPI placed at different
heights in the Al matrix along the viewing direction for two different TEM specimen thicknesses: 30 nm or 40 nm. The red line indicates the path
of the scan for generating the intensity profile plots on the right hand side. The colourbar shows the intensity distributions in the ’viridis’ colormap
used for the diffraction pattern simulations.

3
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H I G H L I G H T S

• An advanced TEM for detailed char-
acterisation of precipitates in pre-
deformed materials is presented.

• The effect of natural ageing and
pre-deformation on precipitation in
terms of type and distribution is
investigated.

• The crystal structure of a previously
reported phase in pre-deformed Al-
Mg-Si(-Cu) alloys is presented.
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A B S T R A C T

This work has investigated the effect of the combination of natural ageing and 80% pre-deformation after
solution heat treatment on precipitation during subsequent artificial ageing in an Al-1.3Cu-1.0Mg-0.4Siwt.%
alloy. It was found that a combined use of atomic resolution aberration corrected high-angle annular dark-
field scanning transmission electron microscopy and scanning precession electron diffraction enabled a
detailed characterisation of precipitates in heavy pre-deformed materials. The dominant phase in the unde-
formed condition was the L phase. L was also found to be nucleated in the undistorted regions of the Al
matrix in the pre-deformed conditions. Two phases with high aspect ratios were nucleated on dislocations:
The C phase and a previously reported phase, which we named here the ‘E phase’. The crystal structure
of E was solved experimentally as monoclinic with core composition Mg6Al2Si2Cu4, supported by density
functional theory calculations. It was determined that the order of pre-deformation and natural ageing
had an influence on the relative fractions of the aforementioned phases formed during artificial ageing. An
increased fraction of C+E relative to L was found in the condition where the pre-deformation was applied
after natural ageing as compared to the condition where the pre-deformation was applied before natural
ageing.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

* Corresponding author.
E-mail address: elisabeth.thronsen@ntnu.no (E. Thronsen).

1. Introduction

Al-Mg-Si(-Cu) alloys are a class of materials with an increased use
in the construction and automotive industries due to a combination

https://doi.org/10.1016/j.matdes.2019.108203
0264-1275/© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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of desired properties such as light weight, high strength and good
corrosion resistance. Their manufacturing consists of a succession of
thermo-mechanical steps including casting, homogenisation, extru-
sion or rolling, solution heat treatment (SHT) and artificial aging
(AA). The role of homogenisation is to reduce chemical segregation
of the cast, and to produce dispersoidal AlSi(Mn,Fe) particles that
will control grain size during the subsequent high temperature pro-
cessing [1,2]. A solid solution is formed during SHT at temperatures
above the solvus line of the system (>500 ◦C), consisting of a uni-
form dispersion of Mg, Si and Cu solute atoms substituting the Al
positions in the FCC lattice, together with a high density of vacan-
cies. This becomes super-saturated by rapid cooling, and constitutes
the starting point of the AA, usually conducted at temperatures
between 150◦C and 200◦C. During this process the solute atoms dif-
fusewith the help of vacancies and form high numbers of nano-sized,
metastable precipitates, which significantly affect the final proper-
ties of the material [3,4]. It is interesting to notice that with only 1 to
2 at.% added Mg, Si and Cu solute, the material can triple its strength
during AA. The strength arises from the interaction between the dis-
locations and precipitates, since the precipitates effectively hinder
the movement of dislocations in the matrix. The metastable pre-
cipitates have crystalline structures and form with different types,
compositions, volume densities and size distributions, depending on
the thermo-mechanical treatment of a given alloy. Therefore, the
processing of the alloy is very important for the final properties.

In the Al-Mg-Si(-Cu) system, all the metastable phases have one
main coherency direction with the Al matrix, along 〈100〉Al. In these
directions the precipitates retain the FCC Al atomic arrangement,
having atoms on two planes (z=0 and z=0.203nm) with 0.405nm
repeat distance. Therefore, they grow with needle/rod/lath/plate
morphologies along such directions and are viewed as projected
atomic columns in cross-section in 〈100〉Al orientations. The precip-
itate development during AA from the super saturated solid solution
(SSSS) and until the equilibrium phase forms is given as a precipita-
tion sequence, which for the Al-Mg-Si-Cu system is [4]:

SSSS → solute clusters → GP zones →
b′′, L → b′

(Cu), L, S, C, Q
′ → Q (Stable).

Solute clusters and Guinier-Preston (GP) zones are solute aggre-
gates ordered on the FCC Al matrix positions. b′′ is the main phase
that forms in peak hardness conditions in the Al-Mg-Si alloys [3,5].
The phase has also been observed in Cu-added alloys, but here other
Cu-containing precipitates such as L, S, C and Q′ become dominant
with prolonged heating [4]. Cu is added to many Al-Mg-Si alloys
because it improves hardness and thermal stability [4,6]. Analysis
of the metastable precipitate crystal structures led to the realisa-
tion that they must be based on a similar sub-lattice with projected
near-hexagonal symmetry of around 0.4 nm when viewed in cross-
section [7]. It was later demonstrated that the sub-lattice is defined
by Si atomic columns, and all the other atomic columns (Mg, Al, Cu)
are located in-between [4,8]. This was called the ‘Si-network’. It can
take two different orientations in respect to the Al matrix. One ori-
entation is defined by the Si network being aligned with 〈310〉Al,
〈110〉Al, 〈510〉Al and in the other the network is alignedwith 〈100〉Al.
The former is the most common and is present in all metastable pre-
cipitates in the Al-Mg-Si system, and in the S, b′

Cu, Q
′ phases in the

Al-Mg-Si-Cu system. The latter has only been found in the Cu-added
alloys, in the L and C phases [4,9]. In the Al-Mg-Si-Cu system the Q′

phase is the metastable version of the equilibrium Q phase, being
isostructural with it. It grows as laths with cross-section elongation
along 〈510〉Al [4]. The C phase grows as a plate, with elongations
along two 〈100〉Al directions [4,10]. b′

Cu is isostructural with the b′
Ag

phase, with Cu replacing Ag in the structure, and is different from
the b′ phase in the Cu-free system [9,11]. The Q/Q′, C and b′

Cu phases

are the only periodic structures so far reported in the Al-Mg-Si-Cu
system. One characteristic of the Cu-added alloys is the formation of
disordered structures which can be characterised by different order-
ings on the Si-network. It is common to observe several local ordered
configurations of known phases in the same needle or lath, produc-
ing hybrid structures. In this respect the L phase is disordered and
can contain local Q′ and/ or C phase parts, while S is also disordered
and can contain Q′ and/ or b′

Cu parts [4]. In peak hardness conditions
of such alloys it is also very common to observe hybrid precipitates
containing b′′/Q′/b′

Cu parts [12,13].
Another important milestone in the Al-Mg-Si(-Cu) system is the

discovery of a set of construction rules for most precipitates, which
arise from a line defect in the Al matrix [14]. According to these rules,
every Al atom has 12 near neighbours, every Mg atom has 15 and
every Si has 9. Interestingly, in precipitates Cu has 9 near neighbours
as Si, and can take two different configurations, with columns in-
between the Si network columns, or replacing 1/3 of the Si on the
network. The former configuration is present in the Q′ and C phase,
and the latter in the b′

Cu phase [9].
It has been shown that there are two processing steps that, intro-

duced individually or in combination between SHT and AA, have an
important influence on the subsequent precipitate development dur-
ing AA and consequently onmechanical properties. These are storage
at room temperature (RT) also known as natural ageing (NA), and
pre-deformation. NA is important because the SSSS is unstable at
RT. During this time atomic diffusion is taking place, leading to the
formation of solute orderings and atomic clusters, with the effect
of hardness increase and electrical conductivity decrease. For dense
alloys with (Mg + Si >1wt.%), the NA clusters have been found to
have a negative effect on the precipitation of the hardening phases
during the subsequent AA, causing a delay in precipitation and some-
times a reduction in the final hardness compared to when NA is
avoided [15,16]. It has been found that the negative effect of natural
ageing decreases with increasing Cu concentrations [17,18]. During
AA treatment of a pre-deformedmaterial, the dislocations act as het-
erogeneous nucleation sites for the precipitates. The deformation
has a strong effect on the precipitation behaviour: The precipitate
type, their microstructure and the local distribution are altered. It
has been shown that in the distorted regions of the Al matrix, i.e.
areas consisting of crystallographic defects associated with deforma-
tion like dislocations and subgrains, ‘ string-like’ precipitates, along
with smaller, elongated precipitate types and precipitates associated
with over-ageing nucleate [19-22]. The faster coarsening of the pre-
cipitates nucleated on dislocations may be due to dislocations acting
as short-circuit diffusion path for solutes during AA. Moreover, the
introduction of dislocations prior to NA has been found to impede
NA clustering [23,24]. The dislocations are believed to act as sinks
for the quenched-in vacancies, thus suppressing the formation of NA
clusters.

In addition to the conventional applications, novel usages are
emerging for the Al-Mg-Si-Cu alloys. In the present work, a new Al-
1.3Cu-1.0Mg-0.4Siwt.% intended for the zip fastener industry has
been developed. The alloy’s composition is listed in Table 1. The
manufacturing process of these alloys consists of casting, homogeni-
sation, extrusion, solution heat treatment (SHT), drawing, SHT and
cold rolling corresponding to 80% deformation before the final arti-
ficial ageing (AA), see Fig. 1. A period of NA can be introduced
before or after the cold rolling, which may affect the subsequent
AA response. Given these facts, the main objectives of this work is
to characterise the precipitates that form during AA in the heavily
deformedmaterials, and to understand the effect of NA in connection
to pre-deformation. Vickers hardness is measured at each process-
ing step after the SHT, and hardness development is connected to
precipitate microstructure. The microstructure of the alloy is inves-
tigated by the use of transmission electron microscopy (TEM). TEM
is a powerful technique in visualising the precipitate distribution
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Table 1
The measured composition of the alloy investigated in the present work.

Cu Mg Si Fe Ti B Zn Mn Cr Zr

wt.% 1.27 1.01 0.38 0.069 0.019 0.004 0.003 0.001 <0.001 <0.001

through conventional techniques, such as bright-field (BF) or dark-
field (DF) imaging using diffraction contrast, and the precipitate
structure through more advanced techniques providing atomic reso-
lution such as high-angle annular dark-field scanning TEM (HAADF-
STEM). Studying precipitation in heavily pre-deformed materials by
conventional techniques however, is challenging due to the contrast
from dislocations masking out the precipitates.

Recently, scanning precession electron diffraction (SPED) has
emerged as a promising technique in quantifying the precipitates
in undeformed Al alloys [25,26]. By means of this technique, one
may form virtual dark-field images using the 4D data set that com-
prised a 2D PED pattern in each pixel of a 2D scan area. The
benefit of this technique is the acquisition of large data-sets that
enable detailed statistical characterisation of microstructure, pro-
viding location, type and size for a large number of precipitates.
In this study we will evaluate the applicability of SPED on heavily
deformed Al alloys, as well as quantitatively explain the difference
in deforming prior to- or after NA based on material hardness and
precipitation.

2. Experimental procedure

2.1. Material and heat treatment

The alloy was cast, homogenised (505◦C, 3 h), extruded and solu-
tion heat treated (505◦C, 3 h) before drawing. Cylindrical bars (Ø
3.8mm) were subjected to SHT at 505◦C for 3h and subsequently
water quenched to room temperature. Three different conditions
abbreviated ‘NA20ha’, ‘NA20hb’ and ‘NA20hn’ were investigated
in the present work, see Fig. 1. For condition NA20ha, SHT was

succeeded by NA for 20h, followed by 80% cold rolling and AA at
170◦C for 3h. NA20hb was cold rolled to 80% immediately after SHT,
followed by 20h NA and subsequent AA at 170 ◦C for 3h. NA20hn
was exposed to 20h NA followed by AA for 3h at 170 ◦C without any
deformation.

2.2. Vickers hardness tests

Prior to Vickers hardness tests, all samples were polished with a
Saphir 330 equipped with grinding plates with grit sizes from 120 up
to 4000P. A Zwick/Roell ZHV30 indent machine equipped with JS-
Tango controller unit was used for hardness measurements. For the
undeformed and deformed samples, a total of 9 and 10 indentations
were used per condition, respectively.

2.3. TEM sample preparation

TEM samples were prepared by first mechanically polishing the
material down to 100 lm thickness using a Struers Rotopol-21. 3mm
diameter discs were then punched out normal to the drawing direc-
tion for the undeformed condition and normal to the rolling direction
for the pre-deformed conditions. Subsequently, the samples were
electropolished by using a Struers TenuPol-5 with an applied volt-
age of 20V for the deformed samples and 14.6V for the undeformed
sample. The electrolyte was kept at a temperature of −25 ± 5◦C and
consisted of 1/3 nitric acid and 2/3 methanol. In order to reduce
the risk of carbon contamination build-up under the data acquisition
during SPED and HAADF-STEM investigations, the specimens were
cleaned using a Fischione 1020 Plasma Cleaner before insertion into
the TEM.

Cast billet 
Homogenised at 505 °C for 3 h

Extrusion

8 mm

1 2

SHT at 505 °C for 3 h
3

3.8 mm

4
Drawing

Sample 1: NA20ha Sample 2: NA20hb Sample 3: NA20hn

170 °C

505 °C

20 h

3 h

RT

3 h

3 h

3 h

20 h

3 h

3 h

20 h

Fig. 1. The material processing prior to the as-received condition is shown in steps 1–4, along with the subsequent processing of the three different samples NA20ha, NA20hb
and NA20hn. Both NA20ha and NA20hb were deformed by cold rolling to 0.76mm, corresponding to 80% deformation.
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2.4. TEM studies

A JEOL 2100F operated at high voltage of 200kV and equipped
with a NanoMEGAS ASTAR system was used to acquire the SPED
scans. The PED patterns were collected by mounting an Allied Vision
Stingray camera in the binocular stand outside the microscope
column. While performing SPED, the instrument was operated in
nanobeam diffraction mode using an unprecessed probe diameter of
about 1.3 nm and semi-convergence angle a ≈ 1mrad. The employed
precession angle and corresponding precession frequency was kept
at 1.0 ◦ and 100Hz, respectively. The exposure time was set to 40ms
per pixel and the scan step size was 1.52nm. The alignment of the
precessing electron beam was done in accordance with the proce-
dure reported by Barnard et al. [27]. In addition, the JEOL 2100F was
used to acquire BF images.

The acquisition of the high resolution HAADF-STEM images was
done in a double (image and probe) corrected JEOL ARM200F oper-
ated at 200kV. The following parameters were used to obtain the
images: 0.08nm probe size, a semi convergence angle of 28mrad,
the inner and outer collection angles were 35 and 150mrad, respec-
tively. The inner collection angle is somewhat smaller than what is
considered optimal for HAADF-STEM (50mrad), but our experience
is that the lower Z-contrast Mg-containing atomic columns are bet-
ter resolved with this setting. When imaging in an 〈100〉 zone axis of
Al, this technique provides atomic resolution of precipitates atomic
columns along their main coherency direction with the Al matrix,
having Z-contrast. Based on such images, the crystal structures of
individual precipitates can be identified and presented as atomic
overlays. The atomic overlay is made according to the construction
rules for precipitates in the Al-Mg-Si(-Cu) system [14] mentioned in
the introduction, which imply that in the overlay every Al atom is
surrounded by four atoms of opposite height, every Mg by five and
every Si and Cu by three.

Atomic resolution HAADF-STEM images in general have low
signal-to-noise ratio. To improve clarity, all of the HAADF-STEM
images shown in this paper are filtered using a circular bandpass
mask applied on the respective fast fourier transform (FFT), and an
inverse FFT (IFFT) was performed on themasked area, suppressing all
features with separation shorter than 0.15nm in real space. It should
be noted that 0.15nm is close to the minimum projected atomic col-
umn separation for precipitates in the Al-Mg-Si(-Cu) system viewed
along their needle lengths.

2.5. Density functional theory calculations

The density functional theory (DFT) calculations were performed
with the Vienna ab initio simulation package (VASP) [28,29] using
the projector augmented wave method (PAW) within the PBE
(Perdew-Burke-Ernzerhof) generalised gradient approximation [30].
The plane wave energy cutoff was 400 eV. For all calculations,
gamma-centred k-points were used with a maximal k-point dis-
tances of 0.18Å−1 in each direction. The electronic accuracy for
self-consistent loops was set at 10−6 eV. The atomic positions were
relaxed to a maximum force of 0.001 evÅ−1 between atoms, using
1st order Methfessel-Paxton for smearing of partial occupation and
a smearing factor of 0.2. For accurate energies, a separate calculation
was performed using the tetrahedron method with Blöchl correction
for the smearing. The formation enthalpies were calculated accord-
ing to Ref. [31] with solid solution reference energies Ex obtained
from a 4×4×4 Al supercell with 255 Al atoms and a single solute
atom X, X=Al, Mg, Si, Cu.

2.6. SPED data analysis

SPED involves rastering a precessing, nanometre-sized elec-
tron probe over an area of interest and recording the transmitted

diffraction pattern at each probe position [27]. The net result is a 4D
data set that comprised a 2D PED pattern at each position of a 2D area
scan. The 4D SPED data sets were processed using the open-source
Python library HyperSpy [32]. The source code used in the present
work is developed by Sunde et al. and a thorough review can be
found in [26]. A short summary is given here:

1. A virtual aperture is placed in the obtained PED pattern stack
and the image intensity within the aperture is integrated. The
value obtained is used to assign a colour-scale tone to the
pattern’s corresponding real-space position, resulting in the
formation of a virtual dark-field (VDF) image after running
through the full stack.

2. A real space navigation mask is created by masking out
precipitate-free areas in the VDF.

3. A reciprocal space signal mask is created by masking out the Al
reflections using a bulk Al PED pattern.

4. An unsupervised machine learning approach based on non-
negativematrix factorisation (NMF) is applied to the SPED scan
data highlighted by the constructed masks.

The NMF decomposition returned component patterns represent-
ing the data in reciprocal space, resembling PED patterns of specific
features such as different precipitate types, in addition to the cor-
responding loadings at each pixel in real space. The loading maps
indicate where the associated component patterns are significant
and resemble simplified dark field images [33]. In theory, the number
of components should equal the number of unique phases present
multiplied by the number of allowed orientations. However, due to
imperfections of the scans, such as bending across the strain area,
imperfect masks, strain, a larger amount of components had to be
included. By trial-and-error, a total number of 40 and 90 compo-
nents for NA20ha and NA20hb, respectively, was found to adequately
represent the features of interest in the SPED data.

Through comparison with the FFTs of previously obtained
HAADF-STEM images, the component patterns were categorised.
Components which did not match any of the FFTs were categorised
as disordered, based on the HAADF-STEM images. Once identified,
the real-space intensities of the components corresponding to the
same precipitate were normalised and summed up. The net result
yields a simplified and reconstructed description of the diffraction
data, showing where each precipitate type is located in the scan area.
Finally, precipitate phase fractions were estimated using a pixel-
based calculation where the sum of pixels associated with one pre-
cipitate type was divided by the total number of pixels representing
all the precipitate types.

Through comparison with the FFTs of previously obtained
HAADF-STEM images, the component patterns were categorised.
Components which did not match any of the FFTs were categorised
as disordered, based on the HAADF-STEM images. Once identified,
the real-space intensities of the components corresponding to the
same precipitate were normalised and summed up. The net result
yields a simplified and reconstructed description of the diffraction
data, showing where each precipitate type is located in the scan area.
Finally, precipitate phase fractions were estimated using a pixel-
based calculation where the sum of pixels associated with one pre-
cipitate type was divided by the total number of pixels representing
all the precipitate types.

A short summary is given here:

1. A virtual aperture is placed in the obtained PED pattern stack
and the image intensity within the aperture is integrated. The
value obtained is used to assign a colour-scale tone to the
pattern’s corresponding real-space position, resulting in the
formation of a virtual dark-field (VDF) image after running
through the full stack.
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2. A real space navigation mask is created by masking out
precipitate-free areas in the VDF.

3. A reciprocal space signal mask is created by masking out the Al
reflections using a bulk Al PED pattern.

4. An unsupervised machine learning approach based on non-
negativematrix factorisation (NMF) is applied to the SPED scan
data highlighted by the constructed masks.

The NMF decomposition returned component patterns represent-
ing the data in reciprocal space, resembling PED patterns of specific
features such as different precipitate types, in addition to the cor-
responding loadings at each pixel in real space. The loading maps
indicate where the associated component patterns are significant
and resemble simplified dark field images [33]. In theory, the number
of components should equal the number of unique phases present
multiplied by the number of allowed orientations. However, due to
imperfections of the scans, such as bending across the strain area,
imperfect masks, strain, a larger amount of components had to be
included. By trial-and-error, a total number of 40 and 90 compo-
nents for NA20ha and NA20hb, respectively, was found to adequately
represent the features of interest in the SPED data.

Through comparison with the FFTs of previously obtained
HAADF-STEM images, the component patterns were categorised.
Components which did not match any of the FFTs were categorised
as disordered, based on the HAADF-STEM images. Once identified,
the real-space intensities of the components corresponding to the
same precipitate were normalised and summed up. The net result
yields a simplified and reconstructed description of the diffraction
data, showing where each precipitate type is located in the scan area.
Finally, precipitate phase fractions were estimated using a pixel-
based calculation where the sum of pixels associated with one pre-
cipitate type was divided by the total number of pixels representing
all the precipitate types.

3. Results and discussion

3.1. The influence of deformation and natural ageing on hardness
evolution

The hardness response during NA for a sample deformed imme-
diately after quenching from the SHT temperature and a undeformed
sample is shown in Fig. 2a. The AA response for NA20ha, NA20hb
and NA20hn at 170◦C is shown in Fig. 2b, while Fig. 2c–e shows the
hardness response during all processing steps after SHT for NA20ha,
NA20hb and NA20hn, respectively, up until the conditions chosen
for the TEM samples. In (a), the dashed, vertical line marks the
point where the NA time is 20h, while in (b) it indicates the con-
dition of the samples prepared for TEM which corresponds to the
maximum hardness of NA20hb, obtained after around 3h. NA20ha
reaches its maximum hardness after 6 h, while the undeformed sam-
ple, NA20hn, does not reach peak hardness after the maximum
investigated time, 10h. This suggests that the introduced disloca-
tions enhance the precipitation kinetics, thereby shortening the AA
time required to obtain the peak age condition.

The hardness response during NA is enhanced for the undeformed
samples as compared to the pre-deformed samples, see Fig.2a, c and
d. After 20h the increase in hardness is 9HV and 12HV for the pre-
deformed and undeformed samples, respectively. This is believed
to be caused by reduced NA response in the pre-deformed samples
due to vacancy annihilation at the dislocations [34,35]. The overall
increase in hardness during NA of the pre-deformed sample through-
out the measurement times is 10HV, i.e. the hardness increase from
20h NA time to five days NA time is only 1HV, see Fig. 2a.

The pre-deformed samples obtain higher hardness than the unde-
formed sample for all measured AA times. By comparing Fig. 2c, d and
e, it can be seen that the introduction of dislocations through the cold
deformation prior to AA is responsible for the difference, and in the
same time the contribution to hardness from precipitates is lower

RT

Te
m

pe
ra

tu
re

 (
°C

)

Time (h)

NA (20 h)T ( )44 HV
Def.

12 HV 56 HV

67 HV

119 HV
131 HV

V

12 HVV

(170 °C, 3 h) 
AA

V
ic

ke
rs

 h
ar

dn
es

s 
(H

V
)SHT 

(3 h, 505 °C)

Te
m

pe
ra

tu
re

 (
°C

)

RT
Time (h)

V
ic

ke
rs

 h
ar

dn
es

s 
(H

V
)

NA (20 h)T ( )44 HV NA

56 HV

101 HV

12 HV

45 HV

(170 °C, 3 h) 
AA

SHT 
(3 h, 505 °C)

V
ic

ke
rs

 h
ar

dn
es

s 
(H

V
)

Time (h)
RT

Te
m

pe
ra

tu
re

 (
°C

)

NA (20 h)T 44 HVV
Def.

62 HV

106 HV 9 HV
115 HV

130 HV

V

15 HV

(170 °C, 3 h) 
AA

SHT 
(3 h, 505 °C) 

 

(a) (b)

(c) (d) (e)

NA20ha NA20hb NA20hn

(min)

Undeformed

Fig. 2. In (a) the hardness evolution during NA for a pre-deformed and a undeformed sample is displayed. (b) Shows the AA response at 170 ◦C for the samples. It can be seen that
NA20ha and NA20hb reach maximum hardness after 6h and 3h, respectively, while NA20hn does not reach peak age after 10h. In (c), (d) and (e), the hardness increase associated
with each processing step after solution heat treatment is shown for NA20ha, NA20hb and NA20hn, respectively.
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Fig. 3. (a) BF image showing the precipitate distribution in condition NA20hn. The black arrows indicate lath shaped precipitates with habit plane {100}Al, while the white arrows
indicate significantly smaller, rod shaped precipitates. (b) BF image showing the microstructure of one of the pre-deformed samples. The black arrows indicate precipitation in
undistorted regions and the yellow arrow indicates a dislocation line.

in the pre-deformed conditions as compared to the undeformed.
Moreover, pre-deformation after NA (NA20ha) gives a slightly harder
sample after AA. For AA times exceeding 600min the curves of the
two pre-deformed samples are starting to coincide. This may suggest
that a fraction of the precipitates in NA20ha are less thermally stable
or that the dislocation density in this state is decreasingmore rapidly
than in NA20hb.

3.2. Precipitate distribution and microstructure of the undeformed
sample

Fig. 3a and b shows BF images obtained in 〈100〉Al orientation
for condition NA20hn and NA20ha. For the undeformed sample, the
microstructure consists of two main types of precipitates, indicated
by the white and black arrows. The precipitates indicated by the
black arrows have habit plane {100}Al and are lath shaped, while the
precipitates indicated by the white arrows are much smaller and are
shaped as rods. In the pre-deformed sample (NA20ha), it is observed
that precipitates are nucleated in the undistorted regions of the Al
matrix, exemplified by the black arrows. The yellow arrow in (b) indi-
cates the presence of a dislocation line. Due to the strong contrast
from the dislocations in this and similar images, it is not possible to
state if the dislocations are decorated by precipitates or not. Based
on the results presented in the following subsections, precipitates
are indeed found to decorate dislocations in the pre-deformed con-
ditions. BF imaging was thus deemed unsuitable for visualising the
precipitate distribution in the pre-deformed samples.

Fig. 4 shows anHAADF-STEM image of the precipitatemicrostruc-
ture for the undeformed sample. Based on such images, the lath
shaped precipitates in Fig. 3awere found to be L phases. One example
of the L phase is shown to the left in Fig. 4. The precipitates with very
small cross-sections indicated by the white arrows in Fig. 3a were
found to be structural units of GPB zones, indicated by white arrows
in Fig. 4. GPB zones belong to the Al-Cu-Mg alloy system and are
believed to form during the initial stages of AA [36,37].

3.3. Precipitate microstructure of the pre-deformed samples

The first part of the microstructure investigation of the pre-
deformed samples involves analysis of precipitate crystal structures
by HAADF-STEM. All images presented in the following are taken in
a 〈100〉Al orientation. It is observed that precipitates nucleate in the
distorted regions of the Al matrix, as well as in undistorted regions

away from the dislocation network. Some regions of the images are
atomically overlaid and the legend is presented in Fig. 5.

A representative selection of precipitates found in the pre-
deformed conditions is shown in Fig. 6. The C phase was found to
nucleate in the distorted regions of the Al matrix, one example is
given in Fig. 6a through c, where three images of the same structure
are shown. The numbered regions indicate distinguishable segments
of the structure. Regions (1) and (4) indicate disordered parts of the
structure. Region (2) indicates a segment of the structure nucleated
in the C phase configuration. Likewise, the segment in region (5) is
nucleated in the C phase configuration. However, whereas in region
(2) the C phase is viewed along the [001]C direction, the segment
in (5) is viewed along the [010]C direction. The C phase was first
reported by Marioara et al. [4] and the structure was later solved
by Torsæter et al. [10]. The crystal structure of this phase used in
the atomic overlay in Fig. 5 is given in Table 2 and is derived from
Ref. [10]. It is interesting to notice that peripheral alternating Si-Mg
atoms in the C phase unit cell become Al (marked by white arrows)
and constitute the {100}Al interface. The region in (3) consists of a
periodic structure with habit plane {110}Al and 0.86nm periodicity
along 〈110〉Al. It is previously reported [21], but the structure has not
been solved until now. We name it here the ‘E phase’, and discuss it
in detail in the following subsection.

2 nm

Fig. 4. HAADF-STEM image of NA20hn showing structural units of GPB zones indi-
cated by white arrows, in addition to one example of the lath shaped L phase on the
left hand side.
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Fig. 5. Legend representing the overlays of HAADF-STEM images in the following subsections.

Precipitate structures like the one shown in Fig. 6a–c were found
for both pre-deformed conditions, often consisting of two or more C
phases connected by either disordered parts or short segments of the
E phase. Furthermore, precipitates like the one imaged in (d) were
also found to nucleate in the distorted regions of the Al matrix. The
precipitates in Fig. 6a–d resembles the string-type reported in previ-
ous work on pre-deformed Al-Mg-Si alloys by Matsuda et al. [19,20]
and more recently by Saito et al. [12,38], in the latter case for Al-Mg-
Si-Cu alloys. The string-like precipitates like the one shown in (d)
consists of segments of E type precipitates connected by disordered
parts categorised as S phases. The precipitate in Fig. 6a–c may also
be categorised as the string-type. This may imply that the C and E
phases are ordered versions of the string-type. Discrete, disordered
precipitates were also found to nucleate in the distorted regions of
the Al matrix, one example is shown in (e) along with the corre-
sponding FFT. The precipitate has habit plane {100}Al, thus it can be
categorised as an L phase. Discrete L precipitates nucleated in the dis-
torted regions of the Al matrix were not found to be common based
on the HAADF-STEM images, but were rather found to connect with
or reside nearby larger structures.

As mentioned in the Introduction, there exist a nearly hexagonal
sub-lattice known as the Si-network in all precipitate phases in the
Al-Mg-Si(-Cu) system. The projected separation of the Si-network
is a ≈ 0.4 nm. Therefore, in FFT patterns it corresponds to spots
having 2.89nm−1 and 5nm−1 spatial frequencies. These spots are
easily identifiable, even in the case of disordered precipitates. In the
FFTs presented in Fig. 6e–g, only spots corresponding to the 5nm−1

spatial frequencies are connected by yellow lines.
Based on 53 and 69 HAADF-STEM images taken from the NA20ha

and NA20hb conditions, respectively, it was concluded that the same
precipitate types nucleate in the distorted regions of the Al matrix
in both pre-deformed conditions. It is proposed that the underlying
mechanisms governing the precipitation in such areas are inde-
pendent of whether the deformation is applied prior to- or after
NA.

Analysis of the 53 images obtained for NA20ha concluded that
only one type of precipitate nucleates in the undistorted regions
of the Al matrix: the L phase. One example is shown in Fig. 6f,
along with the corresponding FFT. The L phase was found to nucle-
ate in undistorted regions in NA20hb as well, however an additional
category of precipitates was found here. One example is shown in
Fig. 6 g, along with the corresponding FFT. The yellow lines indicate
part of the Si-network. Such phases were disordered, but due to Cu
incorporation and {130}Al habit plane, they can be categorised as the
S phase [4].

3.4. Crystal structure of the E phase

As previously mentioned, the E phase was observed in both the
NA20ha and NA20hb conditions. It has habit plane {110}Al and a
periodicity of 0.86nm along 〈110〉Al. The E phase may be impor-
tant for the material properties in pre-deformed Al-Mg-Si(-Cu) as
it is seen to decorate dislocation lines and to connect more disor-
dered precipitate-types along dislocation lines. The phase was first
reported by Teichmann et al. [21] which studied the effect of 10%
pre-deformation in an Al-Mg-Si alloy. However, the images recorded
in that work were in high resolution TEM (HRTEM) mode with insuf-
ficient resolution to solve the structure. Fig. 7 shows an FFT filtered
HAADF-STEM image of a precipitate with local arrangements of the
E phase. The Z-contrast reveals a strong enrichment of Cu at the
interfaces. The phase periodicity is indicated by the semi-transparent
yellow areas.

As a first step in solving the crystal structure of the E phase, Fig. 7
was atomically overlaid based on the construction rules mentioned
in the Introduction, the result is shown in Fig. 8a. The Si-network
was found to be fragmented into three parts, indicated by the num-
bers. The longest segment exhibiting the E-phase periodicity is the
lower part (no. 3). The Burger’s vector �b indicates the presence of
a screw dislocation, believed to be the nucleation site of the pre-
cipitate. A supercell comprising Al and the core of the E phase was
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Fig. 6. FFT filtered HAADF-STEM images of different precipitate structures found in the pre-deformed samples. (a)–(c) Different part of the same precipitate. The regions enclosed
by dotted lines represent different segments with different ordering in the precipitate. Parts of region (2) and (5), which show two different orientations of the C phase, are
atomically overlaid and the unit cells are indicated by the white lines. (d) and (e) show two different types of precipitate nucleated in the distorted parts of the Al matrix. (f) and
(g) are examples of precipitate nucleated in the undistorted parts of the Al matrix, categorised as L phase and S phase, respectively. The latter was only observed in NA20hb. In
(e)–(g) the FFTs of the images are included.

extracted based on the image and is shown in (b). The black lines
indicate the core of the precipitate. The supercell has dimensions
a = 24.34Å, b = 4.05Å, c = 8.59Å, and all angles near 90◦. How-
ever, the highest symmetry for the extracted atomic coordinates was
P21 (space group 4) and thus we propose a monoclinic unit cell for
the E phase.

Interestingly, structural similarities are found between the core of
the E phase (b) and the core of the C phase (c). The interfacial atoms,
denoted by (1) in both (b) and (c), differ: The Si atoms at the interface
of the C phase are replaced by Cu atoms in the E phase. Moreover,
the atoms within the core, denoted by (2), which in the C phase are
Cu atoms, are replaced by Al atoms in the E phase. Some of the atoms
are in addition shifted slightly in the E phase compared to the atoms’
position in the C phase.

DFT calculations based on three different models of the E phase
were employed. The first supercell, based on the experimental find-
ings in this work has Al38Mg6Si2Cu4 composition and is shown in
Fig. 8b. Based on the fact that the precipitate also has been reported
in alloys without Cu, a Cu-free variant where the Cu atoms (denoted
(1)) in Fig. 8b) at the interface were replaced by Si atoms, was also
utilised. This variant has the composition Al38Mg6Si6. Due to the
observation of the similarities between the core of the E phase with
the core of the C phase, a variant where the interfacial Cu atoms
denoted (1) in Fig. 8b were replaced by Si atoms and the Al atoms
denoted (2) in Fig. 8b were replaced by Cu atoms was also modelled.
The latter has composition Al36Mg6Si6Cu2.

The results from the DFT calculations are shown in Table 3.
According to the calculations, the model based on the experimental



E. Thronsen, C. Marioara, J. Sunde, et al. / Materials and Design 186 (2020) 108203 9

Table 2
The atomic models for the C phase and the E phase. The space group of both phases is the monoclinic P21 (no. 4). The model for the C phase is
derived from Ref. [10], while the model for the E phase is based on the DFT model exhibiting the lowest formation enthalpy (see Table 3).

C phase E phase1

aC = 10.32Å, bC = 4.05Å, cC = 8.10Å aE =24.43Å, bE = 3.98Å, cE = 8.59Å
aC = 90 ◦ , bC = 100.9 ◦ , cC = 90 ◦ aE = 90 ◦ , bE = 90 ◦ , cE = 90 ◦

Atom x y z x y z
Al − − − 0.148 0.250 0.085
Al − − − 0.148 0.250 0.416
Al − − − 0.147 0.250 0.750
Al − − − 0.791 0.250 0.750
Al − − − 0.793 0.250 0.418
Al − − − 0.793 0.250 0.082
Al − − − 0.266 0.250 0.085
Al − − − 0.266 0.250 0.416
Al − − − 0.263 0.250 0.750
Al − − − 0.675 0.250 0.410
Al − − − 0.675 0.250 0.089
Al − − − 0.386 0.250 0.750
Al − − − 0.443 0.250 0.250
Al − − − 0.030 0.250 0.085
Al − − − 0.030 0.250 0.416
Al − − − 0.029 0.250 0.750
Al − − − 0.089 0.750 0.583
Al − − − 0.970 0.750 0.915
Al − − − 0.970 0.750 0.584
Al − − − 0.971 0.750 0.250
Al − − − 0.911 0.250 0.750
Al − − − 0.911 0.250 0.417
Al 0.680 0.500 0.810 0.911 0.250 0.082
Si 0.500 0.500 0.250 0.491 0.250 0.750
Si 0.830 0.500 0.080 − − −
Si 0.830 0.500 0.580 − − −
Mg 0.610 0.000 0.030 0.656 0.250 0.750
Mg 0.610 0.000 0.530 0.553 0.250 0.470
Mg 0.940 0.000 0.360 0.553 0.250 0.030
Mg 0.940 0.000 0.860 − − −
Cu 0.680 0.500 0.310 0.370 0.250 0.043
Cu − − − 0.370 0.250 0.458

1 The angles of the E phase is based on the DFT supercell. The unit cells angles may be approximately 90 degrees, but the atoms order in a
P21 symmetry and no orthorombic space group was found for the precipitate phase.

observations, Al38Mg6Si2Cu4, is most energetically favourable, indi-
cating that Cu must stabilise the Cu-free variant observed in the
work of Teichmann et al. [21]. The refined fractional coordinates of
the atomic sites in the energetically favourable model are shown in
Table 2.

2 nm

[110][010]

[100]

0.86 nm

Fig. 7. FFT filtered HAADF-STEM image of one of the precipitate structures found in
the pre-deformed samples. Parts of the precipitate contain the previously unsolved
E phase. It has habit plane {110}Al and was observed to nucleate exclusively in the
distorted regions of the Al matrix.

3.5. Phase mapping by SPED

Fig. 9 shows FFT filtered HAADF-STEM images of the main precip-
itates along with the corresponding FFTs and matched component
patterns from the SPED data decomposition. This is the key infor-
mation on which the phase decomposition and precipitate statistics
extracted from the large SPED scans is based on. As indicated by the
red, solid lines that connect the Cu atoms, the L phase in (a) con-
tains a local C atomic configuration. Two orientations of the C phase
are shown in (b) and (c) and their characteristic periodicity is high-
lighted. In (d), a segment of the E phase is shown. The Si-network
is indicated by yellow lines in both the FFT patterns and identified
component patterns. In the case of the FFTs and PED patterns, only
spots corresponding to the 5nm−1 spatial frequencies are connected
by the yellow lines. Part of the Si-network is indicated in the images
of the disordered L phase (a) and the E phase (d). As discussed ear-
lier, a large part of the Si positions in the E phase is occupied by
Cu. The structures presented in the figure are the ones exhibiting
well-defined FFTs so that it is possible to identify the corresponding
component patterns. Component patterns that did not correspond
to any of the main phases were categorised as ‘ disordered’, based
on the HAADF-STEM images. Most of the precipitates categorised as
disordered contained the Si-network.

Fig. 10 shows the results from the phase identification based on
the SPED data for (a) NA20ha and (b) NA20hb. The VDF images are
shown for both samples and the red rectangle indicates an area
which is enlarged in the remaining images. All the bright spots and
streaks correspond to precipitates. The HAADF-STEM investigation
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Fig. 8. (a) HAADF-STEM image with atomic overlay of the precipitate in Fig. 7. The legend is shown in Fig. 5. The Si-network is fragmented in three parts, as indicated by the
numbers. The �b indicates the presence of a Burger’s vector. In (b), the supercell used for DFT calculations is shown. The black lines enclose the core of the E phase. In (c), the
atomic model of the C phase based on the fractional coordinates in Table 3.1 is shown. The black parallelogram and black lines indicate the unit cell and the core of the C phase,
respectively. The core of the E phase is derived from the core of the C phase rotated 45 ◦ from 〈100〉 to 〈110〉, with Si (1) atomic columns in C being occupied by Cu in E, and the Cu
(2) columns in C being occupied by Al in E.

revealed that the precipitates nucleated independently of the dislo-
cation networks were in the range of 2nm to 6nm in the main cross-
sectional direction. Therefore, all the dots in the VDF images are
assumed to correspond to precipitates nucleated homogeneously in

the undistorted regions, while the more elongated spots and streaks
in the VDF images are assumed to be associated with precipitates
nucleated in distorted regions of the Al matrix. The images labelled
‘L’, ‘C’, ‘E’ and ‘Disordered’ correspond to the sum of the loading

Table 3
Results fromDFT calculations on the E phasewith three different structuremodels. The onewith the lowest formation enthalpy, Al38Mg6Si2Cu4, corresponds to the experimentally
observed phase in the present work.

Refined model Formation enthalpy per atom (eV/atom) Formation enthalpy/ volume (eV/Å3) Refined cell parameters (Å) Core composition

a b c Al Mg Si Cu

Al38Mg6Si6 −0.0567 −0.0033 24.400 3.987 8.753 2 6 6 −
Al36Mg6Si6Cu2 −0.0671 −0.0040 24.088 4.015 8.636 − 6 6 2
Al38Mg6Si2Cu4 −0.0701 −0.0042 24.426 3.980 8.590 2 6 2 4



E. Thronsen, C. Marioara, J. Sunde, et al. / Materials and Design 186 (2020) 108203 11

0 l

2 l

0 0 l

1 nm

1 nm

1 nm

1 nm

(a)

(b)

(c)

(d)

HAADF-STEM image FFT SPED component
      pattern

Fig. 9. FFT filtered HAADF-STEM images of the main precipitates types in the pre-deformed samples, the corresponding FFT and component patterns from the SPED data decom-
position. The yellow lines indicate the Si-network. In (a), an example of the L phase is shown. The red lines indicate a local arrangement of C in the precipitate. (b) shows a segment
of a C phase viewed along [010]C and the red lines connect Cu atomic columns indicating the 0.81nm periodicity along [001]C. In (c), a segment of a C phase viewed along [001]C
is shown. The purple lines connect Cu-containing atomic columns, indicating the 0.41nm periodicity along [010]C. A segment of the E phase is displayed in (d). The component
patterns are adjusted for brightness.

maps of the components associated with these phases. As men-
tioned earlier, some L type precipitates were also nucleated in the
distorted regions of the Al matrix. These phases were categorised
as disordered, in order to distinguish between heterogeneously and
homogeneously nucleated L precipitates.

Note that even though some of the precipitates in the loading
maps of the E and the C phase are dot-like, they may still be nucle-
ated in the distorted regions of the Almatrix. As an example, consider
the wall-like precipitate of Fig. 6a–c. Short segments of the E phase
exist in this structure which will appear as dots in the loading maps.
The images labelled ‘ Sum’ correspond to the sum of all loading maps
used in the phase identification. By comparing the sum with the
corresponding area in the VDF image, it is verified that most the pre-
cipitates viewed in the cross-sectional direction are included in the
decomposition. The precipitates categorised as disordered in NA20ha
are mostly found to be elongated. Based on this, it is believed that
this category of precipitates is dominated by the ‘ string-like’ precipi-
tates of Fig. 6d or larger L phases nucleated in distorted regions of the
Al matrix. For NA20hb however, the disordered category mostly con-
sists of more ‘ dot-like’ features and it is believed that this category is

dominated by precipitates nucleated in the undistorted regions, like
the S phase shown in Fig. 6g or the L phase (Fig. 6f).

It should be noted that although SPED has proven to be a pow-
erful technique in visualising precipitates in heavily pre-deformed
Al-alloys, the technique is currently limited by the detection sys-
tem. This is especially true when studying samples with extremely
small precipitates with the same habit planes and similar PED pat-
terns, which results in a low signal-to-noise ratio limiting the NMF
decomposition. As an example, consider Fig. 9, here the component
of the L phase in (a) and the component of the C phase in (b) show
some similar features. Due to the low signal-to-noise ratio, the NMF
decomposition sometimes produced component patterns consisting
of both the L phase and the C phase. This was partly overcome by
reducing the number of NMF components so that the output compo-
nents consisted of either dot-like features ormore elongated features
without any precipitate vanishing when comparing the sum of all
components with the VDF. The HAADF-STEM images showed that
the L phase often consisted of small segments of the C phase, which
is causing some of the intensity spots in the loading maps of L to also
be present in the loading maps of C.
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Fig. 10. SPED results including VDF images, loading maps for L, C, E and the disordered category, in addition to the sum of all loading maps used for the phase identification for
(a) NA20ha and (b) NA20hb. The red rectangles indicate areas which are enlarged in the loading maps.

3.6. Precipitate fractions

In addition to visualisation of the precipitate distribution, the
obtained PED stack was used to approximate the precipitate phase
fractions for the two pre-deformed conditions. The estimation of
these fractions was based on the approach described in Ref. [26]. The
main assumption in this approximation is that the pixel (and hence
area) fraction obtained for the different identified phases is similar
to the volume fraction of the phases, i.e. Pf ≈ Af ≈ Vf, where Pf, Af
and Vf denote the pixel-, area- and volume fractions, respectively.
This approximation is only valid if the lengths of the different phases
observed are nearly equal.

The estimated precipitate phase fractions are shown in the bar
chart in Fig. 11. The results indicate that when deforming before
NA, the ratio of nucleated L over C+E is larger than when deform-
ing after NA. Based on the previous discussions, this suggests that by
deforming after NA (NA20ha), the nucleation of precipitates is more
heterogeneous compared to when deformation is conducted prior to
NA (NA20hb).

Note that there is an uncertainty associated with the ratios pre-
sented in Fig. 11. Different masks in both reciprocal space and real
space were tested, and the number of NMF components were varied
to see how these factors altered the final precipitate phase fractions.
The result showed that the relative ratios of the precipitate phase
fractions varied with±10%, but the conclusion remained unchanged:
In NA20ha, the heterogeneous nucleation of precipitates dominated
over the homogeneous nucleation of precipitates, and opposite for
NA20hb. This conclusion was also supported by the HAADF-STEM
images, which showed a larger number ratio of L over C+E in
NA20hb than in NA20ha.

3.7. Evaluation of the effect of NA and pre-deformation

It was shown that the sample NA20hn had a precipitate distribu-
tion consisting of twomain precipitate types: L phases and structural
units of GPB-zones. Moreover, it was shown that the introduction of
dislocations through cold rolling either before- or after NA caused
additional precipitate-types to nucleate in the distorted regions of
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Fig. 11. Bar chart showing the results from the phase quantification by SPED.

the Al matrix. The relative fraction of precipitates nucleated in dis-
torted regions and in undistorted regions were found to be different
in the two pre-deformed samples NA20ha and NA20hb. The pro-
posed evolution for NA20ha and NA20hb from SHT throughout the
AA treatment is shown in Fig. 12. The schematic is based on the
known detrimental effect of NA on the subsequent formation of pre-
cipitates during AA, and on the ability of dislocations to provide
fast diffusion paths for vacancies and solute segregation leading to
preferential precipitation during ageing. Note that the figure’s key
concepts are exaggerated for clarity and that we assume that the
solute uptake in the precipitates are similar for the two conditions.

NA20ha is kept at RT immediately after SHT. The RT stor-
age causes NA clusters to form by the diffusion of solutes using
quenched-in vacancies. During the subsequent deformation, the
introduced dislocations and NA clusters will interact. It is proposed
that some of the NA clusters will dissolve, re-introducing solutes
[39,40]. Immediately before the AA treatment, the microstructure
therefore consists of NA clusters, solutes and dislocations. During
the subsequent AA treatment, the clusters will delay the precipita-
tion in the undistorted regions of the Al matrix, while the solutes
will either migrate to the dislocation lines, nucleating heteroge-
neously as E, C or disordered structures in the distorted regions,

[100]Al
[101]Al

[001]Al
After SHT Immediately after deformationDuring NA After AA

Vacancy
Mg atom Si atom

Cu atom

NA Cluster Dislocation

Precipitate decorating dislocation
(C, E or disordered)

L phase

Immediately after deformation During NA After AA

[100]Al
[101]Al

[001]Al
After SHT

(a)

(b)

NA20hb: Rolled before NA

NA20ha: Rolled after NA

Fig. 12. The suggested microstructure evolution for (a) NA20ha and (b) NA20hb after solution heat treatment.
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or nucleate homogeneously as the L phase in the undistorted
areas.

NA20hb is deformed prior to NA. In this case, the dislocations
are introduced into an environment consisting of a SSSS. During the
deformation, a significant proportion of the vacancies will migrate to
the dislocations and annihilate. The reduced concentration of vacan-
cies reduces the diffusion of solutes during the subsequent room
temperature storage, retaining a solid solution in the undistorted
regions of the Al matrix and basically slowing down cluster forma-
tion as evidenced by the lower hardness increase during NA in this
case, see Fig. 2d. This is believed to be causing the difference in the
relative fraction of heterogeneous and homogeneous nucleation in
the two samples: The density of NA clusters is lower in NA20hb than
NA20ha during the initial stages of the AA treatment. In general,
NA clusters forming in alloys with high solute content are associ-
ated with delaying the precipitation of hardening phases [41,42] and
therefore the lower density of such clusters in NA20hb is causing
the relative fraction of homogeneous precipitation to heterogeneous
precipitation to be higher than in NA20ha.

It is interesting to note that no b′ ′ precipitates are found in the
three conditions investigated in the present work. Since the unde-
formed sample was found to contain mostly L phases and structural
units of GPB-zones, it is believed that the high Cu-content is the rea-
son for this. In a previous work, Marioara et al. [6] demonstrated
that for Al-Mg-Si(-Cu) alloys, the L phase is associated with high
thermal stability. This is confirmed in the present study, since the
hardness of NA20hb, which contains a higher volume fraction of
the L phase relative to C and E, decreases slower than the hard-
ness of NA20ha during over-ageing, as seen in the HV-curve in
Fig. 2b.

Moreover, it was found that the relative ratio of homogeneously
nucleated precipitates to the heterogeneously nucleated precipitates
was higher in the softest sample (NA20hb). In undeformed heat-
treatable Al alloys, high hardness is associated with a homogeneous
distribution of hardening phases. For pre-deformed samples, one has
three main contributions to the hardness: both the homogeneously
and the heterogeneously nucleated precipitates, in addition to the
dislocation density. This work has shown that during a 10h AA treat-
ment, the NA20hb condition which contained the highest ratio of the
hardening L phase to the coarser E- and C-phase after 3 h, was the
softest, see Fig. 2b. Thus, precipitate hardening attributed to nucle-
ation of the L phase is not the main hardening mechanism in the
heavily pre-deformed samples. It was however shown that during
the first three hours of the AA treatment, the hardness increase was
most pronounced in NA20hb, see Fig. 2c–d. This is attributed to the
higher ratio of the L phase to the coarser phases in this condition. It
was also showed that the higher hardness of NA20ha was due to a
higher hardness response both during NA and the cold deformation,
see Fig. 2c–d. It is believed that the NA clusters present in NA20ha
during the deformation is impeding dynamic recovery, making the
hardness contribution from the cold working more pronounced in
this sample than in NA20hb where the dislocations are introduced
into an environment of solid solution.

4. Conclusions

The effect of 80% pre-deformation of an Al-Mg-Si-Cu alloy with
high Cu content, applied either before or after a NA treatment for 20h
has been investigated in terms of hardness evolution and precipitate
microstructure.

• It was demonstrated that HAADF-STEM in combination with
SPED is a powerful tool to investigate precipitation in heavily
deformed age-hardening materials.

• For the undeformed condition, two main precipitate types
were identified: The L phase and structural units of GPB-zones.

• Three main precipitate types were identified in the deformed
conditions, namely L, C and a new precipitate type, called ‘E’.
The L phase was observed to nucleate both as discrete pre-
cipitates on dislocation lines and in undistorted regions away
from the dislocation network. C and E were only found at
dislocations. C and L have {100}Al habit planes.

• The E phase is ordered and has {110}Al habit planes. A crystal
structure for this phase was proposed here. This structure may
be important for the material properties of pre-deformed Al-
Mg-Si(-Cu) alloys.

• Deformation after NA enhances heterogeneous precipitation of
C and E phases in distorted regions of the Al matrix. On the
contrary, deformation applied before NA enhances precipita-
tion of L phase in the undistorted regions. This condition has
lower strength due to lower hardness response during NA and
cold rolling, but better thermal stability attributed to the higher
volume fraction of L phases.
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Abstract 
The effect of 0.03 and 0.08 at.% Fe additions on the formation of secondary phases in an Al-1.1Mg-
0.5Cu-0.3Si at.% alloy was investigated. Following solution heat treatment and natural aging, the 
alloys were analyzed in an undeformed, artificially aged condition and in a two-step deformed 
condition consisting of 80% deformation, artificial aging, 50% deformation and a final, short artificial 
aging. Using electron microscopy, it was found that both alloys contained similar amounts of primary 
Mg2Si particles, while the higher Fe level alloy produced roughly twice the number density and volume 
fraction of primary bcc α-AlFeSi particles. Lower volume fractions of hardening precipitates were 
measured in the high Fe level alloy, as attributed to the lower amount of Si available for precipitation. 
Using atomic resolution scanning transmission electron microscopy, a mix of L phases and structural 
elements of GPB zones was found in the undeformed conditions. In the deformed conditions, scanning 
precession electron diffraction revealed that the precipitates were nucleated both on and between 
deformation induced defects. The addition of Fe affected the relative ratio of these precipitates. 
Hardness measurements of conditions combining deformation and artificial aging were performed to 
investigate the hardening mechanisms at each processing step.  

 

Keywords: Al-Mg-Si-Cu alloys; transmission electron microscopy; trace elements; heavy 
deformation; precipitation 

1. Introduction 

Age hardenable Al-Mg-Si-Cu alloys exhibit a rapid hardening upon artificial aging (AA) at elevated 
temperatures. The increase in hardness is attributed to the formation of metastable, nano-sized 
precipitates which are (semi-)coherent with the Al-matrix. The amount and types of precipitates that 
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form vary with the composition of the alloy and the thermomechanical treatment. The precipitation 
sequence in Al-Mg-Si-Cu alloys is normally given as [1]: 

 
 SSSS → solute clusters → GP zones → β’’, L → β’Cu, L, S, C, Q’ → Q (Stable). 
 

SSSS is the supersaturated solid solution which forms when the alloy is quenched from a solution heat 
treatment (SHT) at temperatures above the solvus line (> 500°C). For a thorough review of the 
different precipitate types and their characteristics, see our previous work [2–4]. All metastable 
precipitates in the Al-Mg-Si(-Cu) system are needle/rod/lath shaped with main elongation parallel to 
the <100>Al directions. They are structurally related through a common network of Si atomic columns 
along the precipitate lengths with a projected near hexagonal symmetry of 0.4 nm spacing [1,5,6]. 
Different precipitate types can be distinguished by the atoms’ position on the Si-network and the 
orientation of the network relative to the Al matrix. For the L- and C phases, the network is aligned 
along <100>Al, while for the β’’, β’Cu, S and Q’, the network is aligned with <310>Al, <110>Al and 
<510>Al [1]. Al and Mg are always positioned in-between the Si-network columns, while Cu can either 
partly replace the Si columns (as in β’Cu) [7] or be in-between them (as in Q’ and C) [2]. Moreover, the 
crystal structures of these phases are governed by certain construction rules [8], which apply to the 
metastable precipitates in the Al-Mg-Cu and Al-Mg-Si(-Cu) systems. According to these rules, every Al 
atom has 12 nearest neighbors, every Mg atom has 15 and every Si or Cu has 9. This allows for atomic 
overlay of precipitates imaged in cross-section with the atomic-resolution high angle annular dark-
field scanning transmission electron microscopy (HAADF-STEM) technique, because in projection 
every Al atom is surrounded by 4 atoms of opposite height, every Mg by 5 and every Si or Cu by 3. 

Since all metastable phases in the precipitation sequence above have Mg/Si ratio ~ 1. For alloys with 
excess Mg (Mg/Si > 1), the amount of Si in an alloy will be the limiting factor for the precipitation. In 
addition to participating in precipitation, Si contributes to the formation of primary particles such as 
Mg2Si and various AlFeSi intermetallic compounds during solidification of the cast aluminum ingot. To 
minimize solute segregations, a homogenization treatment is normally performed. During this 
process, the Mg2Si particles may dissolve [9]. Fe has an almost negligible solubility in the Al matrix [10] 
and contributes mainly to the formation of non-soluble AlFeSi(Cu) particles during solidification. Thus, 
Fe is in general an unwanted element in Al alloys since such particles lower the material’s ductility, in 
addition to lowering the hardening potential of the alloy as it leads to a reduced Si amount available 
for the formation of Al-Mg-Si(-Cu) hardening metastable phases. The needle- or plate like β-AlFeSi 
particles formed during solidification have been reported to transform to the more rounded body 
centered cubic (bcc) or simple cubic (sc) α-AlFeSi particles during homogenisation [11]. The bcc α-AlFeSi 
has composition close to Al12Fe3Si, while the β-AlFeSi composition is close to Al5FeSi. The sc α-phase 
has a composition close to Al13Fe3Si1.5 

[12]
. Even if Fe is unwanted in the alloy composition, it is usually 

hard to avoid since each processing step is a potential source for trace elements pick-up, such as Fe. 
For example, the bauxite itself contains Fe compounds [13]. The increasing trend of using post-
consumed Al-scrap also has the consequence of introducing impurity elements, like Fe. Understanding 
how Fe influences the microstructure and the final properties during different thermomechanical 
treatments is therefore important for further development of Al alloys in a recycling context. 

In our previous work [4], (scanning) transmission electron microscopy (S)TEM and hardness 
measurements were used to investigate an Al-1.3Cu-1.0Mg-0.4Si wt.% alloy to understand the effect 
of heavy pre-deformation on the material. We showed that a pre-deformation of 80% changed the 
precipitate types that formed during a subsequent AA. In the undeformed AA sample, the 
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microstructure consisted of L phases in addition to structural units of Guinier-Preston-Bagaryatsky 
(GPB) zones from the Al-Cu-Mg system [14,15]. For the pre-deformed and AA samples, the L phase 
nucleated in the undistorted regions of the Al-matrix away from dislocations, while the C phase, S’ 
phase and a newly discovered E phase [4] nucleated on deformation induced defects together with 
more disordered structures. This work is a continuation of the previous study, with two main 
objectives. First, and most important, is to investigate the effect of small additions of Fe on 
precipitation in both undeformed and heavily deformed conditions. The second is to investigate the 
effect on precipitation when additional deformation and artificial ageing steps are introduced, in the 
sequence SHT -> natural aging (NA) -> first deformation (Def1) –> artificial aging (AA1) –> second 
deformation (Def2) –> second artificial aging (AA2). This thermomechanical treatment is scientifically 
interesting due to the presence of precipitates prior to the second deformation process. There are 
two main types of precipitate-dislocation interactions: shearing and bypassing. Whether the 
microstructure of the material consists of shearable or non-shearable precipitates strongly affects the 
final properties. A fine, homogeneous distribution of shearable precipitates is usually associated with 
peak hardness in age hardened materials, while non-shearable precipitates yield a higher work 
hardening potential. Precipitate type, size and morphology determine which of the two interactions 
dominate. Therefore, by investigating the characteristics of precipitates by scanning electron 
microscopy (SEM) and (S)TEM and the hardness evolution at each thermo-mechanical step, one can 
identify the processes taking place during the deformation.  

2. Experimental procedure 
Material and heat treatment 
Table 1: Measured composition of the two alloys investigated in the present work in atomic percent. Weight percent is given 
in parenthesis.  

Alloy Cu Mg Si Fe 
Std 0.50 (1.17) 1.08 (0.97) 0.33 (0.34) 0.03 (0.07) 
Fe 0.50 (1.17) 1.05 (0.94) 0.32 (0.34) 0.08 (0.16) 
 

Two alloys were investigated in this work, one standard alloy (labelled as ‘Std’) and one with a small 
addition of Fe as compared to the standard (labelled as ‘Fe’). The measured compositions of the 
alloys are shown in Table 1.  

 
 

 

 

 

 

 

Figure 1: The thermomechanical treatments the alloys were subjected to: Different combinations of Def1, AA1, 
Def2 and AA2 were executed to study different effects in the alloys. The nomenclature for the different 
processing routes is highlighted by the green text. 
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The alloys were cast, homogenized (505°C, 3 h) and extruded to a round profile (Ø 2.85 mm). The 
profiles were subjected to SHT at 505◦C for 3 h and quenched to room temperature before they 
underwent NA for 18 h. Subsequent to NA, the material underwent deformation Def1 (80% cold 
rolling) and artificial aging AA1 (160◦C, 5 h), deformation Def2 (50% cold rolling) and AA2 (180◦C, 10 
min). The thermomechanical treatment is indicated in Figure 1. In certain experiments, some of these 
steps were left out. The nomenclature for the different conditions is: Alloy_Def1,2_AA1,2, where 
‘Alloy’ can be either Std or Fe, indicating the standard- or Fe added alloy, respectively. E.g., 
Std_Def1,2_AA1,2 is the standard alloy subjected to the full thermomechanical treatment shown in 
Figure 1. An overview over the different conditions and the techniques used to investigate them is 
shown in Table 2. Both the Std- and Fe alloy were investigated for all conditions. 

Table 2: The different conditions, explanation of their thermomechanical processing route and the techniques they were 
characterized by. 

 Processing route Hardness TEM SEM 
AA1 AA1 x x x 
Def1_AA1 Def1 → AA1 x x - 
Def1,2_AA1,2 Def1 → AA1 → Def2 → AA2 x x - 
Def1 Def1 x - - 
Def1,2 Def1 → Def2 x - - 
AA1,2 AA1 → AA2 x - - 
Def1,2_AA1 Def1 → AA1 → Def2 x - - 
Def1,2_AA2 Def1 → Def2 → AA2 x - - 

 

Vickers hardness test 
An Innovatest Nova 360 micro-macro Vickers & Brinell hardness tester was used for hardness 
measurements. The load was 1 kgf and 7 indents were used per condition to get statistically reliable 
average hardness values. 

EM sample preparation 
SEM sample preparation 

The samples were embedded in epoxy resin and then ground and polished followed by an active oxide 
polishing to a mirror-like surface. To avoid charging effects in the SEM, the epoxy resin was covered 
using Al foil and carbon tape. 

TEM sample preparation 

The samples were first mechanically polished to a thickness of 100 µm using a Struers Rotopol-21 
before punched out to Ø3 mm disks. For the undeformed conditions (Alloy_AA1), the disks were 
punched out along the extrusion direction, while samples for the deformed conditions 
(Alloy_Def1,2_AA1,2, Alloy_Def1_AA1) were punched out from the surface perpendicular to the 
rolling- and extrusion direction. The samples were subsequently electropolished using a Struers 
TenuPol-5 twin-jet with an applied voltage of 20 V. The electrolyte consisted of 1/3 nitric acid and 2/3 
methanol and was kept at -25±5°C. 
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EM studies 
SEM studies 

Secondary electron (SE)- and backscattered electron (BSE) images and energy dispersive X-ray 
spectroscopy (EDS) data were acquired using a Zeiss Ultra 55 SEM equipped with an EDS detector from 
Bruker. The settings used for the different modes in the SEM investigations are shown in Table 3. 

Table 3: Settings used for the SEM investigations. 

Operation mode SE BSE EDS 
Acceleration voltage 20 kV 10-12 kV 10-20 kV 
Working distance 10-25 mm 5-15 mm 5-10 mm 
Current mode High current High current High current 
Aperture diameter 300 μm 120 μm 120/300 μm 
Tilting angle 0 0 0 

 

TEM studies 

A JEOL 2100 operated at a high voltage of 200 kV equipped with a Gatan GIF 2002 was used to acquire 
selected area electron diffraction (SAED) patterns, bright-field (BF)- and dark-field (DF) images. The 
acquisition of HAADF-STEM images was done in a double (image and probe) corrected JEOL ARM200F 
operated at 200 kV. The following parameters were used to obtain the images: 0.08 nm probe size, a 
convergence semi-angle of 27 mrad, and inner- and outer collection semi-angles 35 and 150 mrad, 
respectively. Before imaging precipitates, the specimen was tilted to a [001]Al zone axis. All HAADF-
STEM images shown in this paper are filtered using a circular bandpass mask applied on the respective 
fast Fourier transform (FFT), and an inverse FFT (IFFT) performed on the masked area, suppressing all 
features with separation shorter than 0.15 nm in real space. 

For the scanning precession electron diffraction (SPED) experiments, a JEOL 2100F operated at 200 kV 
and equipped with a Medipix3 MerlinEM camera with a single 256x256 Si chip from Quantum 
detectors was used [16]. The instrument was operated in nanobeam electron diffraction mode using a 
convergence semi-angle of 1 mrad. The probe size was 1 nm, while the precession angle- and 
frequency was set to 8.7 mrad (=0.5°) and 100 Hz, respectively. The double-rocking probe was aligned 
according to the approach described by Barnard et al. [17] using the NanoMEGAS DigiSTAR control 
software. Diffraction patterns were recorded in the 12-bit mode of the Medipix3 detector using an 
exposure time of 40 ms. The step size was set to 1.3 nm and the scans comprised 400x400 pixels2 
(=520x520 nm2) 

EM data analysis 
SEM data analysis 

EDS data were analyzed with the Quantax Esprit software. Particles were analyzed using SE and BSE 
images. The image processing software Fiji [18] was utilized to analyze the SE images, while the BSE 
images were analyzed using a Python script [19]. Particle size, represented by the equivalent circle 
diameter (ECD), particle density and area fraction were obtained. For each sample, 10-12 images were 
analyzed, containing approximately 1300 particles. 
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TEM data analysis 

Precipitate quantification 

Average precipitate length and cross section were estimated based on BF images of the undeformed 
samples using the Fiji software. The number density and volume fractions were estimated using the 
approach given by Andersen [20]. Estimations were based on 15 BF images for each of the undeformed 
samples (Alloy_AA1) yielding approximately 1500 counted precipitates per sample. The lengths were 
measured for 200-300 precipitates, while a total of 120 cross sectional areas from each sample were 
measured. Sample thickness was estimated based on electron energy loss spectroscopy (EELS). By 
multiplying the number density with the average precipitate length and cross section, the precipitate 
volume fraction, VF, was estimated. 

Solute balance calculations 

The amount of solute locked up in each particle/precipitate type was calculated in the following way: 
The number of Al matrix atoms that would fit in the volume of a unit cell of a particle phase, NAl was 
calculated. The number of solute atoms in one unit cell, Nsol is known from the chemical composition 
of the particle phase. Then, the solute fraction, SF, was calculated 𝑆𝑆𝑆𝑆 = 𝑉𝑉𝑉𝑉 ∙ 𝑁𝑁sol

𝑁𝑁Al
, where VF is the 

volume fraction of particles. The calculations were based on the compositions and lattice parameters 
in Table 4. The composition of the L phase is varying, and an average composition was estimated from 
the HAADF-STEM images. The L phase can be considered a disordered version of the C phase, thus the 
lattice parameters for C were used to calculate NAl for L. 

Table 4: Chemical composition and lattice parameter of the unit cell for the different phases used for estimating the solute 
balance. 

Particle/precipitate Composition Unit cell lattice parameters Reference 
α-AlFeSi Al100Fe24Si14 Cubic, a = 1.256 nm [21] 
Mg2Si Mg8Si4 Cubic, a = 0.635 nm [22] 
L Al18.8Si28.6Mg36.9Cu15.7

1 Monoclinic, a=1.032 nm, 
b=0.405 nm, c=0.810 nm, 
β=100.9°2 

[2] 

 

Overlay of HAADF-STEM images 

Two different approaches were used for the atomic overlay of HAADF-STEM images. Overlay was done 
based on the construction principles given by Andersen [8] and explained in the Introduction of the 
current work: A column with nearest neighbors in fourfold-like symmetry was assumed to be Al, in 
five-fold like symmetry Mg and in threefold-like symmetry Si or Cu. Further, Si and Cu were separated 
by the intensity: The Z-contrast of Cu (ZCu = 29) is much higher than that of Si (ZSi = 14). Automatic 
overlay using the open-source software AutomAl6000 [23], based on the same principles, was used to 
analyze a large number of images in a shorter time than by manual overlay. 

 

 

  

                                                           
1 Result from the present work 
2 C lattice parameter 
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SPED data analysis 

The SPED data was processed using the open-source Python packages hyperspy [24], pyxem [25] and 
scikit-image [26]. To estimate the relative amounts of precipitates nucleated on dislocations to the ones 
nucleated in bulk the approach was as follows: 

i. A virtual aperture was placed in the obtained PED pattern stack and the image intensity within 
the aperture was integrated. The resulting image is a virtual dark-field (VDF) image.  

ii. The VDF images were background subtracted using a rolling ball correction [27], before they 
were thresholded using the triangle thresholding algorithm [28]. 

iii. Each connected region in the VDF image was classified as a precipitate and categorized as 
nucleated on or between dislocations depending on its extent and Feret diameter [29].  

To obtain phase maps and estimate the relative fraction of precipitates, a non-negative matrix 
factorization (NMF) decomposition [30] was applied to the data. The approach is similar to the one 
presented in [4] and [31] but with some alterations. A short summary is given in the following: 

i. Create masks in reciprocal space using blob-detection. 
ii. Superimpose the reciprocal space mask on the dataset and do NMF. 

iii. Manually label each NMF component into the following categories: C/L, S/E and disordered 
precipitates. 

iv. Based on the VDF image classification of precipitates, separate the L phases in bulk from the 
C- and L phases on dislocations. Do the same for the disordered precipitates. 

v. Calculate the area fraction of each of the five categories; C/L on dislocations, S/E on 
dislocations, disordered precipitates on dislocations, L in bulk and disordered in bulk, 
compared to the total area fraction of precipitates. 

 

3. Results and discussions 
Quantification of primary particles in the undeformed samples 
Figure 2 shows the result from the SEM studies of primary particles in the Std- and Fe alloys in the AA1 
condition. From the SEM BSE images in Figure 2a and b, it is clear that two types of primary particles 
exist in this condition for both alloys. The first type appears dark in the BSE images and has a round 
morphology. The second type appears bright and is smaller than the dark ones. EDS was done to 
determine the composition of both types of particles. In Figure 2c, a high magnification BSE image of 
Std_AA1 is shown. It is obtained normal to the extrusion direction and shows that the bright particles 
are aligned with the extrusion direction. Corresponding EDS maps for Si, Mg, Cu and Fe are shown in 
2d-g, respectively, from the area marked by the white-line rectangle in 2c. One white particle is 
indicated by the red arrow, and one dark particle by the green arrow. It is evident that the dark 
particles in the BSE images consist of Mg and Si, while the bright particles consist of Si, Fe and Cu. 
Based on this, the dark particles were assumed to be Mg2Si and the bright particles AlFeSi(Cu) 
intermetallic compounds. EDS analyses of the Mg and Si containing particles showed a varying Mg/Si 
ratio. In addition, some of the particles contained O. This is suspected to stem from dissolution of the 
Mg2Si phase during polishing in water, which was done in preparation for both the SEM and the TEM 
specimens [32].  

To further investigate the AlFeSi(Cu) intermetallic compounds, a total of 85 particles were analyzed. 
The concentration in atomic percent of Fe versus Si for the particles is shown in Figure 2h. The three 
dotted lines represent the expected compositions of β-AlFeSi, sc α-AlFeSi and bcc α-AlFeSi. It is noted 



8 
 

that most of the analysed particles with bright contrast from both Std_AA1 and Fe_AA1 are composed 
of slightly less Si/Fe as compared to the expected lines of bcc α-AlFeSi. As indicated by Figure 2f, this 
might be explained by some of the Cu substituting Si in the particles. This is not accounted for in our 
compositional analysis below since it is not clear to which extent this substitution takes place. Cu might 
also decorate the α-AlFeSi/Al interface, making it challenging to account for this when estimating the 
composition. The data points aligning along the x-axis in Figure 2h correspond to Mg2Si particles.  

 

Figure 2: a, b: SEM BSE images showing two types of particles (bright and dark) in Std_AA1 and Fe_AA1, respectively. c: BSE 
image from Std_AA1 and (d)-(g) corresponding EDS maps from the rectangle in c for Si, Mg, Cu and Fe, respectively. h: Graph 
showing the concentration of Fe plotted against Si in the particles. 
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TEM investigations of the AlFeSi(Cu) intermetallic particles by BF imaging and SAED were also 
conducted to investigate their identity. The results are shown in Figure 3. A BF image of a 
representative AlFeSi-particle from Std_AA1 is shown in a.  Figure 3b-d display SAED patterns from the 
[103]-, [001]-, and [1�11]  zone axis of AlFeSi(Cu) particles, respectively. The diffraction patterns in b 
and c are taken from the particle in a, while the one shown in d is from another particle. Based on 
these, the unit cell is indicated to be bcc with a lattice parameter between 12.57 Å and 12.61 Å, which 
compare well with the established value of 12.56Å [21] for bcc α-AlFeSi.  

 

 

Figure 3: TEM investigations of the AlFeSi(Cu) intermetallic compound found in both Std_AA1 and Fe_AA1. a: A BF image of 
one representative particle. b-d: SAED patterns from the [103]-, [001]-, and [1�11] zone axes, respectively. The diffraction 
patterns in b and c are from the particle in a, while the one shown in d is from another AlFeSi(Cu)-particle. The lattice 
parameter was estimated to be 12.57 Å, 12.61 Å and 12.57 Å based on the diffraction patterns in b-d, respectively. 

 

Density, area fraction and size of the primary particles were estimated based on images like the ones 
in Figure 2a and b. The results are shown in Table 5: Results from SEM image analyses of primary 
particles. The average is the average of the corresponding quantity based on multiple images. The 
errors indicate the standard deviation of the estimated quantities between the analyzed images.  The 
particle size of α-AlFeSi is similar in both samples. The Mg2Si particles are in general larger than the 
AlFeSi particles. Fe_AA1 contains about twice as many α-AlFeSi particles as Std_AA1, while the amount 
of Mg2Si is comparable between the two alloys.  
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Table 5: Results from SEM image analyses of primary particles. The average is the average of the corresponding quantity 
based on multiple images. The errors indicate the standard deviation of the estimated quantities between the analyzed 
images. 

 

Precipitate statistics for the undeformed samples 
Two types of hardening precipitates with homogenous distribution were found in the AA1 conditions 
of both Std- and Fe alloys, as shown in the BF images in Figure 4a and b, respectively. The first 
precipitate type, indicated by yellow arrows, is lath-like with lath direction along <001>Al and its cross-
section elongated along <100>Al. The second type, indicated by red arrows, is much smaller and has 
a rod morphology. HAADF-STEM images from the Fe_AA1 alloy like the one in Figure 4c revealed that 
the lath-like precipitates were L phases (exemplified by the yellow rectangle), while the rods were 
structural units of GPB zones (see for example the precipitate enclosed by the red rectangle). These 
are the same types of precipitates reported in our previous work on the Std alloy in the undeformed 
condition [4]. To estimate the amount of Si locked in the precipitates in both samples, the average 
composition of the L phase was estimated from individual precipitates by overlaying HAADF-STEM 
images. An example is the L phase enclosed by the yellow rectangle in Figure 4c. It is enlarged and 
overlaid in d and e, respectively. For this individual precipitate, the composition was estimated to be 
Al11Mg34Si23Cu13. Based on HAADF-STEM images of 28 L precipitates, the average composition was 
estimated to be Al18.8±3.3Mg36.9±3.7Si28.6±3.3Cu15.7±3.8. We assume that the composition of the L phase is 
similar in the undeformed conditions of the Fe and Std alloy since their cross section is similar, see 
Table 6. The composition of the L phase has a slightly higher Mg/Si ratio than previously reported [33,34], 
but the higher Mg/Si ratio in the alloys studied in the present work may influence the Mg/Si ratio of 
the precipitates since the composition of the L phase is known to vary [2]. Even if the L phase is overall 
disordered, it contains local C phase atomic configurations, indicated by the red lines in Figure 4e. In 
addition, local symmetries seen in the GPB zones were often found at the ends of the precipitates, 
indicated by the blue dashed lines in e). The exact same features were found in our previous work on 
the standard alloy in the undeformed condition [4]. 

 

 

Sample Density (103/mm2) Area fraction (%) Mean ECD (nm) 
α-AlFeSi 

Std_AA1 10.0±2.3 0.31±0.05 607±93 
Fe_AA1 21±5.8 0.67±0.12 600±95 

Mg2Si 
Std_AA1 2.6±1.4 0.40±0.15 1515±220 
Fe_AA1 3.1±1.1 0.44±0.10 1028±189 
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Figure 4: a, b: Overview BF images showing the existence of two precipitate types, indicated by yellow and red arrows in 
Std_AA1 and Fe_AA1, respectively. c: HAADF-STEM image of Fe_AA1 showing the atomic structure of the precipitates. The 
yellow rectangle indicates the same precipitate as the yellow arrow in a and b. This precipitate can be categorized as the L 
phase. The precipitate indicated by the red rectangle in c is the same type as the one indicated by red arrows in a and b. It 
can be categorized as structural units of GPI zones. . d: Enlarged view of the L phase indicated by the yellow rectangle in c. e: 
Atomic overlay of the L phase in d. 

 

The average length, cross section, number density and volume fraction of the L phase in Std_AA1 and 
Fe_AA1 are shown in Table 6. Due to the small size and weak intensity of the GPB zones (not to be 
confused with the GP zones in the Al-Mg-Si alloy system), these were not included in the precipitate 
statistics. However, this will not affect the estimation of Si locked up in precipitates, since GPB zones 
consist of Al, Cu and Mg [14,15]. The cross section of the L phase is similar in the two alloys, Std_AA1 and 
Fe_AA1. The number density and volume fraction are lowest for Fe_AA1.  
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Table 6: Precipitate statistics for the L phase in the undeformed samples. For the cross sections, the errors indicate the 
standard deviation between all individual measurements. The errors for the other values are the standard deviations between 
the 15 analyzed images. 

Sample Length (nm) Cross section (nm2) Number density (μm-3) Volume fraction (%) 
Std_AA1 18.6±1.6 4.8±2.1 78436±12196 0.73±0.13 
Fe_AA1 13.4±1.0 5.1±1.8 50802±5555 0.34±0.03 

 

Solute fraction 
Based on the statistics from the primary particle- and precipitate analysis presented in Table 5 and 
Table 6, respectively, and using the parameters listed in Table 4, the solute balance for each of the 
particle types was estimated, summed and compared to the composition of the alloys. The results are 
shown in Table 7. As discussed in the Introduction, the Si distribution is very important for the final 
microstructure of alloys with excess Mg.  

Table 7: Solute balance showing the distribution of solute between primary particles, L phase and Al matrix. All values are 
given in at.%. 

Sample Solute α-AlFeSi(Cu) Mg2Si L phase Sum Alloy 
composition 

Std_AA1 Si 0.04 0.10 0.21 0.35 0.33 
 Mg - 0.21 0.27 0.48 1.08 
 Fe 0.06 - - 0.06 0.03 
 Cu - - 0.11 0.11 0.50 
Fe_AA1 Si 0.08 0.11 0.10 0.29 0.32 
 Mg - 0.23 0.12 0.35 1.05 
 Fe 0.12 - - 0.12 0.08 
 Cu - - 0.05 0.05 0.50 

 

It is evident that the primary particles and the L phase consume most of the Si from the alloy 
composition. This also validates our assumption that there is no significant incorporation of Si in GPB 
zones. It is also clear that the higher amount of Fe in the Fe added alloy results in more α-AlFeSi(Cu)-
particles locking up Si, causing a lower amount of Si to be available for hardening phase precipitation 
as compared to Std_AA1. This explains the lower number density and volume fraction of the L phase 
in Fe_AA1 compared to Std_AA1. A consequence of this is that significant amounts of Mg and Cu are 
remaining and available for precipitation of clusters and GPB zones or they are simply left in solid 
solution in the matrix or aggregated on grain boundaries or other defects.  

Precipitation in the deformed conditions 
To investigate the precipitation in the Std- and Fe alloys in the deformed conditions, SPED and HAADF-
STEM imaging were done. Due to the high density of dislocations, conventional TEM techniques gave 
unsatisfactory results as the contrast from the dislocations masked out the contrast from the 
precipitates. The chosen techniques also yield information on the precipitate type, not attainable from 
any conventional imaging technique.  
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Figure 5: VDF images of the deformed conditions Def1_AA1 (a, c) and Def1,2_AA1,2 (b, d) for the Std (top)- and Fe (bottom) 
alloys. The yellow- and pink arrows indicate precipitation between and on deformation induced defects, respectively. 

 

Figure 5 shows VDF images for the Def1_AA1 condition for Std and Fe in a and c, respectively. Figure 
5b and d show VDF images for the Def1,2_AA1,2 condition for the Std and Fe alloy, respectively. The 
bright contrast stem from regions containing precipitates. It is assumed that all the elongated bright 
features arise from heterogeneous precipitation on deformation induced defects, e.g. on dislocation 
lines or subgrain boundaries. Examples of such precipitates are highlighted with the pink arrows. In 
addition, precipitation also occurs homogenously in the undistorted regions of the Al matrix, away 
from the deformation induced defects, exemplified by the yellow arrows. To get a more detailed 
insight into the effect of Fe on the precipitation in the deformed conditions, we aimed at 
differentiating between precipitates in the vicinity of deformation induced defects compared to 
precipitation in the bulk. I.e., quantification of the precipitates similar to the ones indicated by the 
pink arrows relative to the ones indicated by the yellow arrows in Figure 5. The approach is described 
in the Method section. In the following, the results for Def1_AA1 will be presented. For the 
Def1,2_AA1,2 condition, the microstructures for both alloys were too complex to be studied 
quantitatively. One challenge was the uneven background in the VDF images, evident in Figure 5b and 
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d. In addition, the PED patterns were less characteristic than in the Def1_AA1 condition, implying 
higher disorder in the precipitates in the Def1,2_AA1,2 condition. The SPED results from this condition 
will only be discussed qualitatively and phase identification using HAADF-STEM was performed. 

 

 

 

 

 

Figure 6: Results from the quantification of precipitates in the AA1_Def1 condition. a, d: VDF images from the Std- and Fe 
alloy, respectively. b, e: Quantification of precipitates on deformation induced defects, such as dislocations, compared to 
precipitation in the bulk. c, f: Phase mapping of the precipitates.  g1, h1, i1, j1: Selected PED patterns from E-, S’-, C- and L 
phases, respectively. g2, h2, i2, j2: FFTs of E-, S-, C- and L phases, respectively. The FFTS in g2, i2 and j2 is taken from Ref. [4], 
while h2 is the FFT of Figure 7b. The colour scheme emphasizes how the different precipitates are categorized in the phase 
maps in c and f. 

Figure 6 shows the results from the precipitate quantification for Std_Def1_AA1 and Fe_Def1_AA1. 
The original VDF images are shown in a and d, while b and e show the results from the quantification 
of precipitation on dislocations (pink) compared to precipitation in the bulk (yellow). All percentages 
are given as area fractions. The results imply that the addition of Fe causes a higher fraction of 
precipitation to occur on deformation induced defects, since the relative area fraction of precipitation 
in bulk compared to on dislocations is 34% for the Fe alloy, as compared to 63% in the Std alloy.  

The ordered, heterogeneously nucleated precipitates on dislocations were classified as E-, S’-, C- and 
L phases, while only the L phase and disordered structures were homogenously nucleated in the bulk. 
This is in accordance with our previous work on the Std alloy in a condition similar to the Def1_AA1 [4]. 
The phase maps in Figure 6c and f, for the Std- and Fe alloys, respectively, show that the same 
categories of precipitates were nucleated in both alloys. The precipitates are divided in five categories, 
based on their morphology and underlying PED pattern: Disordered precipitates, both on dislocations 
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and in the bulk, L in bulk, E or S’ on dislocations and C or L on dislocations. NMF was unsuccessful in 
differentiating between the S’- and E- phase, probably due to a combination of weak signal and 
similarity of the two patterns. Examples of PED patterns from the E- and S’ phase are shown in Figure 
6g1 and h1, respectively. FFTs of HAADF-STEM images of the E and S’ phase are shown in Figure 6g2 
and h2, there is a good correspondence between the FFTs and PED patterns of these precipitates. 
Since both precipitates also appear extended in the VDF images, they could not be separated. 
However, both the S’- and E phases nucleate on deformation induced defects, hence this challenge is 
not hindering the quantification of the relative amount of precipitation on deformation induced 
defects compared to precipitation in the bulk. Examples of PED patterns originating from the L- and C 
phase are shown in Figure 6i1-j1, respectively. The patterns are similar and could not be separated by 
the NMF decomposition. This is not unexpected: Both phases have habit plane [001]Al and the L phase, 
although disordered, often contains local C symmetries. Based on their extent and the maximum Feret 
diameter [29], however, they could be separated during the postprocessing of the data.  

To investigate which precipitate structures existed in the Def1,2_AA1,2 conditions, HAADF-STEM 
investigations were conducted to see the atomic structure of the precipitates. This was done for the 
Fe alloy. This was deemed sufficient, since there are clear indications that the addition of Fe does not 
affect which precipitate types nucleate, only their relative amounts. The results are shown in Figure 
7. Both ordered and disordered precipitates were found. All the precipitates imaged were nucleated 
on dislocations. In a, an example of the C phase viewed along its [010] direction is shown. This was the 
most common type of ordered precipitates in this condition. The second type of ordered precipitate 
was the S’ phase, an example is shown in b. The S’ phase is known to preferentially nucleate on 
dislocations [14]. Most of the imaged precipitates however were disordered and these could be 
separated into three categories: 1) small, with well-defined cross-sections often containing local 
structural units of GPB zones, 2) hybrid Al-Mg-Si-Cu/Al-Mg-Cu precipitates and 3) large, disordered 
ones with wide cross sections. An example of the first category is shown in c. The local GPB symmetry 
is indicated by the blue dashed lines. In d, an example of a hybrid precipitate is shown. It consists of 
four distinct regions, marked by numbers in the figure. The segment enclosed by region 1 is the C 
phase viewed along its [001] direction, while the segment in region 2 corresponds to the S’ phase. In 
region 3, the only instance for which the E phase [4] was found, is shown. The segment enclosed by 
region 4 is a disordered part of the structure. In Figure 7e, a disordered precipitate with wide cross 
section is shown.  

 



16 
 

 

Figure 7: HAADF-STEM images of the precipitates found in Fe_Def1,2_AA1,2. a: C phase viewed along [010]C, its characteristic 
symmetry is indicated by the red lines. b: S’ phase from the Al-Cu-Mg system. c: Disordered precipitate containing local GPB 
symmetries,. d: A hybrid precipitate containing the (1) C phase, (2) S’ phase, (3) E phase and (4) disordering. e: Disordered 
precipitate with wide cross-section. 

 

 

Hardness evolution and relation to microstructure 
In the following, an assessment of the different mechanisms involved during each thermomechanical 
step will be elaborated. The discussion will be based on the TEM data from the deformed conditions, 
hardness measurements, the amount of Si locked in primary particles and direct observations of 
precipitate number densities in the undeformed conditions.  

The hardness in each processing step for three different thermomechanical treatments was 
measured. The different thermomechanical treatments were Def1,2_AA1,2, Def1,2_AA2 and AA1,2 
and the results are shown in Figure  for both the Std- and Fe alloy.  
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Figure 8: Hardness evolution for the two alloys in each step for 3 different thermomechanical processing routes: Def1,2_AA2 
(a,d), AA1,2 (b,e) and Def1,2_AA1,2 (c, f). The top row shows hardness for the Std alloy, while the bottom row shows hardness 
for the Fe alloy.  

During NA, the increase in HV is slightly higher in the Std alloy most likely due to the higher amount of 
Si available for precipitation in this alloy. It is well known that Si contributes to the clustering of solute 
atoms during NA and that the NA hardness increases with increasing Si content [35]. For the Def1,2_AA2 
processing route shown in a and d for the Std- and Fe alloy, respectively, the Def1 and Def2 treatments 
yield similar increase in hardness. This indicates that the higher cluster density in the Std alloy does 
not affect the build-up of dislocations. Hence, the clusters are most likely shearable. This is reasonable 
considering their very small size. AA2 yields a higher hardness increase in the Std alloy compared to 
the Fe alloy, probably due to a higher number density of hardening phases following the higher 
amount of Si available for precipitation. Note that the hardness increases are similar, indicating that 
the effect of the small addition of Fe is not considerably detrimental. 

The hardness for the processing route without deformation (AA1,2) is shown in Figure 8b and e for 
the Std and Fe alloy, respectively. After AA1, the Std alloy is slightly harder than the Fe alloy. Since the 
L phase is considered the main hardening precipitate in these alloys, the difference in the ageing 
response in the two alloys is attributed to the higher number density of the L phase in the Std alloy 
compared to the Fe alloy in this condition, c.f. Table 6. However, the difference in ageing response is 
not substantial. Thus, small additions of Fe are not particularly detrimental to the hardness in the T6 
condition. During AA2, the hardness of both alloys decreases, indicating that the alloys are slightly 
overaged. 

Hardness evolution for the Def1,2_AA1,2 processing route is shown in Figure 8c and f for the Std- and 
Fe alloy, respectively. The ageing response during AA1 in the pre-deformed condition is significantly 
reduced compared to the undeformed conditions as seen in Figure 8b, e. This is attributed to the 
reduction of homogeneous nucleation due to the high density of dislocations in the AA1_Def1 
condition. Due to the higher diffusivity at dislocations and the favorable nucleation conditions at 
deformation induced defects, the precipitates on dislocations are coarser compared to the 
homogeneously nucleated precipitates [36,37]. It is evident from the phase maps in Figure 6c and f that 
the E-, S’- and C phases account for most of the precipitation on dislocations, while the 
homogeneously nucleated precipitates mostly consist of the L phase, which is also homogeneously 
nucleated in the undeformed samples, c.f. Figure 4. 

The SPED data gave indications that the relative amount of homogeneous and heterogeneous 
nucleation differed in the two alloys, namely that the homogeneous nucleation was suppressed to a 
larger extent in the Fe alloy compared to the Std alloy. Teichmann et al. [38] found that for an Al-Mg-Si 
alloy, no homogeneous nucleation took place during the early stages of ageing of a 10% pre-deformed 
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sample. For the same alloy and pre-deformation, the authors found a small fraction of hardening 
phases homogeneously nucleated in the microstructure after prolonged ageing [39]. These 
observations confirm that the dislocations provide heterogeneous nucleation sites as well as changing 
the diffusivity by attracting vacancies, effectively changing the ageing kinetics. Solute atoms might 
also segregate at dislocations, creating a solute depleted region in the vicinity of the dislocations. 
Based on these observations, it is probable that the lower amount of Si available for precipitation in 
the Fe alloy leads to a higher fraction of heterogeneous precipitation compared to the Std alloy, since 
the dislocations can deplete the matrix both of solutes and vacancies. Homogeneous nucleation will 
be suppressed due to the fast nucleation of precipitates at the deformation-induced defects during 
the very early stages of AA and less Si will be available for homogeneous nucleation than in the Std 
alloy in the intermediate stages of AA. It is interesting to note that although there is a measurable 
microstructural difference in terms of precipitation between the alloys, the hardness response during 
AA1 after Def1 is similar between the two alloys. A material’s hardness is its ability to resist 
deformation and is affected both by precipitates and dislocations.  Based on our observations, it is 
probable that the heavy pre-deformation causes the contribution from the dislocations to the 
hardness to dominate compared to the differences observed in the precipitation. It is important to 
keep in mind that the precipitate fractions presented for the Def1_AA1 conditions are relative 
fractions, namely that we have not measured the absolute volume fractions of precipitates in the two 
alloys. It is, however, reasonable to assume that the volume fraction of precipitates is higher for the 
Std alloy than the Fe alloy, based on the precipitate statistics from the undeformed condition. 

During the subsequent Def2 treatment following AA1_Def1, the hardness response is more prominent 
in the Std alloy compared to the Fe alloy. Since the hardness increase during Def2 was similar between 
the two alloys without AA1, see 8a and d, this must be attributed to a difference in the precipitate-
dislocation interactions during deformation. Non-shearable precipitates are known to yield a higher 
work hardening due to the formation and storage of dislocation loops around the precipitates, 
effectively increasing the dislocation density [40]. This indicates that the Std alloy in the Def1_AA1 
condition has a higher volume fraction of non-shearable precipitates than the Fe alloy. Assuming that 
the thicknesses of the regions in the VDF images in Figure 6a and d are similar, there is a larger fraction 
of precipitates nucleated in the Std alloy in this condition. This is a reasonable observation, since the 
α-AlFeSi(Cu) particles are unaffected by the deformation, effectively locking the same amount of Si 
solutes through all the processing steps.   

Quantification of the microstructure in the AA1,2_Def1,2 condition was challenging, but qualitatively 
based on the HAADF-STEM observations exemplified in Figure 7 and VDF images in Figure 5b and d, 
we conclude that the microstructure in this condition mostly consists of heterogeneously nucleated 
precipitates, while a small amount of the precipitates is nucleated in the undistorted regions of the Al 
matrix. As the hardness decreases for both alloys during AA2, this is attributed to the dissolution and 
transformation of the homogeneously nucleated precipitates to heterogeneously nucleated 
precipitates. It is unclear whether the transformation is induced by Def2 or AA2 or a combination of 
these two.  

In undeformed materials, the amount of precipitates is very important for the material’s final 
properties. In the present study, the higher amount of L phase in the Std_AA1 condition contributed 
to a higher peak hardness than in the Fe_AA1. If, however, the material was deformed prior to AA1, 
the hardness increase during AA1 was similar. We can therefore conclude that with pre-deformation, 
the effect of Fe will be less detrimental to the mechanical properties of the material. By doing a second 
deformation and AA treatment, Def2 and AA2, the detrimental effect of Fe on the mechanical 
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properties is again increased, due to the lower amount of non-shearable precipitates nucleated on 
dislocations, yielding a lower work hardening response. 

Conclusions 
In summary, this study has investigated the effect of small additions of Fe on precipitation in an 
undeformed, and a heavily deformed Al-Mg-Si-Cu alloy. The samples were deformed twice: One 
deformation treatment of 80% prior to AA for 5 h at 160°C was followed by a subsequent deformation 
of 50% and a second AA for 10 min at 180°C to produce the final condition. The main findings include: 

1. The microstructure of the undeformed samples consists of Mg2Si- and α-AlFeSi primary 
particles, L phase and structural units of GPB zones. A higher amount of α-AlFeSi prevailed in 
the Fe added alloy decreasing the Si level available for the precipitation of hardening 
precipitates. The consequence was a lower number density and lower volume fraction of the 
L phase. This had a small, negative influence on the hardness of the Fe added alloy as 
compared to the standard alloy in the undeformed condition. 

2. The addition of Fe affected the precipitation during artificial ageing after the first pre-
deformation. The precipitation in the Fe alloy was more heterogeneous compared to the Std 
alloy. This was attributed to the lower amount of Si available for precipitation in this alloy. The 
precipitate types in the vicinity of deformation induced defects were C-, E-, S’ and disordered 
precipitates, while the precipitation in bulk was dominated by the L phase for both alloys.  

3. The precipitate types in the final condition were the ordered C-, E- and S’ phases and 
disordered structures.  

4. The hardness increase during the second deformation is highest in the standard alloy, 
suggesting that this condition contains a higher fraction of non-shearable precipitates as 
compared to the Fe added alloy. 
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