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ABSTRACT

Distributed acoustic sensing (DAS) transforms submarine telecommunication cables into

densely sampled seismic receivers. To demonstrate DAS applications for seismic imaging,

we use an optical cable on the seafloor in the Trondheimsfjord, Norway, to record seismic

data generated by a controlled seismic source. The data are simultaneously recorded by a

towed hydrophone array and the fiber optic cable. Following our data processing methods,

we can produce seismic images of the seafloor and underlying geological structures from

both hydrophone array and DAS data. We find that the hydrophone and DAS data have a

comparable signal-to-noise ratio. Moreover, DAS images can be improved by using a seismic
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source that has sufficiently large energy within the frequency range matching the spatial

resolution of DAS. The temporal resolution of the DAS images can be improved by mini-

mizing the crossline offset between seismic sources and the DAS cable. The seismic images

from DAS can be used to support geohazard analysis and various subsurface exploration

activities.
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INTRODUCTION

Near-surface seismic imaging is essential for investigating shallow gas, weak layers, faults,

and other potential subsurface geological hazards. These elements can adversely affect

offshore activities such as drilling operations, offshore platform and wind farm construction,

and pipeline surveys. The oil and gas industry uses near-surface information to improve

the images of deeper structures and to reduce risks in exploration and production. To

accurately investigate near-surface irregularities, ultrahigh-resolution reflection seismic data

acquisition and processing techniques have been developed (Monrigal et al., 2017).

Marine seismic data can be recorded either by hydrophone streamers towed behind

sailing vessels or by seismic receivers deployed on the seafloor. Seismic reflections from

near-surface structures are strongest at the receivers with short offsets from the source. To

acquire near-offset seismic data, we may place the source over the streamer spread, which

requires separate vessels for sources and streamers (Vinje et al., 2017). Another solution

is to minimize the distance between sources and dense streamers (Thomas et al., 2012;

Monrigal et al., 2017). However, the latter solution requires shortening the streamer length

for operation safety. The lack of far offset information consequently causes high uncertainty

in velocity model building. On the other hand, short offsets and dense receiver spacing in

streamers result in high stacking fold and narrow imaging bins for near-surface imaging.

Hence, when combined with high-frequency seismic sources, the vertical and horizontal

resolution becomes significantly higher than conventional broadband seismic data.

Seabed seismic acquisition has been growing in the marine seismic market for its ad-

vantages over towed streamer techniques. The physics of seabed seismic acquisition is

more advantageous than towed streamer acquisition for the following reasons (Landrø and
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Amundsen, 2018). First, seafloor receivers have lower noise level than towed streamers. Sec-

ond, there are no limits to the offsets and azimuths between sources and receivers, except for

source-vessel considerations. Long offsets and wide azimuths in the data can significantly

improve the accuracy of seismic velocity models and the seismic illumination of complex

structures. Third, pressure and shear waves are both recorded, so a seafloor receiver geom-

etry can provide high-quality images even in areas with strong amplitude absorption in the

presence of gas. Finally, there are fewer effects from the sea surface ghosts that limit the

frequency bandwidth of the seismic data and, hence, the image resolution.

Ocean bottom cables and ocean bottom nodes are common recording systems in the

seabed seismic market. The node system is a blind recording system, as it acquires data

internally and exports the data later. In addition, nodes are powered by internal batteries

which requires an effective power management plan during the operation. In contrast,

data recorded by ocean bottom cables can be viewed on a real-time basis. Traditional cable

systems for seabed seismic acquisition are bulky electronic networks. However, the electrical

cables can be replaced with fiber optic sensing cables, while maintaining the recording

performance (Langhammer et al., 2010). In addition to the real-time monitoring feature,

a key advantage of fiber optic sensing systems is that no electronic and electrical power

components are required at the sensing points giving unsurpassed reliability for permanently

installed sensing systems.

Distributed Acoustic Sensing (DAS) is an emerging technology that uses fiber optic

cables for acoustic measurements. It has been applied to military defense, engineering

structure monitoring and petroleum exploration (Wang et al., 2019). DAS transforms a

fiber optic cable into a densely sampled sensor array. The cable itself is the sensing element

without additional transducers in the optical path. Laser pulses transmitted into the fiber
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are continuously reflected to the interrogator due to the Rayleigh backscattering process

inherent to all optical fibers. The phase of the backscattered light is reconstructed within

the interrogator typically for each meter of the fiber. As the phase of the reflected optical

light is proportional to the strain of the fiber, the distributed strain modulation across

a fiber segment (termed the gauge length) can be computed. Therefore, DAS can sense

seismic waves that modulate the extensional strain of the fiber segment (Hartog, 2017).

Its seismic response is somewhat similar to the inline component of conventional point

accelerometers. In other words, it is mainly sensitive to seismic waves creating strain along

the cable direction (Kuvshinov, 2016; Papp et al., 2017).

Over the past decade, many applications of DAS have been studied and introduced

to the applied seismology community and the petroleum industry. Daley et al. (2013)

demonstrate a field test of DAS seismic acquisition of borehole seismic data and land surface

seismic data. Additionally, Dean et al. (2016) discuss its applications to marine seismic

acquisition. Lumens (2014) studies various applications of DAS in oil and gas wells. In

addition to borehole applications, DAS can be applied to fiber optic telecommunication

cables deployed on the ground and seafloor. Many case studies of DAS using onshore

telecommunication infrastructure have been conducted for passive seismic monitoring such

as earthquake detection (Biondi et al., 2017; Ajo-Franklin et al., 2019; Yu et al., 2019;

Fernández-Ruiz et al., 2020), near-surface soil studies (Dou et al., 2017; Fang et al., 2020),

ambient noise analysis (Ajo-Franklin et al., 2015; Martin et al., 2017, 2018), urban traffic

monitoring (Kowarik et al., 2020; Lindsey et al., 2020), glacier flow monitoring (Walter

et al., 2020), and other seismic activities (Zhu et al., 2021). Moreover, it can monitor seismic

waves from controlled sources to study and prevent onshore geohazards (Ajo-Franklin et al.,

2017). In addition to onshore environments, DAS in underwater telecommunication fibers
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can detect ocean waves, microseisms, earthquakes (Sladen et al., 2019; Williams et al.,

2019), and near-surface geological structures and faults (Lindsey et al., 2019).

DAS can be used as surface seismic receivers in subsurface exploration. Bakulin et al.

(2019) and Urosevic et al. (2019) demonstrate the potential applications of DAS to land

seismic exploration. A comprehensive review of the recent DAS technology for land surface

seismic surveys is given in Bakulin et al. (2020). Nevertheless, the applications of DAS to

produce subsurface seismic images in a marine environment have not been widely presented.

It is important to acquire multifold and diverse examples to verify that DAS can be used for

subsurface seismic exploration in any environment. This statement could be demonstrated

by comparing the marine seismic images from DAS with those from other conventional

seismic methods. The validity of DAS in marine seismic exploration has the potential in

the seabed seismic market.

This article demonstrates seabed seismic applications of DAS for near-surface seismic

imaging. The experiment is done by using an existing submarine telecommunication cable

in the Trondheimsfjord, Norway. We first use DAS to record seismic waves generated

from a bubble gun towed near the sea surface. Then, we analyze and process the data to

produce seismic images of the seafloor and its underlying geological structures. The results

are, then, compared to the seismic data simultaneously recorded by a conventional towed

hydrophone array. Finally, we discuss the requirements and limitations of DAS for seabed

seismic acquisition and subsurface imaging.
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EXPERIMENTAL SETUP AND DATA ACQUISITION

We conduct a marine seismic survey in the Trondheimsfjord using NTNU’s research

vessel, R/V Gunnerus, as shown in Figure 1. One single marine seismic source and one

single-channel hydrophone streamer are towed behind the vessel. The seismic data from

the streamer are recorded by HMS-620 Bubble Gun Recording System through Subbottom

Sonar Interface Software from National Instrument. Simultaneously, we record the seismic

data using an OptoDAS interrogator connected to a dark fiber in a seafloor telecommu-

nication cable. The OptoDAS interrogator, which was developed by Alcatel Submarine

Networks, is based on the use of linear frequency modulated optical pulses (Waagaard

et al., 2021). The DAS data are continuously recorded throughout the survey program.

The map of the source line and DAS cable is shown in Figure 2.

The seismic recording system of the vessel consists of HMS-620 Bubble Pulser electric

seismic source and a short hydrophone streamer with 7 m of a single-channel array com-

prising 24 elements. The source and streamer are towed approximately 20 m behind the

vessel’s reference position, and they are separated by 10 m perpendicular to the sail line.

The source and streamer depths are approximately 1 m below the sea surface. The record-

ing time sampling interval is 0.25 ms, and the maximum recording time for each shot is

266.25 ms. The recording start time is synchronized with the gun firing time. The layout

diagram of the source and streamer towed behind the vessel is shown in Figure 3.

The acoustic source energy is approximately 50 J, which is equivalent to 200 dB relative

to the reference pressure 1 µPa at reference distance 1 m. The frequency bandwidth ranges

from 350–1000 Hz at 10 dB down, where the dominant frequency is about 600 Hz. The

shot time interval, namely gun firing time interval, is set to 267.75 ms in the system. Our
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analysis shows that the actual shot time interval is slightly shorter than this value due to

instrument errors. The actual shot time interval estimated by our calibration method is

about 267.67 ms. The vessel is navigated to be as close to the DAS cable as possible. The

vessel speed averages 2 knots to acquire high-density seismic data with minimal noise from

the vessel’s propulsion. Hence, the average shotpoint interval is approximately 0.275 m.

The DAS recording system is independent of the vessel’s equipment. The OptoDAS

interrogator is connected to one end of the telecommunication cable in Trondheim. The

cable was already laid into the soft sediments at about 0–2 m below the seafloor of the

Trondheimsfjord from Trondheim to Kvithylla. An SMF-28 single mode silica fiber in the

cable is used in our experiment. The interrogation is performed by sending frequency

swept light pulses into the sensing fiber. Then, the light pulses are backscattered at the

inherent anomalies presented in the fiber due to Rayleigh backscattering. After receiv-

ing the backscattered pulses, the OptoDAS interrogator calculates the time differentiated

phase change of the backscattered response from consecutive sweeps for each sampled fiber

position. Thereafter, the recorded time differentiated phase change can be converted to

the longitudinal strain of the corresponding fiber section. The DAS data are continuously

recorded using 0.44 ms time sampling interval throughout the survey. The channel spacing

is 2.04 m, while the gauge length is 4.08 m.

DAS recording system

In this experiment, we repeatedly send light pulses with a free-space wavelength (λo)

of 1550 nm, in which the sampling period at the optical receiver (∆τ) is 1 × 10−8 s. The
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spatial sampling interval (SSI) is defined by the sampling period as

SSI =

(
c

2ng

)
∆τ, (1)

where c ≈ 3×108 m/s is the speed of light in vacuum, and ng ≈ 1.47 is the refractive group

index of the SMF-28 fiber. Hence, SSI ≈ 1.02 m.

Let ϕx be the phase of the light backscattered from the spatial sampling location x,

which can be expressed in radians as

ϕx =
4πngx

λo
. (2)

The interrogator extracts the rate of phase change between consecutive time samples as-

sociated with this location, namely, the time differentiated phase (ϕ̇x). In this study, the

time sampling interval (∆t) is 0.44 ms, which is defined by the cable length of 44 km. The

SSI is decimated to the desired spatial resolution by applying a spatial moving average to

the time differentiated phase (ϕ̇avg,x) around the location x. In this experiment, the res-

olution is calculated by averaging across four spatial samples (Navg = 4) to achieve a full

width at half maximum (LW = Navg × SSI), i.e., LW ≈ 4.08 m. Then, the difference of

the average time differentiated phases between the two spatial locations separated by four

spatial samples (N∆τ = 4) is defined as the time differentiated phase change (∆ϕ̇x):

∆ϕ̇x = ϕ̇avg,x+LG/2 − ϕ̇avg,x−LG/2, (3)

where LG = N∆τ × SSI is the gauge length. Hence, LG ≈ 4.08 m. The gauge length is an

acquisition parameter that affects the signal-to-noise ratio (S/N) and the spatial resolution

of the raw DAS data (Dean et al., 2017).

The longitudinal strain rate (ε̇xx,x) of the fiber section can be derived from the time
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differentiated phase change by

ε̇xx,x =
λo

4πngζLG
∆ϕ̇x, (4)

where ζ is the strain-optic coefficient described by

ζ = 1−
n2
g

2
[P12 − ν (P11 + P12)] , (5)

and P11 and P12 are the Pockel photoelastic constants, and ν is Poisson’s ratio of the fiber

material (Bertholds and Dandliker, 1988; Hartog, 2017). In this experiment, we use ζ ≈ 0.78

for the silica fiber.

Thus, the longitudinal strain (εxx,x) of the fiber section can be determined by integrating

the strain rate along the time axis, i.e.,

εxx,x =

∫ t

0
ε̇xx,x dt. (6)

On the other hand, the maximum number of recording channels is given by ∆t/∆τ ,

which is 44000 channels along the cable length of 44 km. In this experiment, we extract

only 10500 channels sampled at every 2.04 m from 0 to 21 km from the optical circulator

for recording the time differentiated phase change data. The extracted subsections of the

data are defined by regions of interest. In this case, the channel spacing is larger than SSI

by a factor of two.

Strain-optic relation

Equation 4 can easily mislead. As a constant strain-optic coefficient is used, equation 4

implies that the time differentiated phase change is merely a function of the longitudinal

deformation of the fiber. In fact, the strain-optic coefficient defined in equation 5 is implicitly

10



affected by both longitudinal and transverse deformations of the fiber. The phase of the

light in radians is defined as

ϕ = 2π

(
Lo

λo

)
, (7)

where Lo and λo are the optical path length and wavelength in free space, respectively. The

optical path length is defined as

Lo = ngL =

(
c

vph

)
L, (8)

where c is the speed of light in vacuum, vph is the speed of light in the fiber, and L is the

distance traveled by the light inside the zone where the interference effects are observed.

Equation 8 also suggests that the change in the optical path length is caused by the changes

of either the physical length of the fiber or the phase velocity of the light. The relative change

of an optical path can be written as

∆Lo

Lo
= εL −

∆vph
vph

, (9)

where εL = ∆L/L is the fiber strain in the direction of the light propagation (Kuvshinov,

2016).

For backscattering measurement, two-way propagation of light along the fiber axis gives

L ≈ 2x. Here, we neglect the fiber birefringence and consider a linearly polarized beam.

Thus, the optical strain is approximately equal to the longitudinal strain: εL ≈ εxx = ∆x/x.

Moreover, we see from equation 7 that a phase change is fundamentally caused by an optical

path change. Given light with constant wavelength, the phase change across the gauge

length (x = LG) can be written as a function of the optical path change below:

∆ϕ =
2π

λo
∆Lo ≈

4πngLG

λo

(
∆Lo

Lo

)
. (10)

11



Because the phase velocity of light depends on the dielectric tensor of the fiber, equa-

tion 9 for a uniform and isotropic material can be described by the Pockel constants as

follows (Bakku, 2015; Kuvshinov, 2016).

∆Lo

Lo
= εxx −

n2
g

2
[(P11 − P44) ε⊥ + P12εxx] , (11)

where ε⊥ is the transverse fiber strain, and P12 = P11 − 2P44. For the parameters given by

Kuvshinov (2016), equation 11 reduces to

∆Lo

Lo
≈ 0.7εxx − 0.2ε⊥. (12)

This equation implies that the DAS signal based on a phase change method results from

the strains in any direction.

For very small transverse stress (σ⊥ → 0), the transverse fiber strain depends on the

longitudinal strain by the Poisson effect (Kuvshinov, 2016):

ε⊥ = ε⊥,1 + ε⊥,2 ≈ −2νεxx. (13)

Then, the relative change of the optical path in a fiber is proportional to the physical

longitudinal strain, i.e.,

∆Lo

Lo
≈ ζεxx. (14)

In this limit, the optical phase change is proportional to the longitudinal strain as described

by equation 4. The linear relationship in equation 14 is currently the commonly accepted

expression for the length change. It is also the basis of all practical DAS applications, while

equation 12 is not widely adopted.
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DATA CHARACTERISTICS

The seismic data recorded by the single-channel streamer can be displayed as a common

channel gather as shown in Figure 4. The data are formed by summing a linear array

of 24 hydrophone elements within 7 m streamer length into one recording channel. The

data contain direct and reflected P waves. The direct wave as marked by “A” does not

propagate through the subsurface. Therefore, only the reflected waves are used to image

the seafloor and subsurface geological structures. In Figure 4, two strong seismic reflections

are observed: the seafloor reflection as marked by “B”, and crystalline bedrock reflection as

marked by “C”. The stratigraphy between the seafloor and the bedrock should be divided

into two units as described by L’Heureux et al. (2009). The lower unit comprises deposits

of Allerød and Younger Dryas age overlying bedrock. The upper unit comprises Holocene

deposits of bioturbated clay, silty and sandy sediments, and it is overlain by poorly sorted

sand with anthropogenic drops at the seafloor. However, the base Holocene reflection is not

clearly observed in our data.

On the other hand, the DAS data are continuously recorded. Each seismic trace corre-

sponds to an individual recording channel resulting from the strain demodulation across a

fiber segment of 4 m gauge length, where the channel spacing is 2 m. To derive shot records

for further analysis, every continuously recorded seismic trace is edited and broken into

several shorter traces associated with different shot numbers. This trace editing requires

the precise gun firing time of each shot, which is determined by the calibration method

discussed in the next section.

Typical seismic profiles derived from DAS contain obvious hyperbolic events generated

by our seismic sources. The data also contain low-frequency signals, as shown in Figure 5a,
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that might include surface waves. However, our study focuses on the direct and reflected

P waves, because the other source-generated waves like surface waves and converted waves

are incomparable to the streamer data. A simple band-pass filter (160–960 Hz) can atten-

uate most of the undesired low-frequency contents and reveal the seismic signal directly

propagating from the source as shown in Figure 5b. The direct wave is presented as a

hyperbola on at least 40 recording channels (approximately 80 m of the cable). Reflected

waves are barely observable in the shot profile, even after filtering. However, they can be

enhanced and observed after supergathering as discussed later. Because the DAS receivers

are trenched into the seafloor, the direct wave can be used to image the seafloor topography.

The waves reflected from the subsurface below the seafloor are used to image the subsurface

geological structures.

Seismic response of DAS in straight fiber

To demonstrate the seismic response of DAS to the direct P wave, we analyze both

source directivity and receiver response. We assume that our source size is much smaller

than the wavelength, such that the far field from a point source can be used. Due to

spherical divergence, the amplitude of the seismic wave traveling from a point source to a

receiver decreases linearly with the travel distance (r). Moreover, we consider the effect of

source ghost on the propagating wavefield. The directivity of a harmonic source and its

ghost can be combined with the spherical divergence to describe the propagating strain field

as follows:

εrr =
1

r

[
2 sin

(
2πfzs

v
cosϕ

)]
εsource, (15)

where εsource is the strain field of frequency f generated by the seismic source at the depth

zs, v is the wave velocity in the water, and ϕ is the angle between the wave propagating
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direction and the vertical axis as in Figure 6 (Drijkoningen, 2003). For the source depth

zs = 0.60 m and the velocity v = 1490 m/s, the directivity of the source with ghost

associated with the square bracket in equation 15 is illustrated in Figure 7.

P waves generate strains parallel to the direction of the wave propagation. The impinging

seismic waves, hence, induce strains in the cable, which are also transported from the buffer

layer to the fiber core. Suppose a planar P wave propagates along the r-axis which forms

the grazing angle θ with the straight cable along the x-axis as shown in Figure 6. The

only non-zero strain component carried by the wave is εrr. Therefore, the projection of this

strain component onto the cable axis is equal to

ε(c)xx = εrr cos
2 θ. (16)

On the other hand, the projection onto the normal axis to the cable is equal to

ε
(c)
⊥ = εrr sin

2 θ. (17)

We now consider the anisotropic physical properties of a straight optical fiber embedded

in a cable (elastic filler) as discussed by Kuvshinov (2016). Assuming that the fiber is per-

fectly coupled to the cable, the longitudinal deformation of both cable and fiber in response

to longitudinal forces forms the isostrain loading condition. That is, the longitudinal strain

εxx is transported from the cable to the fiber without losses:

ε(f)xx = ε(c)xx , (18)

where the superscripts (f) and (c) denote the fiber and cable, respectively. On the other

hand, the forces perpendicular to the cable axis with perfect coupling form the isostress

loading condition, i.e., σ(f)
⊥ = σ

(c)
⊥ . Hence, the transverse strain of the fiber is equal to the
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transverse strain of the cable multiplied by the ratio of effective Young’s modulus of the

cable (E(c)) to effective Young’s modulus of the fiber (E(f)):

ε
(f)
⊥ =

(
E(c)

E(f)

)
ε
(c)
⊥ ≡ αε

(c)
⊥ , (19)

where α is referred to as the ratio E(c)/E(f) implying the efficiency of the transverse strain

transfer from a cable to the embedded fiber. The coupling coefficient α becomes one, when

the cable and fiber are made from the same material. However, the layered materials of the

cable surrounding the fiber usually have smaller effective Young’s modulus than the fiber

core.

Using equation 12 and the definitions of fiber strains discussed above, we find that the

relative change of an optical path in DAS varies with the grazing angle as

∆Lo

Lo
≈ 0.7ε(f)xx − 0.2ε

(f)
⊥ =

(
0.7 cos2 θ − 0.2α sin2 θ

)
εrr. (20)

Figure 8 shows the responses of mapping the propagating strain field onto the optical

path change as defined in the parenthesis in equation 20 with different coupling coefficients

(α). For nonzero coupling coefficients, this expression implies that the P-wave amplitudes

become a small negative value (reverse polarity) when the grazing angle is near 90◦. This

agrees with the measurement done by Papp et al. (2017). It also supports our observation

in Figure 5b that the amplitude of the direct P wave does not fade towards the zero inline

offset. Nevertheless, many studies assume that the effective Young’s modulus of the cable

materials is much smaller than the fiber (α → 0), so that the contribution of the transverse

strain to the optical path change is negligible. Then, the optical path change is dominated

by the cos2 θ function (Mateeva et al., 2014; Kuvshinov, 2016). Therefore, they conclude

that a P wave arriving with an angle close to 90◦ will be poorly detected using DAS in a

straight fiber.
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The uses of the spatial moving average and the spatial phase change defined by gauge

length form two field arrays for a recording channel of DAS. The recorded signal (ADAS) is

the average strain at each sensing element. The average strain at a DAS channel is related to

the point strain, i.e., the optical path change, through the combined array response below:

ADAS =

sin
(
kxLG

2

)
kxLG

2

sin
(
kxLW

2

)
kxLW

2

(∆Lo

Lo

)
, (21)

where kx is the angular wavenumber along the fiber axis, LG is the gauge length, and LW is

the pulse width (Bakulin et al., 2020). Given the grazing angle θ, we obtain kx = k cos θ =

(2πf/v) cos θ. Therefore, equation 21 can be rewritten as

ADAS =

sin
(
πfLG

v cos θ
)

πfLG
v cos θ

sin
(
πfLW

v cos θ
)

πfLW
v cos θ

(∆Lo

Lo

)
, (22)

where f and v are the frequency and velocity of the wave, respectively. Figure 9 shows the

variation of the DAS array response with the frequency and velocity of the wave propagating

in the same direction as the fiber axis (θ = 0). On the other hand, Figure 10 shows its

variation with the frequency and grazing angle of the wave in the water, where v = 1490 m/s.

In this experiment, we use LG = LW = 4.08 m. The combined response of the point strain

response in equation 20 and the DAS array response in equation 22 are the product of

the two responses. This product contributes to the total DAS receiver array response as

illustrated in Figure 11.

Combining the response of both source and receiver arrays from equations 15, 20, and 22,
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we obtain the total directivity of the DAS system for a marine seismic survey as follows:

ADAS ≈

sin
(
πfLG

v cos θ
)

πfLG
v cos θ

sin
(
πfLW

v cos θ
)

πfLW
v cos θ


×
(
0.7 cos2 θ − 0.2α sin2 θ

)
× 1

r

[
2 sin

(
2πfzs

v
cosϕ

)]
εsource.

(23)

We can further rearrange equation 23 to determine the DAS amplitude variation with

the receiver depth z and the inline offset hx at different crossline offsets hy. Here, d =√
z2 + h2y, r =

√
h2x + d2, h =

√
h2x + h2y, θ = arctan (d/hx), and ϕ = arctan (h/z). For

a wave frequency at 600 Hz and perfect coupling in the DAS cable (α = 1), Figures 12

and 13 show different relative amplitude responses of DAS to the direct P wave generated

from a marine point source at 0.6 m depth, where the crossline offsets are 0 and 60 m,

respectively. The amplitude responses at key water depths are also plotted at the bottom

of each corresponding figure for clarity. For a wave with 600 Hz frequency and 1490 m/s

velocity, we observe that the DAS receiver response negatively boosts the DAS amplitude

at small inline offsets as shown in Figures 12b and 13b. On the other hand, it reduces the

negative amplitude response at large inline offsets, where the response is a positive side

lobe. This variation is also observed in the total response of the combined source and DAS

arrays in Figures 12c and 13c.

We now consider the DAS amplitude response corresponding to the shot number 951 at

the position of 2546 m as shown in Figure 5. At this position, the water depth is about 20 m,

and the crossline offset is about 60 m as shown later in Figure 18. Figure 13c illustrates

that the direct P wave from this source position is presented at small inline offsets in the

DAS data. The amplitude should fade towards the larger offsets until about 40 m inline

offset, at which the amplitude begins changing to the opposite polarity. At larger offsets,
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the amplitude continues in this reverse polarity and tends to increase gently with offsets.

Thanks to the reciprocity relation of source and receiver, we can also observe this am-

plitude variation in a common receiver gather from channel number 1251 at position of

2555 m as plotted in Figure 14. Here, all of the seismic traces are associated with the same

seabed condition at the receiver. Since the source signal is approximately identical for all

the shots, the amplitude variation of the direct wave in this receiver gather mainly depends

on the propagation angle of the wave. In Figure 14b, we observe the polarity flips of the

direct wave at the inline offsets of −47 m and 56 m as marked by green arrows. The inline

offsets where polarity flips occur are about 10 m larger than our estimate from Figure 13c.

The discrepancy could result from the uncertainty of the source depth, wave frequency, ve-

locity, and coupling coefficient parameters used in our calculation. The actual source depth

depends on the sea state, while the actual wave is a multi-frequency wave pulse. Moreover,

the actual P-wave velocity of the media around the fiber may be higher than the velocity

in the water used in our calculation. It is also difficult to determine a precise critical offset

from the real data, since this is the point where various types of waves including reflection,

refraction, direct wave and surface wave are juxtaposed. Because the amplitude of the direct

P wave in DAS is very small at this point, all the other waves become dominant. Despite

some deviations, our observations are generally described by equation 23.

Note that the amplitude response based on equation 23 depends on several factors

including the dominant frequency of the signal being recorded, and the physical properties

of the telecommunication cable. This equation gives a possible explanation for the amplitude

characteristics observed in our DAS data generated from a high-frequency seismic source.

It is beyond the scope of this article to precisely determine the parameters, especially the

coupling coefficient α, contributing to the amplitude response. For the further analysis in
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this article, we focus on the methods to produce subsurface images, for which the coupling

between impinging seismic waves and the DAS recorded signals is irrelevant.

METHODS

As a key reference, the seismic image of the seafloor and the subsurface from the single-

channel streamer data is obtained through the following processes:

1. Apply a static time shift to redatum the source and receiver to the sea surface.

2. Apply Normal Move Out (NMO) correction to correct the traveltime from arbitrary

offsets to zero offset, where the source and receiver are virtually at the same position.

To be compared with the DAS data set, the NMO velocity from DAS data processing

is used.

3. Mute the undesired direct wave.

4. Apply zero-offset time migration using the NMO velocity.

We also resample the streamer seismic data from 0.25 ms to 0.44 ms to match the time

sampling interval of the DAS data.

Calibration of DAS seismic data

In contrast to streamer data, DAS data are continuously recorded along the cable with

many more recording channels. To extract a shot profile from this continuously recorded

data, we need to know the precise gun firing time of the source. However, it is our limitation

that synchronous sampling of the DAS and streamer recording systems was not used in our

experiment. Therefore, we use the coordinated universal time (UTC) time stamps of the
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gun firing from the recorded streamer data to tailor the continuously recorded DAS data

into several shot profiles. Unfortunately, the streamer data are recorded in SEG-Y format,

in which the time stamps are stored at the accuracy of 1 s only. In contrast, the recording

time interval of the DAS data is 0.44 ms. Therefore, it is uncertain to define the exact

time sample in the DAS data when the gun is fired from the given time stamp with lower

precision. To overcome this challenge, we propose a data-driven method to estimate the

start time of each shot record from the corresponding first arrival time in our DAS data.

Assuming the DAS receivers are on the seafloor, the first arrival event at near offsets is

the direct wave propagating from the source to DAS receivers as shown in Figure 6. Given

time picks of the first arrival at the inline offset of hx = 0 and any hx, we can estimate the

source-to-cable distance (d) and, then, the start UTC time of a DAS shot record (t0) using

the following expressions (see Appendix A for derivation):

d =
v

2∆τ

(
h2x
v2

− (∆τ)2
)
, (24)

and

t0 = t{hx=0} − τ{hx=0} = t{hx=0} −
d

v
, (25)

where v is the P-wave velocity in the sea water, t is the picked UTC time at which the direct

wave arrives at a receiver on the DAS cable, τ is the traveltime for the wave that propagates

directly from the source to a receiver, and ∆τ is the difference between τ at hx = 0 and τ

at any hx. That is, ∆τ = τ{hx} − τ{hx=0} , where τ{hx=0} = d
v by definition. In this study,

we assume the velocity in water to be constant at 1490 m/s. Using the expressions above,

we can derive the start UTC time of every shot and construct individual shot profiles of

DAS.

It should be noted that equation 24 can determine the distance (d) between source and
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DAS cable, even if no information of the source position is given. Consequently, equation 25

requires no source parameter to determine the gun firing time. Using this method, we find

that the actual gun firing time interval is slightly shorter than the value we set to the

shooting box. Moreover, given the water depth (z) of a receiver, we can estimate the

crossline offset (hy) using the expression below,

hy =
√
d2 − z2. (26)

Therefore, with sufficient constraints from the recording geometry, it is possible to derive

the positions and time of sources from DAS data by analyzing the traveltime of the direct

wave. Then, we may use the signals from unknown sources for subsurface imaging, which

should be studied further. Nevertheless, this article will focus on the DAS application using

controlled seismic sources. Even if there are no time synchronization issues in the survey,

our proposed method can still be used to calibrate the positions and times of the seismic

sources.

DAS seismic processing

Given shot profiles recorded by DAS, we do preconditioning steps to enhance the S/N

of the data followed by imaging steps. Since the receivers are located at the seafloor, the

seismic images of the seafloor and its underlying subsurface structures are generated from

different seismic events. The seafloor image, i.e., water depth topography, can be derived

from the direct wave from source to the receivers on the seafloor. On the other hand,

the structural image below the seafloor can be derived from the corresponding seismic

reflections. Hence, we require two different imaging methods to generate the complete

subsurface image comprising both seafloor topography and its underlying structures. The
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processing sequence for DAS data is summarized in Appendix B.

NMO correction for direct wave

The direct wave from the source to the DAS receivers on the seafloor is illustrated in

Figure 15. The NMO traveltime correction (∆tNMO,direct) is to map the traveltime (tdirect)

of the direct wave event to tz, which is the one-way traveltime for the vertical propagation

distance of z. The NMO correction for the direct wave is

∆tNMO,direct ≡ tdirect − tz =

√
t2z +

h2

v2
− tz, (27)

where tdirect =
√

t2z +
h2

v2
, h ≡

√
h2x + h2y, hy =

√
d2 − z2, and z is the known water depth for

the central receiver (hx = 0). Thus, the correction will produce the one-way-time zero-offset

seismic gather where the source is virtually right above the central receiver. Multiplying

the time axis by two will convert the gather into two-way time to be comparable with the

seismic reflection data from the streamer.

In practice, we redatum the source and receivers to be at the sea surface prior to NMO

correction to output the two-way traveltime seismic image. That is, the receiver static

correction of tz is added to the traveltime of the wave path in Figure 15a. Then, the

traveltime of the shot profile after redatuming to the sea surface is defined as:

Tdirect ≡ tdirect + tz, (28)

where tdirect is the one-way traveltime of direct wave from source to a receiver. Here, the

NMO correction is to map the redatumed traveltime Tdirect into the two-way traveltime for

the vertical propagation distance from source to the seafloor, i.e.,

Tz = 2tz. (29)
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Hence, the NMO correction for the direct wave after redatumed to the sea surface is

∆TNMO,direct ≡ Tdirect − Tz = tdirect − tz = ∆tNMO,direct. (30)

Using equations 27 and 29, we can explicitly derive the NMO correction for redatumed

traveltime of direct wave in equation 30 as follows:

∆TNMO,direct = Tdirect − Tz =

√
T 2
z

4
+

h2

v2
− Tz

2
. (31)

NMO correction for reflected wave

After redatuming source and receivers to the sea surface, we can apply a conventional

NMO correction to the reflected wave. The NMO correction for the two-way traveltime of

reflected wave can be written as follows:

∆TNMO,reflected = Treflected − Tz =

√
T 2
z +

h2

v2rms

− Tz, (32)

where Treflected is the two-way traveltime of the reflected wave to the virtual receiver at the

sea surface, Tz is the two-way traveltime for the vertical propagation distance from source

to the reflector, and vrms is the root-mean-square (RMS) velocity from the sea surface to the

reflector. Velocity analysis is required to estimate proper velocities for different reflectors.

When the NMO correction for the direct wave using equation 31 is applied, the direct

wave becomes flat in the common shot gather; however, all the subsurface reflections below

the seafloor are overcorrected. On the other hand, the reflections will become flat if the

NMO correction for reflected wave in equation 32 is applied using the proper velocity.

However, the direct wave would then be undercorrected.
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NMO stretch

NMO correction causes an inevitable frequency distortion, namely NMO stretching,

especially for shallow events and at large offsets. As a result of stretching, seismic events

are shifted to lower frequencies. The wavelet with a dominant period τ is stretched such

that its period after NMO correction becomes τNMO, which is greater than τ by ∆τNMO.

That is,

τNMO = τ +∆τNMO. (33)

Stretching is quantified by the change in the period of the wavelet divided by the initial

dominant period, i.e., ∆τNMO/τ . Hence, stretching for direct wave NMO correction for

τ ≪ Tz is quantified by

∆τNMO,direct

τ
≈

∆TNMO,direct

Tz +∆TNMO,direct
, (34)

where Tz is the two-way traveltime for the vertical propagation distance from source to the

seafloor, and ∆TNMO,direct is given by equation 31. This equation implies that the NMO

stretch can be increased by the decrease of the water depth and the increase of offset. The

derivation of equation 34 is given in Appendix C.

On the other hand, stretching for reflected wave NMO correction for τ ≪ Tz is quantified

by

∆τNMO,reflected

τ
≈

∆TNMO,reflected

Tz
, (35)

where Tz is two-way traveltime for the vertical propagation distance from source to the

reflector, and ∆TNMO,reflected is given by equation 32. This expression is the same as NMO

stretch for two-way traveltime reflections for any surface source and surface receiver (Yilmaz,

2001).
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Temporal resolution

We now analyze a combined effect of the two DAS arrays associated with pulse width

LW and gauge length LG on the temporal resolution of a plane wave propagating with

velocity v and the grazing angle θ to the fiber axis. The effective fiber length of the

combined array is the summation of the length of the two arrays, i.e., Leffective = LW +LG.

Then, the arrival time of a plane wave at the two ends of this effective array is different

by ∆τDAS = (Leffective cos θ) /v. A plane wave with a dominant period τ is transformed by

DAS arrays to be extended along the time axis by this time delay. Hence, the ratio of the

time delay to the dominant period of the wave is determined by

∆τDAS

τ
=

f (LG + LW )

v
cos θ, (36)

where f = 1/τ is the dominant frequency of the wave, and cos θ = hx/
√
z2 + h2x + h2y. The

ratio of the time delay to the wave period given by this equation may be interpreted as the

stretching due to DAS response, since it is similar to the definition of NMO stretching. DAS

stretching vanishes at the zero inline offset, where the wave propagates in the perpendicular

direction to the fiber axis. Therefore, DAS stretching can be neglected for the data at

nearly zero inline offset, while NMO stretching dominates the temporal resolution of the

final images.

Image quality

The quality of an image can be evaluated by its signal-to-noise ratio (S/N). Hence, we

use the S/N to quantitatively compare the quality of the DAS and streamer images. In our

analysis, S/N of the ith trace is defined as the ratio of the power of the signal (Psignal,i)
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within the trace to the average background noise power (Pnoise) of the whole survey:

(S/N)i =
Psignal,i

Pnoise
=

(
Asignal,i

Anoise

)2

, (37)

where Asignal,i is the RMS amplitude of the samples within the signal window from the ith

trace, and Anoise is the RMS amplitude of the samples within the background noise window

from all of the traces. The ratio can be expressed in decibels (dB) as

(S/N)dB = 10 log10 (S/N) . (38)

RESULTS AND DISCUSSION

The key seismic imaging from DAS data begins with NMO corrections. Figure 16

illustrates the results of NMO corrections for direct wave and reflected waves in a super shot

gather of the real data. The figure illustrates a supergather at shot number 2161, which

is approximately at 2877 m distance on the cable, which is aligned with the horizontal

axis in Figure 17. An offset trace in a supergather is derived by summing the seismic

traces from nearby shots at the same offset bin. Supergathering can significantly enhance

the S/N. However, it typically causes lower temporal resolution, as it stacks the waves

with inconsistent phases. This supergathering technique is also applied to enhance the key

seismic events for velocity analysis. The NMO corrections for direct wave and reflected

waves are carried out independently after noise attenuation, redatuming to sea surface, and

data regularization. The velocity models used in the NMO corrections are obtained by

time-velocity scanning semblance analysis, where the velocity in water is assumed to be

1490 m/s. Note that the minimum offset in this shot gather is about 30 m. Hence, the first

arrivals in all of the existing traces in this gather are reflected waves, not the direct wave.

After NMO corrections are applied, we mute the data with severe NMO stretch at far
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offset and stack all the traces below the mute function. Then, two stacked section are

derived, i.e., one from direct wave and the other from reflected waves. After stacking the

NMO corrected gathers of DAS data, we combine the two stacked sections by summing the

traces from the same shot. Then, we broaden the amplitude spectrum to be comparable with

the reference seismic data from the streamer. We finally apply zero-offset time migration to

the stacked data and compare the result with the image from streamer data in Figure 17.

Figures 17a and 17b show the migrated images from streamer and DAS, respectively. The

DAS image contains stronger high-frequency noise than the streamer image. The dominant

frequency of DAS image is also somewhat lower, and the bandwidth is narrower than the

streamer image.

We observe that the DAS image below the seafloor is contaminated by high-frequency

noise, while the streamer image is somewhat cleaner. Therefore, we apply additional signal

enhancement processing to the image by trace mixing of surrounding 21 traces and applying

a high-cut filter at 480 Hz. These additional steps are applied to both streamer and DAS

images, and the results are shown in Figures 17c and 17d, respectively. After signal en-

hancement, the continuity of the seafloor images is improved, and the subsurface reflections

in the images become obvious and easy to interpret. Key seismic reflections can be observed

in both images as highlighted by the yellow arrows in the figures. However, the signal en-

hancement reduces the frequency bandwidth and, hence, the image resolution. Therefore,

the trade-off between enhancing the signal and maintaining the frequency bandwidth should

carefully be tested to optimize the DAS image quality.

The geological image from streamer data results from seismic reflections, while the direct

wave does not penetrate through any structure below the seafloor. On the other hand, the

DAS seismic imaging uses both direct wave and reflections to construct the geological image.
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Figure 17d illustrates that the seafloor and underlying subsurface structures can be imaged

from DAS seismic data by our processing sequence. The seafloor and subsurface image

from DAS data is comparable with the reference image from streamer data in Figure 17c.

Note that the DAS image represents the image at a different position from the streamer

data, since their receiver positions are different. Therefore, the subsurface structures in the

images from streamer and DAS are slightly different.

We observe that the DAS image has low resolution in the shallowest part of the line

between 2500 m and 2700 m, where the crossline offset is larger than the water depth. The

primary reason is that our DAS data lack near-offset information, while the water depth

is shallow at these locations. Therefore, the effect of NMO stretch becomes significant

and causes a low dominant frequency content in the NMO result, especially for the water

bottom event. Note that NMO stretch for the water bottom event depends on water depth

and offset according to equation 34. The stretch increases with the decrease of the water

depth and the increase of offset. Figure 18a illustrates the variations of water depth and

minimum offset at different receiver positions. The minimum offset is the crossline offset

(hy) as illustrated in Figure 6. The source-to-cable distance (d) is also plotted in Figure 18a.

In addition, Figure 18b shows the minimum stretch associated with the water bottom event.

The minimum offset for the towed streamer is assumed to be 10 m throughout the survey.

We observe that the minimum NMO stretch for DAS data is significantly larger than the

minimum stretch for towed streamer data. Thus, the water bottom image from DAS has

lower resolution than the image from the towed streamer as shown in Figure 17. The

resolution of the DAS image is extremely low in the shallow water area at 2500–2600 m

along the cable. To obtain a higher resolution image, we should have controlled the seismic

source to be laterally closer to the DAS cable. That is, we must reduce the crossline offset
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between source and the DAS cable during the survey, so that the NMO stretch is minimized.

Then, a higher resolution seismic image can be achieved. The requirement of short crossline

offset is crucial especially for any shallow water environment.

The effect of NMO stretch is illustrated in Figure 19, which compares a near trace

gather of the DAS data before and after NMO correction for the direct wave. Each trace of

the near trace gather is formed by stacking those seismic traces with inline offset less than

2 m from the corresponding shot gather. The gather represents the DAS data with nearly

zero inline offset. That is, the offset of each trace in the gather is approximately equal to

the crossline offset. In Figure 19a, we observe coherent seismic events (direct wave) before

NMO correction that would contribute to the seafloor image. These events have comparable

temporal resolution to the streamer data as shown in Figure 4. The key coherent seismic

events are indicated by the black arrows in Figure 19. When the NMO correction for the

direct wave is applied, the events are shifted in time and their characteristics are deformed

by NMO stretch. NMO stretch deforms the wavelet to have lower frequency than the

original form. As shown in Figure 19b, the stretch is enormous especially in the shallow

water depth and large crossline offset like event “A”. In contrast, we see less NMO stretch

where the crossline offset is short, and the water is deep like event “B”. This observation is

aligned with the plot of minimum stretch in Figure 18b.

Figure 20a compares S/N in dB of the images from DAS and towed streamer around the

water bottom. As plotted in Figure 17, the signal window is defined between the orange and

green horizons, whereas the noise window is defined between the blue and orange horizons.

We observe that the images from the towed streamer data generally have higher S/N than

the DAS images, especially when the seafloor is shallow. On the other hand, Figure 20b

compares the normalized power spectrum of the images in the signal window from streamer
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and DAS after the same postmigration signal enhancement processing. We observe that the

DAS image has lower dominant frequency than the streamer image. Moreover, the DAS

image has more low frequency content than the streamer image.

Limitations of the study

We emphasize that our comparison is not one-to-one in the sense that the streamer

data result from the summation of the 24 hydrophone elements (approximately 7 m) into

one single channel. Stacking of 24 hydrophone elements corresponds to an improved S/N

of the square root of the number of stacking elements (nearly 5 times in this case). This

is the major explanation why the raw streamer data have less noise compared to the raw

DAS data. The DAS data are recorded from each sensing element with a gauge length

of 4 m. Furthermore, under an angle mute function, we sum the recorded data from at

least 40 channels of 2 m spacing (approximately 80 m) with obvious signals as observed in

Figure 5 to form a single trace of the DAS image in Figures 17b and 17d. The multi-channel

summation of the DAS data significantly enhances the S/N. However, the optimal number

of channels to be summed is still limited by the desired temporal resolution associated with

the offset-dependent NMO stretch. Therefore, we recommend testing the mute function for

stacking in order to find a compromise between the signal enhancement and the temporal

resolution.

Our seismic analysis covers the range from 160–480 Hz, corresponding to the wavelengths

in the range of 9.4 to 3.1 m with the velocity of 1490 m/s. However, the bandwidth of

the seismic source used in this experiment ranges from 350–1000 Hz with the dominant

frequency at about 600 Hz. For wave velocities in the order of 1490 m/s, this corresponds

31



to wavelengths in the range of 4.3 to 1.5 m, with the dominant energy at a wavelength of

2.5 m. Thus, with a DAS interrogator operating with a 4 m gauge length, the seismic waves

propagating in parallel to the cable with frequency greater than the 375 Hz notch cannot be

properly resolved by DAS (see Figures 9 and 10 for DAS array response). Using a seismic

source with stronger low frequency emission or operating the DAS interrogator at shorter

gauge lengths should, therefore, improve the DAS image resolution. Furthermore, with a

more powerful source at low frequencies, it might be possible to utilize more DAS channels

at larger inline offsets (a longer cable length) to construct a larger aperture which might

improve the spatial resolution and provide deeper imaging capabilities with DAS. Note

that the seismic source used in our experiment is relatively weak compared to conventional

seismic sources such as air guns.

Our major objective of this article is to achieve a qualitative comparison of the two types

of data to demonstrate the enormous potential for DAS data, despite its higher background

noise level. The tremendous advantage for the DAS data is the number of channels in the

long fiber optic cable. We aim to indicate that it is possible for DAS to record data over

a long distance (several kilometers) to form subsurface images with comparable quality to

those formed with the conventional streamer. The advantage of having excessive receivers

over a long distance can be exploited for several other applications, such as tracking the

positions of marine vessels, marine mammals, earthquakes and so on. However, this article

is limited to a simple comparison of conventional seismic imaging to DAS imaging for seismic

exploration based on different acquisition geometries.

The results shown in this article clearly prove that we can use DAS cables together with

controlled seismic sources to construct a subsurface image comparable to a conventional

seismic survey using towed streamers. To obtain a DAS image with high quality and high
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S/N, we require sufficient source energy within the frequency range limited by the gauge

length, which implies the spatial resolution of DAS. Moreover, we have to minimize the

crossline offset between the source and the DAS cable during the survey to prevent excessive

stretch and improve the image resolution. Thus, we can conclude that it is possible to use

DAS from existing dark fiber optic cables together with appropriate seismic sources for

subsurface imaging. If a conventional seismic survey is conducted above recording DAS

cables, the near-surface seismic image from DAS can be obtained and used for geohazard

analysis prior to any construction on the seafloor. Hence, we envisage many possibilities of

DAS to support various subsurface exploration activities.

CONCLUSION

We can produce subsurface images from seismic data acquired by DAS in a submarine

telecommunication cable. The quality of the images can be improved by using a seismic

source with sufficiently large energy within the low-frequency range matching the spatial

resolution of DAS. A low frequency seismic source would also improve the penetration to

deeper geological structures, and, hence, deeper seismic images. The temporal resolution

can be improved by minimizing the crossline offset between seismic sources and the DAS

cable. For water depths larger than the offset range used for DAS imaging, we find that DAS

and hydrophone data have about the same quality. The DAS recording can be carried out

simultaneously with any conventional seismic survey to support geohazard analysis below

the seafloor and various subsurface exploration activities. The operational advantages of

DAS over node systems and the validity of DAS for near-surface seismic imaging will sustain

the growth of DAS in the seabed seismic market.
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APPENDIX A

DISTANCE BETWEEN SOURCE AND CABLE

From Figure 6, we define that t0 is the UTC time when the source is fired, t is the UTC

time when the direct wave arrives at a receiver, and τ is its traveltime from the source to

the receiver. Thus,

τ = t− t0. (A-1)

Assuming the constant velocity v, we can compute the travel distance of the direct wave

from source to the receiver with the inline offset hx as follows:

vτ =
√

d2 + h2x, (A-2)

where d is the distance between source and the DAS cable. Hence, the traveltime of the

direct wave can be written as a function of the inline offset hx as follows:

τ{hx} =
1

v

√
d2 + h2x. (A-3)
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The subscript on variable τ denotes its functional dependence on the inline offset hx. To

the receiver at zero inline offset (hx = 0), the traveltime has a minimum at

τ{hx=0} =
d

v
. (A-4)

Hence, the difference between the traveltime at zero inline offset and the traveltime at an

arbitrary offset is defined as follows:

∆τ = τ{hx} − τ{hx=0} =
1

v

√
d2 + h2x −

d

v
. (A-5)

Rearranging equation A-5, we obtain equation 24 via the following steps:

∆τ +
d

v
=

1

v

√
d2 + h2x (A-6)(

∆τ +
d

v

)2

=
1

v2
(
d2 + h2x

)
(A-7)

(∆τ)2 + 2(∆τ)

(
d

v

)
+

d2

v2
=

d2

v2
+

h2x
v2

(A-8)

d =
v

2∆τ

(
h2x
v2

− (∆τ)2
)
. (A-9)

APPENDIX B

DAS DATA PROCESSING SEQUENCE

The processing sequence for DAS data is listed below:

1. Do radial trace mixing by summing the seismic traces from neighboring shots (3:1

shots).

2. Apply a band-pass frequency filter for 160 Hz/ 20 dB – 960 Hz/ 20 dB.

3. Apply static correction to redatum both source and receivers to the sea surface.

4. Regularize data using offset bin spacing of 1 m.
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5. Apply NMO correction to correct the traveltime from arbitrary offsets to zero offset

for the two events below separately using different correction methods:

(a) The direct arrival from source to the DAS receivers on the seafloor.

(b) The primary reflections from the geological structures underlying the seafloor.

6. Attenuate multiple reflections in the Radon domain.

7. Mute the undesired NMO stretch at far offsets (0–30 degrees with 76 m preserved

minimum offset)

8. Stack the NMO data from all offset bins.

9. Combine the NMO stacks from both the direct arrival and reflections to construct a

zero-offset seismic reflection data set where source and receivers are virtually at the

sea surface.

10. Apply spectral whitening.

11. Apply zero-offset time migration using the NMO velocity for primary reflections.

12. Do radial trace mixing by summing the seismic traces from surrounding 21 traces.

13. Apply a high-cut filter at 480 Hz/ 20 dB.

APPENDIX C

MOVEOUT STRETCH FOR DIRECT WAVE

Considering the DAS data after redatuming the source and receivers to the sea surface,

the direct wave moveout equation associated with the onset of the wavelet with the arrival
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time Tdirect at offset h is given by equation 31. This expression can be rearranged as follows:(
Tdirect −

Tz

2

)2

=
T 2
z

4
+

h2

v2
(C-1)

T 2
direct − TdirectTz +

T 2
z

4
=

T 2
z

4
+

h2

v2
(C-2)

T 2
direct − TdirectTz =

h2

v2
. (C-3)

After applying NMO correction for the direct wave, the wavelet of dominant period τ is

stretched, then its dominant period becomes τNMO = τ +∆τNMO,direct as previously defined

in equation 33. Thus, the moveout equation associated with the termination of this wavelet

can be derived by replacing Tdirect with Tdirect + τ , and replacing Tz with Tz + τNMO in

equation C-3. That is,

(Tdirect + τ)2 − (Tdirect + τ) (Tz + τ +∆τNMO,direct) =
h2

v2
(C-4)

(
T 2
direct + 2Tdirectτ + τ2

)
−TdirectTz − Tdirectτ − Tdirect∆τNMO,direct

−τTz − τ2 − τ∆τNMO,direct =
h2

v2

(C-5)

[(
T 2
direct − TdirectTz

)
− h2

v2

]
+(Tdirect − Tz) τ = (Tdirect + τ)∆τNMO,direct.

(C-6)

The first term on the left-hand side of equation C-6 becomes zero by the relation in equa-

tion C-3. Accordingly, using the definition of ∆TNMO,direct from equation 30, we can derive

the moveout stretch for direct wave from equation C-6 as follows:

(∆TNMO,direct) τ = (Tz +∆TNMO,direct + τ)∆τNMO,direct (C-7)

∆τNMO,direct

τ
=

∆TNMO,direct

Tz +∆TNMO,direct + τ
. (C-8)
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Assuming that τ ≪ Tz, the moveout stretch for direct wave can be approximated by the

following expression:

∆τNMO,direct

τ
≈

∆TNMO,direct

Tz +∆TNMO,direct
. (C-9)
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LIST OF FIGURES

1 Photos of (a) NTNU’s research vessel Gunnerus (retrieved from https://www.

flickr.com/photos/trondheimhavn/5036332012/), and (b) the crew in action to recover

the HMS-620 Bubble Gun source.

2 Source and receiver location map of the marine seismic survey in the Trondheims-

fjord, Norway. The vessel route (dashed red line) is controlled to be close to the DAS

receiver cable (solid magenta line) as much as possible. The receiver positions are anno-

tated as the distance along the DAS cable. The background water depth map is shown by

courtesy of Kartverket (Norwegian Mapping Authority).

3 Top view of the acquisition layout. The source and the streamer are towed approx-

imately 20 m behind R/V Gunnerus. The diagram is not to scale.

4 A common-channel seismic gather recorded by a towed single-channel streamer. It

is also a common-offset gather at 10 m offset. The direct wave (A) and the reflections from

the seafloor (B) and subsurface bedrock (C) are highlighted.

5 A shot profile (shot number 951 at 2546 m inline position) of multi-channel DAS

seismic records: (a) raw data, and (b) data after applying a band-pass filter of 160–960 Hz

for illustration. The yellow arrow indicates the direct wave from source to the seabed re-

ceivers.

6 DAS recording system and its seismic source, where τ is the traveltime of direct

wave propagation with velocity v from source to a receiver at the inline offset hx. At the re-

ceiver with zero inline offset (hx = 0), the traveltime is shortest and equal to τ{hx=0} = d/v,

where d is the distance between the source and DAS cable.

7 Amplitude directivity of a harmonic point source with ghost as a function of wave

frequency and propagating angle from the vertical axis as defined in the square bracket in
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equation 15. The spherical divergence (1/r) is excluded in this plot. The source depth is

0.60 m below the sea surface, and the wave velocity is 1490 m/s.

8 The optical point strain variation with the grazing angle of a plane wave impinging

the DAS cable with different coupling coefficients (α) (see equation 20).

9 The variation of the DAS array response (LG = LW = 4.0852 m) with the fre-

quency and velocity of wave propagating in the same direction as the fiber axis (θ = 0).

10 The variation of the DAS array response (LG = LW = 4.0852 m) with the fre-

quency and grazing angle of wave in water, where v = 1490 m/s.

11 The total DAS receiver array response of the response to the strain field in Figure 8

and the DAS array response in Figure 10: (a) α = 0, (b) α = 0.5, and (c) α = 1. Each

plot is equivalent to the product of the point strain response with the associated coupling

coefficient α in equation 20 and the DAS array response in equation 22.

12 Responses of DAS system in a straight fiber (α = 1) to a spherical P wave from

a point source at 0 m crossline offset: (a) the array response of source and its ghost with

spherical divergence term applied, (b) the combined DAS array response to the strain field,

and (c) the total response of both source and DAS arrays. The responses at key water

depths are plotted at the bottom. Source is at 0.6 m depth and the wave propagates with

1490 m/s velocity at 600 Hz.

13 Responses of DAS system in a straight fiber (α = 1) to a spherical P wave from

a point source at 60 m crossline offset: (a) the array response of source and its ghost with

spherical divergence term applied, (b) the combined DAS array response to the strain field,

and (c) the total response of both source and DAS arrays. The responses at key water

depths are plotted at the bottom. Source is at 0.6 m depth and the wave propagates with

1490 m/s velocity at 600 Hz.
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14 A common receiver gather (channel number 1251 at 2555 m inline position) of DAS

seismic records: (a) raw data, and (b) data after applying a band-pass filter of 160–960 Hz

for illustration. The direct P wave from consecutive shots to the receiver on the seafloor

is indicated by the yellow arrow. Polarity flips of the direct arrival are highlighted by the

green arrows.

15 Description of NMO correction for the one-way traveltime of the direct wave in

DAS recording system: (a) the geometry of the direct wave, and (b) the schematic plot of

the direct wave in a shot gather before and after NMO correction. The NMO corrected

traveltime of the direct wave is equal to the one-way traveltime along the vertical axis to

the seafloor.

16 NMO corrections for the real DAS data set after redatuming to the sea surface

and regularization. Supergathering the data from 21 shots around the shot number 2161,

of which the position is approximately at 2877 m on the cable, is made to enhance S/N for

illustration: (a) A super shot gather sorted by regularized absolute horizontal offsets from

the source to the DAS receivers. (b) The result of NMO correction for direct wave. (c) The

result of NMO correction for reflected wave. The dashed blue line is the direct wave event

and the dashed orange line is a key reflection event, which are estimated by the associated

time-velocity picks. The solid yellow line is the external mute function to be applied before

stacking the data along offset.

17 Poststack time migrated seismic images from different data sets: (a) the reference

image from a towed single-channel streamer with a 24-element hydrophone array of 7 m

active length, (b) the image from seabed DAS with 4 m gauge length, (c) the image of

(a) with additional signal enhancement applied, and (d) the image of (b) with the same

enhancement applied. The seismic events associated with the water bottom and subsurface
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reflections are presented in both images. Subsurface reflections in DAS image are high-

lighted by yellow arrows in comparison with the reference image. The horizontal axis is the

distance along the cable. The horizons plotted in (c) and (d) define the signal and noise

windows for computing the S/N and spectrum in Figure 20. Signal window is defined be-

tween orange and green horizons, whereas noise window is defined between blue and orange

horizons.

18 Plots of the following variables at different positions along DAS cable: (a) the wa-

ter depth (blue), the crossline horizontal offset from source to the DAS cable (orange), the

distance between source and the DAS cable (green); and, (b) the minimum NMO stretch

associated with the water bottom events in DAS data (solid blue line) and towed streamer

data (dashed orange line).

19 Illustration of NMO stretch effect on a near trace gather of DAS data where sources

and receivers are redatumed to the sea surface: (a) near trace gather from the DAS data

with common inline offset, and (b) the same gather after NMO correction for the direct

wave is applied. The black arrows indicate the two events before and after NMO correction

as described in the texts.

20 QC plots corresponding to the seismic images from DAS (blue) and towed streamer

(orange) with additional signal enhancement applied as shown in Figures 17c and 17d: (a)

S/N at different seismic traces, and (b) normalized amplitude spectra within the signal and

noise windows. Signal window is defined between orange and green horizons, whereas noise

window is defined between the blue and orange horizons in Figure 17.
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a) b)

Figure 1: Photos of (a) NTNU’s research vessel Gunnerus (retrieved from https://www.

flickr.com/photos/trondheimhavn/5036332012/), and (b) the crew in action to recover

the HMS-620 Bubble Gun source.

– GEO-2020-0834.R2
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Figure 2: Source and receiver location map of the marine seismic survey in the Trond-

heimsfjord, Norway. The vessel route (dashed red line) is controlled to be close to the DAS

receiver cable (solid magenta line) as much as possible. The receiver positions are anno-

tated as the distance along the DAS cable. The background water depth map is shown by

courtesy of Kartverket (Norwegian Mapping Authority).
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Source
(HMS-620 Bubble Gun)
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10 m

Figure 3: Top view of the acquisition layout. The source and the streamer are towed

approximately 20 m behind R/V Gunnerus. The diagram is not to scale.
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Figure 4: A common-channel seismic gather recorded by a towed single-channel streamer.

It is also a common-offset gather at 10 m offset. The direct wave (A) and the reflections

from the seafloor (B) and subsurface bedrock (C) are highlighted.
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Figure 5: A shot profile (shot number 951 at 2546 m inline position) of multi-channel DAS

seismic records: (a) raw data, and (b) data after applying a band-pass filter of 160–960 Hz

for illustration. The yellow arrow indicates the direct wave from source to the seabed

receivers.
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Source

DAS (receivers)

Sea surface

Figure 6: DAS recording system and its seismic source, where τ is the traveltime of direct

wave propagation with velocity v from source to a receiver at the inline offset hx. At the

receiver with zero inline offset (hx = 0), the traveltime is shortest and equal to τ{hx=0} =

d/v, where d is the distance between the source and DAS cable.
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Figure 7: Amplitude directivity of a harmonic point source with ghost as a function of wave

frequency and propagating angle from the vertical axis as defined in the square bracket in

equation 15. The spherical divergence (1/r) is excluded in this plot. The source depth is

0.60 m below the sea surface, and the wave velocity is 1490 m/s.

– GEO-2020-0834.R2

54



0 30 60 90 120 150 180
Angle [θ] (degree)

−0.2

0.0

0.2

0.4

0.6

0.8

Am
pl
itu

de

α=0.0
α=0.5
α=1.0

Figure 8: The optical point strain variation with the grazing angle of a plane wave impinging

the DAS cable with different coupling coefficients (α) (see equation 20).
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Figure 9: The variation of the DAS array response (LG = LW = 4.0852 m) with the

frequency and velocity of wave propagating in the same direction as the fiber axis (θ = 0).

– GEO-2020-0834.R2

56



0 30 60 90 120 150 180
Angle [θ] (degree)

0

200

400

600

800

1000

1200

Fr
eq

ue
nc

y 
(H

z)

0.0

0.2

0.4

0.6

0.8

1.0

Am
pl
itu

de
Figure 10: The variation of the DAS array response (LG = LW = 4.0852 m) with the

frequency and grazing angle of wave in water, where v = 1490 m/s.
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Figure 11: The total DAS receiver array response of the response to the strain field in

Figure 8 and the DAS array response in Figure 10: (a) α = 0, (b) α = 0.5, and (c) α = 1.

Each plot is equivalent to the product of the point strain response with the associated

coupling coefficient α in equation 20 and the DAS array response in equation 22.
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Figure 12: Responses of DAS system in a straight fiber (α = 1) to a spherical P wave from

a point source at 0 m crossline offset: (a) the array response of source and its ghost with

spherical divergence term applied, (b) the combined DAS array response to the strain field,

and (c) the total response of both source and DAS arrays. The responses at key water

depths are plotted at the bottom. Source is at 0.6 m depth and the wave propagates with

1490 m/s velocity at 600 Hz.
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Figure 13: Responses of DAS system in a straight fiber (α = 1) to a spherical P wave from

a point source at 60 m crossline offset: (a) the array response of source and its ghost with

spherical divergence term applied, (b) the combined DAS array response to the strain field,

and (c) the total response of both source and DAS arrays. The responses at key water

depths are plotted at the bottom. Source is at 0.6 m depth and the wave propagates with

1490 m/s velocity at 600 Hz.
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Figure 14: A common receiver gather (channel number 1251 at 2555 m inline position) of

DAS seismic records: (a) raw data, and (b) data after applying a band-pass filter of 160–

960 Hz for illustration. The direct P wave from consecutive shots to the receiver on the

seafloor is indicated by the yellow arrow. Polarity flips of the direct arrival are highlighted

by the green arrows.
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Figure 15: Description of NMO correction for the one-way traveltime of the direct wave

in DAS recording system: (a) the geometry of the direct wave, and (b) the schematic plot

of the direct wave in a shot gather before and after NMO correction. The NMO corrected

traveltime of the direct wave is equal to the one-way traveltime along the vertical axis to

the seafloor.
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Figure 16: NMO corrections for the real DAS data set after redatuming to the sea surface

and regularization. Supergathering the data from 21 shots around the shot number 2161,

of which the position is approximately at 2877 m on the cable, is made to enhance S/N for

illustration: (a) A super shot gather sorted by regularized absolute horizontal offsets from

the source to the DAS receivers. (b) The result of NMO correction for direct wave. (c) The

result of NMO correction for reflected wave. The dashed blue line is the direct wave event

and the dashed orange line is a key reflection event, which are estimated by the associated

time-velocity picks. The solid yellow line is the external mute function to be applied before

stacking the data along offset.
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Figure 17: Poststack time migrated seismic images from different data sets: (a) the reference

image from a towed single-channel streamer with a 24-element hydrophone array of 7 m

active length, (b) the image from seabed DAS with 4 m gauge length, (c) the image of

(a) with additional signal enhancement applied, and (d) the image of (b) with the same

enhancement applied. The seismic events associated with the water bottom and subsurface

reflections are presented in both images. Subsurface reflections in DAS image are highlighted

by yellow arrows in comparison with the reference image. The horizontal axis is the distance

along the cable. The horizons plotted in (c) and (d) define the signal and noise windows for

computing the S/N and spectrum in Figure 20. Signal window is defined between orange

and green horizons, whereas noise window is defined between blue and orange horizons.
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Figure 18: Plots of the following variables at different positions along DAS cable: (a) the

water depth (blue), the crossline horizontal offset from source to the DAS cable (orange),

the distance between source and the DAS cable (green); and, (b) the minimum NMO stretch

associated with the water bottom events in DAS data (solid blue line) and towed streamer

data (dashed orange line).
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Figure 19: Illustration of NMO stretch effect on a near trace gather of DAS data where

sources and receivers are redatumed to the sea surface: (a) near trace gather from the DAS

data with common inline offset, and (b) the same gather after NMO correction for the direct

wave is applied. The black arrows indicate the two events before and after NMO correction

as described in the texts.
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Figure 20: QC plots corresponding to the seismic images from DAS (blue) and towed

streamer (orange) with additional signal enhancement applied as shown in Figures 17c

and 17d: (a) S/N at different seismic traces, and (b) normalized amplitude spectra within

the signal and noise windows. Signal window is defined between orange and green horizons,

whereas noise window is defined between the blue and orange horizons in Figure 17.
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