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VENTO SARDO
(Marisa Monte/Jorge Drexler)

Vento que levanta a onda
Que carrega o barco
Que ondula o mar

É o mesmo que vai dar na praia
Que levanta a saia
Rodada de oiá

Hay tiempos de andar contra el viento
Cuando el contratiempo comienza a soplar
Então o vento que é de aragem
Bate no varal pra me dar coragem

O vento que vem de longe
Quem sabe da fonte do vento solar
O vento que é o movimento do ar

Vamos levantar a vela
Abrir a janela
Ventilar a dor

Vamos a nombrar al viento
Celebrar su aliento
Purificador

Pampero, Terral, Tramontana,
Alisio, Santana, Siroco, Mistral

Levante, Minuano y Cierzo
Y mil más que el verso quisiera nombrar

Às vezes o vento muda
Sai batendo a porta faz tudo voar,
O vento é o temperamento do ar

Sopro
Sopra
Soprará



Abstract

Floating wind turbines (FWTs) are expected to contribute significantly in
the transition to a low-carbon economy. In addition to their increased com-
petitiveness for water depths higher than 50-60 m, FWTs may also benefit
of the offshore wind trend of increased turbine dimensions, considering the
potential improvements in the cost-effectiveness of support structures.

A better understanding of modelling approaches, coupled dynamics, de-
sign, and analysis is still needed, however, to improve their cost-effectiveness
and maximize the energy produced by each unit. This thesis approaches rel-
evant topics for the design and analysis of the next generation of FWTs,
namely platform-rotor-controller coupled dynamics; modelling of flexible
platforms; control strategies; and design considerations.

Changes in the surge and pitch natural periods of FWTs, operating un-
der constant wind speed, previously reported by independent publications,
were further investigated. Although well captured in fully-coupled analyses,
the effect had not been explained previously, preventing its quantification
at conceptual design stages. Nonlinearities in the mooring system due to
the platform mean displacement are found to explain the phenomenon for
the surge motions. For pitch, the effect is linked to the coupling between
platform motions, rotor dynamics, and control system.

In particular, the relative phase between the nacelle motions and the
ensuing fluctuations in the rotor thrust allows the dynamic thrust to be
decomposed into apparent inertia and damping effects, which depend on
the motion frequency, incident wind velocity, and controller configuration.
The notion of a frequency-dependent aerodynamic damping coefficient is
shown to be relevant in frequency-domain FWT analyses, which often as-
sume a constant damping coefficient. The latter is demonstrated to be
non-conservative in terms of pitch motions and tower loads.

Modelling of FWT platforms as flexible structures is also studied due to
the expected importance for larger FWTs – both on their global dynamics
and on local structural analyses of the platform. For a 5 MW tension-leg

v
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platform wind turbine (TLPWT), the platform (pontoon) elasticity signifi-
cantly affects the platform global motions, as well as the 1st tower bending
natural frequency. Hydroelasticity associated with the pontoons’ deflections
is also assessed, and found to be negligible compared with the radiation loads
associated with the rigid-body modes.

Hull elasticity is also modelled for 20 MW spar-type FWTs. In this case,
the focus is on the method adopted to distribute hydrodynamics loads.
The adoption of potential theory results in lower fatigue damage than a
formulation based on Morison’s equation. A non-negligible reduction in
the first tower bending frequency, due to the platform flexibility, was also
observed.

Strategies to avoid instabilities associated with controller-motion inter-
actions are also assessed. The common approach of detuning the blade-pitch
controller gains is shown to be inadequate for large FWTs, which tend to
have longer pitch natural periods and thus require excessive reduction of
the controller frequency. Other methods, which include the nacelle velocity
in the control logic, are also evaluated. Based on a coupled platform-rotor
model, simple feedback of the nacelle velocity to the control law is shown
to be problematic in terms of instability, especially when a low-pass filter
is applied to the signal. Nacelle velocity feedforward, on the other hand,
ensures stability even in the presence of the filter and when hydrodynamic
damping is disregarded. A method for tuning the controller using these
strategies is also provided.

Finally, design and analysis paradigms for large FWTs are evaluated
through the design of three 20 MW spar-type structures, differing on the
static pitch angle under rated thrust. The relative contributions of inertial,
gravity, and thrust loads on global dynamics and hull/tower sectional loads
are investigated. The hydrostatic restoring in pitch affects fatigue damage
and extreme loads significantly. In particular, extreme sectional stresses are
shown to be governed by gravity loads associated with the RNA weight,
such that load cases associated with the rated wind speed may provoke the
extreme loads for some sections at the platform and tower, especially for
platforms with lower hydrostatic restoring in pitch.



Acknowledgements

I have had the privilege of being surrounded by extraordinary people during
these PhD years. My supervisor, Prof. Erin Bachynski-Polić, is greatly
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Chapter 1

Introduction

This thesis consists of a collection of four research articles, in addition to
these introductory chapters with theoretical background, discussion of re-
search results, and conclusions.

1.1 Motivation

Floating wind turbine (FWT) design is remarkable for its multi-cross-dis-
ciplinary character. Specialists from diverse areas such as marine hydrody-
namics, structural mechanics, aerodynamics, and control systems have been
joining efforts to optimize these structures and make this technology more
cost-effective. In this process, however, questions arise continually regard-
ing the modelling assumptions, analysis methods, coupled dynamics, design
considerations, and unexpected instabilities.

Today’s floating wind technology mainly combines two branches of en-
gineering. The accumulated experience from oil and gas floating platforms
is visible on most of the FWT concepts reaching demonstration phases
(Fig 1.1), such as spar (Hywind [5], TODA [6]), semi-submersible (Wind-
Float [7], VolturnUS [8]), tension leg platform (TLP) (PelaStar [9]), and
barge (SATH [10], Floatgen [11]). Rotors and drivetrains are readily avail-
able from the offshore wind industry, which to this date announces turbines
with impressive 14-16 MW nameplate rating [12–14].

At a first glance, floating wind may appear a natural outcome of two
successful industries. But this has been proven not to be as simple.

The loads and vibrations associated with a wind turbine, operating at
more than 100 meters above water level, differ from those associated with
oil and gas platforms. Typical design considerations, including motion am-
plitudes, governing environmental conditions, ranges of natural frequen-

1
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(a) Hywind Scotland spar FWT wind park [15]

(b) WindFloat semi-submersible FWT [7]

(c) Floatgen barge FWT [11]

Figure 1.1: Spar, semi-submersible, and barge FWT concepts in demon-
stration phases.
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cies to avoid, and distribution of structural loads over the hull, have to be
adapted [16].

Equivalently, towers and rotor-nacelle assemblies (RNA) designed for
bottom-fixed offshore wind turbines may also require modification to op-
erate on floating platforms. The platform motions, amplified by the tower
height, impose significant inertial and gravitational loads to the RNA –
which not only affects the drivetrain components [17] and rotor blades, but
also impinges large moments to the tower. In addition, the interactions be-
tween the platform motions and the wind turbine control system may result
in serious instabilities [18].

More than a merge of complementary expertise, floating wind technol-
ogy makes a new engineering branch, to which the research community
has been contributing with enhanced models for hydrodynamic and aero-
dynamic loads, specific design methodology, novel control approaches, and
structural analysis techniques. The research carried out in this PhD is in-
tended to improve the understanding on FWT dynamics, and discuss mod-
elling, design, and analyses techniques for the next generation of FWTs.

1.1.1 Justification and economical viability of floating wind
energy

Renewable energy is fundamental for meeting the 2015 Paris Agreement goal
of limiting the global temperature increase to 1.5-2.0◦ C, in comparison with
pre-industrial levels. The International Energy Agency (IEA) proposed a
pathway to achieve zero net emissions by 2050[19], where solar and wind
energy appear as the main sources of additional capacity in the next three
decades. In particular, the plan expects an increase of 16 times in the annual
deployment of offshore wind capacity, from the current 5 GW to 80 GW,
until 2030.

This ambitious growth in the number of new offshore wind parks will
meet some important limitations faced by bottom-fixed offshore wind tur-
bines (OWT). In fact, the economic feasibility of these structures is in gen-
eral reduced for increasing water depths. With time, the scarcity of suitable
areas in shallow water (up to 60 m depth) may be a factor pushing the adop-
tion of floating wind turbines [20], which also benefit from the stronger and
steadier winds at sites farther from the coast [21].

As of 2021, a total of 79 MW of power capacity was available from FWTs
installed around the globe, distributed among 11 demonstration projects.
Although the maturity level of these projects varies, their overall perfor-
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mance is encouraging. For example, in 2020 the average capacity factor1

of the Hywind Scotland park was 54%, putting it on the top of all offshore
wind farms in the United Kingdom and well ahead of the 40% average [22].

The quick progress in floating wind technology is also reflected on the
projections for its commercial viability. According to the 2021 Edition of the
“Offshore Wind Market Report” [23], the levelized cost of energy (LCOE)
for floating wind is expected to drop from 160 USD/MWh in 2020 to 60-
105 USD/MWh in 2030. For sake of comparison, Jansen et al. [24] claim
that currently installed bottom-fixed offshore wind parks start to become
subsidy-free, with an estimated LCOE sometimes lower than AC50/MWh.

Increased scale is considered one of the main reasons behind the reduc-
tion in offshore wind LCOE in the last years [25]. For floating wind turbines,
increased capacity per unit can represent important savings in transporta-
tion, mooring system, installation at sea, operation/maintenance, and de-
commission. Floating wind farm projects to be deployed in the next few
years count on 8 MW [26] and 10 MW [27] wind turbines, and at least
the conceptual design of a 15 MW semi-submersible FWT has already been
published [28].

1.2 Research gaps and questions, scope, and ob-
jectives

The research community has produced a large number of works regarding
appropriate modelling, analysis, and design methods for FWTs in the range
5-10 MW2. Some remaining gaps should be assessed in the pathway to the
next class concepts, supporting wind turbines of more than 10 MW, here
referred to as “large FWTs”.

The following research gaps were identified in the course of this PhD
and are assessed in the next chapters, and mainly in the publications in
Appendix A:

FWT period changes An unexpected phenomenon was observed in two
independent model test campaigns, characterized by increased surge
and pitch decay periods in decay tests under constant wind, and with
an operating turbine. Bachynski et al [29] observed the effect for
three different wind speeds, and for both surge and pitch. Goupee et
al. [30] reported it for the pitch motions and one wind speed only, but

1The ratio between the energy actually produced divided by the installed capacity,
over a given period of time.

2All the cases studied in this thesis consider horizontal-axis wind turbines (HAWT).
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the effect varied with the different control strategies adopted. None
of the publications provided an explanation for the effect.

Hull elasticity for a TLPWT The number of publications adopting a
flexible FWT platform is scarce. When a rigid-body approach for the
floater is adopted, the motions and structural loads at e.g. the tower
base may be incorrect. In addition, although some works [31–33] assess
hydroelasticity – i.e., the interactions between structural deformations
and the surrounding flow, none of them provide a quantitative measure
of this effect for typical FWT designs.

Control strategies for FWTs Controller detuning is a typical strategy
for FWT control systems in academic works, consisting in reduc-
ing the controller gains to avoid interactions with the platform mo-
tions [34]. The procedure in practice reduces the controller ability to
respond to wind variations with frequency above the platform pitch
natural period. The literature is somewhat ambiguous regarding the
consequences of this procedure to power quality, rotor speed excur-
sions, platform motions, and structural loads. More sophisticated
approaches have been proposed, for example including the nacelle
velocity signal in the controller. Although easy to implement, this
method is not trivial in terms of controller tuning. Very few publi-
cations [35, 36] discuss this procedure, and do not account for e,g,
low-pass filter on the nacelle velocity, which is usually adopted for
avoiding wave-frequency components into the control law.

Design considerations for large FWTs Large FWTs will be subjected
to a different balance between inertial, gravity, and aerodynamic/hy-
drodynamic loads than what is observed for today’s 5-10 MW FWTs.
In addition, the deflections experienced by the platform tend to be
larger, making the assumption of a rigid-body even more question-
able. The longer pitch natural periods may have implications on the
control system, making a detuned approach unrealistic. It is necessary
to understand how these new characteristics affect the design of the
next class of FWTs, thus helping to prevent equivocated assumptions
in the modelling and analyses of these structures.

The research presented in this thesis intends to respond to the following
research questions:

Q1 What are the reasons for the surge and pitch period changes under
operational conditions? How are these changes affected by incoming
wind speed, FWT structural properties, and the control system?
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Q2 How can the platform be correctly/efficiently modelled as a flexible
structure? How does platform elasticity affect the global platform
dynamics? Does hydroelasticty play an important role?

Q3 What are the consequences of adopting a detuned controller for the
structural loads on the FWT platform and tower? How do motion
compensation strategies based on feedback and feedforward of the
nacelle velocity to the blade pitch controller perform? How can one
implement/tune a controller adopting such strategies?

Q4 How important it is to consider platform flexibility and advanced con-
trol strategies in early design stages of the next generation (> 10 MW)
units? What is the relative importance of gravity, inertia, and thrust
loads in the distribution of sectional stresses along the platform and
tower, as a function of the static pitch angle at rated wind speed?

1.2.1 Objectives

The topics approached in the thesis have the common target of relating
structural modelling, global dynamics, and control system, to the design of
large floating wind turbines. The following objectives compose the scope of
this work:

O1 Better understand the interactions between FWT motions, rotor dy-
namics, and the control system. In particular, explain the changes
in eigenperiods for a FWT subjected to wind, as well as the relation
between the aerodynamic damping effect and the controller-motion
interactions.

O2 Investigate the influence of the control system on FWT structural in-
tegrity, with focus on strategies to avoid controller-motion interac-
tions.

O3 Explore aspects related to the platform flexibility, including methods
for distribution of hydrodynamic loads over the hull; evaluate the
influence of platform hydroelasticity on the global response of typical
FWTs.

O4 Adopt hydroelastic modelling and a realistic control system in the de-
sign and analysis of a spar-type 20 MW FWT.
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1.3 Background

1.3.1 FWT modelling, design, and analysis

Numerical simulations are a powerful tool in the design and analysis of
floating wind turbines, due to the possibility of testing a design’s perfor-
mance under a large number of environmental loading conditions, at rela-
tively low cost. Matha et al. [37] provide fundamental modelling principles
for the aerodynamic and hydrodynamic effects relevant for FWTs, as well
as for the structural analysis. Jonkman [38] describes the development of
a time-domain aero-hydro-servo-elastic simulation tool for FWTs, and the
determination of load cases. A discussion about candidate control system
strategies for floating wind turbines is also provided.

A flexible model of the platform is required when internal loads are of
interest. In this case, the hydrodynamic loads must be distributed over
the hull. Svendsen [39] presents a flexible model of a tension leg platform
wind turbine (TLPWT), with distributed radiation and diffraction loads
from potential theory over the platform column and pontoons. Luan et
al. [40] and Hegseth et al. [41] adopt similar approaches for semi-submersible
FWTs. Engebretsen et al. [42] compare distributed potential theory against
a model based on Morison’s equation in the model of a flexible spar FWT,
finding that the latter approach significantly overpredicts fatigue damage.
Borg et al. proposed a method based in modal analysis for a spar [31]
and for a “triple-spar” platform [32], where the hydrodynamic loads are
evaluated with potential theory through the definition of generalized modes
for representing structural flexibility. In this approach, hydroelastic effects
are also accounted for.

Reference offshore wind turbine models have been fundamental in the
progress of FWT research. The NREL 5 MW wind turbine by Jonkman
et al. [43] provides a comprehensive description of the blades and tower, as
well as an introduction to rotor dynamics and wind turbine control. The
DTU 10 MW model by Bak et al. [44] has been widely adopted in current
research. Ashuri et al. [4] describe a 20 MW offshore wind turbine, based
on multidisciplinary design optimization. Although all these models are
designed for bottom-fixed applications, they are open source and can thus
be modified, allowing the user to adapt e.g. the tower and controller design
for a floating substructure.

Design standards provide criteria for the load models, environmental
modelling, plating scantlings, material properties, station keeping systems,
stability in intact and damaged conditions, and other considerations to be
adopted in the design of a structure. The IEC-61400-3 [45], the DNVGL-ST-
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0119 [46], and the ABS Guide for Building and Classing of Floating Offshore
Wind Turbines [47] provide specific guidelines for FWTs. Other useful
references include guidelines for fatigue analysis of offshore structures [48],
global analysis of floating structures [49], and modelling of environmental
loads [50].

Specific design principles have also been discussed in the scientific lit-
erature. Procedures have been published for the design and modelling of
TLP [51], semi-submersible [3, 52], and spar [1, 53, 54] FWT substructures.

The analysis of FWT global dynamics and structural performance also
requires specific methods, in comparison with those adopted for other float-
ing platforms and for bottom-fixed OWTs. Jonkman and Matha [55] discuss
load cases for fatigue and extreme loads assessment, as well as control system
particularities and other modelling details, in the analysis of three 5 MW
FWT concepts. Kvittem and Moan introduced methods for fatigue analy-
sis of semi-submersible FWTs [56, 57]. Specific procedures for the fatigue
analysis of TPLWTs are provided by Bachynski [58]. Fatigue analysis of dif-
ferent FWT concepts accounting for wind-waves misalignment is discussed
by Bachynski et al. [59]. Karimirad and Moan [60] analyze extreme loads
on a fully-flexible platform. Li et al. [61] introduce a method for extreme
analysis of a semi-submersible FWT, accounting for environmental contours
inside the turbine operational region.

1.3.2 FWT control systems

Wind turbine control systems have the primary objectives of optimizing
power production and reducing structural loads on the rotor, drivetrain,
and tower [62]. Most modern wind turbines regulate the rotor dynamics
through the use of two actuators: the generator, that can vary the applied
torque at the shaft; and a mechanism that rotates the blades around the
root axis (blade pitching), changing their angle of attack, and thus the
aerodynamic torque around the rotor shaft.

In both cases, the controller uses the measured rotational speed of the
generator shaft to determine the commanded torque or blade pitch angle.
For the latter, a proportional-integral (PI) controller [63] on the rotor speed
error is often adopted in commercial wind turbines [64].

For a floating wind turbine, the wind flow through the rotor experiences
variations due to the platform motions, causing fluctuations on the rotor
speed. A serious instability can occur if the controller responds to these
fluctuations, leading to large platform pitch motions [18]. Controller “de-
tuning” avoids the problem by reducing the controller natural frequency,
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until it becomes lower than the platform pitch natural period [34]. Al-
though effective in preventing the instability, this method also reduces the
controller performance in tracking rotor speed variations above the platform
pitch natural frequency.

More sophisticated methods have been developed to avoid the instability.
Some of them rely on adding the nacelle velocity to the PI control law,
either by direct feedback [35, 36, 65], or via feedforward [66–68], by making
the reference rotor speed a function of this new input. Alternatively, the
contribution of the nacelle motions to the rotor speed fluctuations can be
estimated with an observer [69, 70].

The adoption of such motion compensation strategies can reduce struc-
tural loading at the tower and substructure significantly. Lackner [71] ob-
tained significantly lower tower damage when using the feedforward ap-
proach for a barge FWT. Fleming et al. [72] observed a similar trend when
adding feedback from both the nacelle velocity and platform pitch motion
to the baseline PI controller. Hegseth et al [73] compared the controller
with nacelle velocity feedforward with a detuned controller, in the context
of design optimization of a spar FWT, obtaining reduced tower thickness
with the former approach.

1.3.3 Coupled dynamic effects of FWTs

In a review of challenges in wind energy science, Veers et al. [74] mentioned
FWT coupled dynamics as a problem yet to be studied thoroughly. Some
of the known issues are the above-mentioned instabilities related to control-
motion interactions, as well as the changes in surge and pitch natural periods
reported by Bachynski et al. [29] and Goupee et al. [30]. Other phenom-
ena already reported in the literature include a yaw instability under fault
condition, reported by Jonkman [38]; and a “roll-yaw lock” effect described
by Haslum et al. [75], characterized by large-amplitude limit-cycles in both
DOFs when their natural frequencies are too close.

The influence of platform flexibility on the global response may also be
relevant for some FWT concepts. Zhao et al. [76] found this to be the case
for a 5 MW TLPWT. Hsu [77] analyzed the effect of platform flexibility on
the design of FWT towers, as well as the shift in the first tower bending
frequency when it is moved from a bottom-fixed to a floating foundation.

Interactions between the platform motions and the rotor wake were an-
alyzed by de Vaal et al. [78, 79], and found to be insignificant for typical
FWT surge frequencies. An experimental study on the couplings between
aerodynamic and hydrodynamic loads on FWTs is carried out by Thys et
al. [80].



10 10

1.4 Contributions

The research carried out in this PhD contributes with modelling strategies
for flexible FWT platforms; better understanding on the control system
influence on FWT global and structural dynamics; and approaches for de-
sign and analysis of large FWTs. More specifically, the following outcomes
resulted from this work:

C1 An explanation for the variation in the surge and pitch decay periods,
under constant wind speed.

C2 The notion of frequency-dependent apparent inertia (or stiffness) and
damping effects, resulting from the interactions between the incident
wind, the control system, and the platform motions.

C3 Methods for considering the platform elasticity on time-domain coupled
analyses of FWTs, in addition to the confirmation that hydroelastic
effects are negligible for current FWT designs.

C4 Assessment of the benefits of adopting a blade-pitch controller with
motion compensation strategies, rather than a detuned PI controller,
for large FWTs.

C5 A method for tuning two control systems with motion compensation
strategies, based on the low-pass filtered nacelle velocity.

C6 Modelling, design, and analysis methods for 20 MW spar FWTs, includ-
ing the conclusion that detuned controllers should not be adopted even
in preliminary design phases for this class of FWTs.

1.4.1 Original research articles

Publication J.1 C. E. S. Souza, E. E. Bachynski. “Changes in surge and
pitch decay periods of floating wind turbines for varying wind speed”.
Ocean Engineering 180, pp. 223-237 (2019).

Description and main findings This article was motivated by the
findings reported by Bachynski et al.[29] and Goupee et al.[30], regard-
ing period changes in surge and pitch during experimental decay tests
of FWTs. The phenomenon is investigated by means of time-domain
simulations with three 5 MW FWT concepts. The period changes in
surge are found to be caused by the variation in mooring stiffness due
to the mean thrust. For the pitch motions, it is caused by interactions
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between the relative wind velocity through the rotor, the blade-pitch
control system, and rotor dynamics. Departing from the relative phase
between the rotor thrust and nacelle velocity, expressions are derived
for “apparent inertia and damping” coefficients, given as a function of
the incident wind speed and nacelle fore-aft motion frequency.

In addition to explaining the origin of the changes in period, the paper
contributes with a better understanding of the aerodynamic damping
effect in floating wind turbines. Specifically, it is shown that the aero-
dynamic damping depends on the control system, incident wind speed,
and the platform’s own natural periods in surge and pitch.

Authorship The research work for this paper (literature review, anal-
yses, formulations, and conclusions), as well as the writing, were
mainly carried out by myself. Prof. Erin Bachynski-Polić contributed
with supervision, discussions, and review of the article.

Publication J.2 C. E. S. Souza, E. E. Bachynski. “Effects of hull flexibil-
ity on the structural dynamics of a tension leg platform floating wind
turbine.” ASME Journal of Offshore Mechanics and Arctic Engineer-
ing 142(1): 011903 (2020).

Description and main findings This paper explores the consequences
of modelling the pontoons of a 5 MWTLPWT as flexible beams. Com-
parisons with a fully-rigid platform model are performed in terms
of response amplitude operators, force transfer functions, and axial
stresses and fatigue damage at the tower base and tendons. In ad-
dition, the importance of considering hydroelastic effects associated
with the pontoon flexible modes is assessed, both in terms of radi-
ation loads in the frequency domain and by means of time-domain
simulations.

The fatigue damage at both the tower base and tendons was smaller
for the model with flexible pontoons. Analyzing the power spectral
density plots of the axial stresses at these structures, it was observed
that the largest difference was beyond the wave frequency range, being
more associated with the tower 1st bending frequency – which is lower
for the flexible model. In addition, it was found that the hydroelastic
effects associated with pontoon flexibility are negligible.

Authorship The research work and writing of the article were per-
formed by myself. Prof. Erin Bachynski-Polić contributed with su-
pervision, discussions, and review of the article.
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Publication J.3 C. E. S. Souza, E. E. Bachynski-Polić. “Design, struc-
tural modeling, control, and performance of 20 MW spar floating wind
turbines”. Marine Structures 84: 103182 (2022).

Description and main findings In this paper, three 20 MW spar
FWTs are obtained from a parametric design procedure, with static
pitch angles under rated wind speed of 6◦, 8◦, and 10◦. The plat-
forms are modelled as flexible structures, with distributed hydrody-
namic loads from potential theory. The wind turbine control system
adopts a motion compensation strategy based on feedforward of the
filtered nacelle velocity, in order to avoid resonant pitch motions. The
three designs are compared by means of fatigue and extreme analyses,
based on the sectional loads along the platform and tower. Additional
analyses assess the controller performance, as well as the benefits of
distributing potential-theory loads over the hull, rather than adopting
a model based on Morison’s equation.

The results show that the static pitch angle at rated wind is a design
constraint that significantly affects steel/ballast mass, fatigue dam-
age, and extreme sectional loads. For fatigue, it is found that the
accumulated damage at the platform is influenced differently than for
the tower, when the hydrostatic restoring varies. Extreme sectional
stresses are largely influenced by gravity loads, and thus the platform
with largest static pitch at rated wind presented the highest extremes.
Load cases associated with the rated and 50-year wind speeds caused
the extreme loads for sections at platform and tower. The controller
choice has major influence on the results, and a strategy based on de-
tuning the controller gains seems to be inappropriate for FWTs with
these dimensions.

Authorship The research work and writing were performed by my-
self. Prof. Erin Bachynski-Polić contributed with supervision, discus-
sions, and review of the article.

Publication C.1 C. E. S. Souza, J. M. Hegseth, E. E. Bachynski. “Frequency-
dependent aerodynamic damping and inertia in linearized dynamic
analysis of floating wind turbines”. Journal of Physics: Conference
Series 1452: 012040 (2020).

Description and main findings This paper complements the find-
ings from Publication J.1, providing analytical formulations for the
apparent inertia and damping coefficients in terms of the frequency
and aerodynamic derivatives for a given operational point. In ad-
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dition, the paper discusses the benefits of including the interaction
between the blade-pitch control system and the nacelle motions in
frequency-domain models of FWTs. Comparisons with time-domain
simulations show that the latter approach produces more accurate
results than assuming a constant aerodynamic damping coefficient,
which is a common procedure when the controller is disregarded.

Authorship The research work and writing of this article were evenly
distributed between myself and fellow PhD candidate John Marius
Hegseth. Prof. Erin Bachynski-Polić contributed with supervision,
discussions, and review of the article.

The relation between the objectives, publications, and contributions is il-
lustrated in Fig. 1.2.

Publication 
J.1

Publication 
C.1

Publication 
J.2

Publication 
J.3Chapter 3

Objectives

O1 O2 O3 O4

Contributions

C1 C2 C3 C4 C5 C6

Controller-
motions 

interactions

Controller 
and 

structural 
loads

Platform 
flexibility and 

hydroelasticity

Design and 
analysis of 
large FWTs
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control for 
large FWTs
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flexibility and 

structural 
response

Frequency-
dependent 
inertia and 
damping

Period 
changes

Figure 1.2: Relation between objectives, publications, and contributions.
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1.5 Thesis organization

Chapter 2 provides theoretical background and practical techniques for
modelling floating wind turbines. This includes a description of the main
FWT components, a review of the relevant hydrodynamic models, and top-
ics in structural and hydroelastic modelling.

Chapter 3 starts with a review in wind turbine aerodynamics. In addi-
tion to discussing the relevant effects for FWTs, a linearized model for the
thrust and torque, suitable for control system design, is presented. Then,
the main concepts on floating wind turbine control, for different opera-
tional regions, are introduced. The “detuned” strategy is compared with
two motion-compensation approaches, based on feedback and feedforward
of the nacelle velocity to the control law. State-space models of the coupled
nacelle-rotor system are devised, including states for a 2nd-order low-pass
filter for the nacelle velocity, for stability analysis purposes. The method is
adopted in practice to study the stability of a 20 MW spar FWT, considering
the three control approaches.

In Chapter 4, the wave and wind models adopted in the thesis are de-
scribed. Coupled analysis is then discussed, including the most important
coupling effects for FWTs, aero-hydro-servo-elastic programs for FWT sim-
ulations, and modelling considerations. The chapter is finalized with meth-
ods for structural assessment of FWTs, including load case selection based
on metocean data, and procedures for fatigue and extreme loads analyses.

Chapter 5 discusses the methodology and main findings of each pub-
lication. Selected results are reproduced, while the complete papers are
available in Appendix A.

Conclusions and suggestions for future work are provided in Chapter 6.



Chapter 2

Hydrodynamic and
structural modelling of
floating wind turbines

Different modelling strategies and levels of accuracy can be adopted in nu-
merical models for floating wind turbines. While a system with 2 or 3
rigid-body DOFs can be adequate for control design purposes, a formula-
tion with hundreds of DOFs may be needed for a fully-flexible model used in
structural analyses. The hydrodynamic and aerodynamic models can also
vary in complexity, depending on the application.

This chapter describes modelling principles that affect FWT global mo-
tions, as well as those necessary for the structural analysis of the platform
and tower.

2.1 Modelling principles

Floating wind turbine coupled analyses in time-domain demand a numer-
ical model including the relevant load models and structural properties.
Figure 2.1 shows examples of numerical FWT models in SIMA. A FWT
can be divided in the following components:

r a floating platform, providing the buoyancy to support its own weight
and the weight of tower and wind turbine, plus the mooring vertical
pretension component;

r a tower, typically consisting of a hollow cylinder with varying diameter
and thickness;

15
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r a wind turbine, comprising nacelle, drivetrain, hub, and blades;

r a mooring system, which normally consists of catenary or taught lines
(or tensioned tendons, in the case of TLPs), and anchors.

Figure 2.1: Examples of floating wind turbines modelled in SIMA (without
mooring lines). From left to right: the OC3 Hywind 5 MW spar FWT [1];
the OC4 5 MW semi FWT [2]; and the CSC 5 MW semi FWT [3].

Platform

Platform modelling involves both the choice of adequate hydrodynamic load
models, as well as the approaches to represent structural dynamics (i.e.,
motions and deformations under loads).

In many cases, a rigid-body assumption can be adequate for modelling
the platform. Exceptions are when sectional loads in the platform’s com-
ponents are of interest, or when the platform flexible modes are expected
to significantly affect the FWT global response. The latter case was shown
in Publication J.2 to be true for a 5 MW TLPWT, and is also discussed in
Chapter 5.

When platform elasticity is important, two main approaches can be
adopted: a finite element (FE) model, or a model based on modal superpo-
sition. The latter case, adopted e.g. by Borg et al. [31], has the advantage
of reducing the number of DOFs, lowering computational cost significantly
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compared with a FE approach. A FE model, on the other hand, bene-
fits from modelling robustness and compatibility with off-the-shelf software
dedicated to marine structures applications. Fully-flexible FWT platforms
using FE modelling have been demonstrated by Svendsen [39], Luan [81],
and in Publication J.3.

For some applications, a hybrid model can be adopted where some of
the platform components are modelled as rigid, and others as flexible. This
procedure was adopted e.g. by Kvittem [56] for a semi-submersible wind
turbine, where columns were modelled as rigid bodies, while braces were
treated as flexible beams.

Tower

A rigid tower can be adequate when tower sectional loads are not of interest,
and when tower flexibility does not affect the global dynamics. This is the
case for example in controller design/verification, mooring analysis, and
analyses of platform motions.

Tower loads are, however, an important metric in the structural analysis
of FWTs. Bending moments and axial/shear forces at the tower base and
other intermediate sections are relevant in fatigue and extreme analysis. In
addition, the gravitational loads associated with the RNA weight can be
affected by tower deflection, which also impacts the sectional loads close to
tower top [82].

Beam elements with axisymmetric cross sections are in most cases ade-
quate to model a tower in a FE approach. The number of elements depends
on the tower length, but 20-40 elements are typically used. Some software
like OpenFAST offer the possibility of modelling the tower with modal su-
perposition, where the user inputs the eigenfrequencies and mode shapes as
polynomials. Assuming small deflections, modal superposition can provide
accurate predictions of the sectional loads.

Wind turbine

Wind turbine blades are very flexible structures. Common deflections under
operating conditions can significantly affect the angle of attack near the tip,
with important differences in torque and thrust compared with a rigidly
modelled rotor. The latter, in any case, will provide larger loads, such that
the assumption provides conservative results [82].

Fairly detailed models are in general required for the blades. The blade
is divided in segments spanwise, each of them with uniform chord length,
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airfoil coefficients, twist angle, and distance from the rotor cone (blade pre-
bend). The number of segments should ensure a smooth profile, with better
refinement where changes in geometry and structural properties are more
relevant.

Modal superposition can be used for modelling blade elasticity, espe-
cially when a local structural analysis of the blade is not needed [83]. Finite
element models can be more adequate if an accurate prediction of sectional
loads is required. In this case beam elements with at least two planes of
symmetry are indicated. One disadvantage of using a FE approach for the
blades is that the tip speed can be relatively high, which can cause numer-
ical problems due to large element rotations, depending on the integration
method.

The blade roots are attached to the hub, whose inertia properties are
normally significant for the rotor dynamics. At least the hub mass and
moment of inertia around the shaft should be modelled. The nacelle and
drivetrain inertia properties are also relevant. For wind turbines with large
gear ratios, it may be important to consider the drivetrain moment of in-
ertia around the shaft, while for direct drive machines the latter becomes
negligible compared with the rotor inertia.

Mooring system

For catenary-moored FWTs, the most accurate model for the mooring lines
is attained with a FE approach. Bar elements are in general appropriate,
and sectional loads are available along the entire line. In addition, dynamic
effects associated with inertia and drag are captured based on the actual
elements’ accelerations and velocities. A disadvantage with this approach
is the high number of elements required for the model, since mooring line
lengths are on the order of hundreds of meters.

Due to the large deflections and geometric effects, modal superposition
is not adopted for modelling catenary mooring lines. Alternatives for a FE
model are a quasi-static approach; or a linear restoring matrix modelled at
the floater.

Quasi-static models adopt classic catenary equations, based on water
depth, floater position, and the line’s weight in water [84]. A linearized
stiffness matrix is then obtained, and can be updated whenever the model
moves significantly from the equilibrium position. Approximated dynamic
effects can be included in the model. Tensions at the fairleads can be es-
timated, but are not as accurate as those obtained with a FE approach.
Another drawback is that it can be complicated to model elements com-
monly used in real mooring systems, like clump weights and buoys.
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The adoption of a linear restoring matrix is the simplest model, and also
the most efficient in computational terms. One important disadvantage is
that restoring in surge in catenary-moored systems can present important
non-linearities for typical FWT displacements due to thrust. As shown in
Publication J.1, this effect can affect the surge natural period significantly.

For TLPWTs, important couplings between tendons and other modes
related to platform motions, tower vibrations, and 1p/3p cycles, can take
place. One should then be careful in the use of simplified models, since
important dynamic effects related to these couplings can be neglected using
springs to model the tendons [85]. For a FE model, the use of beam elements
is suggested [86]. Modal superposition can be considered if loss of tension
is not expected to happen.

2.2 Hydrodynamic models for FWT platforms

2.2.1 Hydrostatics

Hydrostatic loads result from the integration of the pressure field, in the
absence of fluid velocities/accelerations, over the hull wet area. Hydrostatic
restoring normally refers to the balance between hydrostatic and gravity
loads, such that it is common to also include terms related to the body
weight in the restoring matrix. Assuming small displacements around the
resting position, the linearized restoring forces/moments in heave, roll, and
pitch are given by:

Fhs = −Chsξ , (2.1)

where Fhs is the vector of restoring loads, ξ = [ξ1, ξ2, ξ3, ξ4, ξ5, ξ6]
⊤ is the

vector of displacements around the equilibrium position, and Chs is the
hydrostatic restoring matrix. For a body with symmetry about the xz-
plane, and assuming small motions:

Chs =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 c33 0 c35 0
0 0 0 c44 0 0
0 0 c53 0 c55 0
0 0 0 0 0 0



. (2.2)

The restoring coefficients are given by [84]:

c33 = ρwgAwp (2.3)
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c35 = c53 = −
∫∫

Awp

xdxdy , (2.4)

c44 = ρwgV– zB −mgzG +

∫∫

Awp

y2dxdy (2.5)

c55 = ρwgV– zB −mgzG +

∫∫

Awp

x2dxdy , (2.6)

where ρw is the water density, g is the acceleration of gravity, Awp is the
waterplane area, V– is the submerged volume in equilibrium position, m
is the total mass of the FWT, and zB and zG are the vertical centers of
buoyancy and gravity, respectively.

2.2.2 Potential theory

For a large body with non-zero relative velocity with respect to the sur-
rounding fluid, hydrodynamic loads not related with viscous effects can in
general be predicted with accuracy by potential theory. Under the assump-
tion of incompressible and inviscid fluid, and irrotational flow, the fluid
velocity field v can be obtained from the gradient of a potential function,
Φ. The pressure field in the fluid domain, and thus loads on submerged
structures, can then be obtained applying Bernoulli’s equation [84].

The potential function is found by solving Laplace’s equation, subjected
to boundary conditions at the floating body surface, at the free surface, at
the bottom, and at an infinite radial distance from the body. In practice,
the problem is solved by expanding Φ as a series of functions with increasing
order:

Φ = Φ1ϵ+Φ2ϵ
2 + . . . . (2.7)

In general, loads associated with Φ1 and Φ2 are the most relevant for prob-
lems involving large floating bodies. The solutions are normally found by
assuming a distribution of source functions over the body surface, which is
discretized in panels. Together with the boundary conditions, the potential
functions associated with each panel form a system of equations. In this
work, WAMIT [87] is used for calculating potential theory loads using this
solution method.

First-order wave loads

Under the assumption of low wave amplitudes and small motions, loads
obtained from Φ1 are in general accurate for typical floating structures,
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when viscous effects are not important. The problem is normally divided
into the radiation and the diffraction problem. Details of the solution are
provided e.g. by Newman [88].

The radiation problem assumes that the body is forced to oscillate in
calm waters, at a given frequency ω, radiating waves. As a reaction to these
motions, the fluid exerts forces and moments at the body, with components
proportional to the body’s acceleration and velocity:

Fr,i(ω) = −aij(ω)ẍj − bij(ω)ẋj , (2.8)

where aij and bij are the added mass and radiation damping coefficients,
respectively. The indices ij indicate a load in DOF i due to a unitary
acceleration/velocity in DOF j.

In the diffraction problem, the body is assumed as fixed, and subjected
to incident waves. The potential function is assumed as the superposition
of the undisturbed wave and the diffracted wave. The resulting pressure
field integrated over the body surface provides the wave excitation force in
each DOF, Fd,i(ω).

For large-volume bodies, fluid perturbations due to the body presence
are important in the calculation of excitation loads. When the wave is long
compared with the body’s characteristic length1, diffraction effects become
negligible, and the excitation force can be found based on the incident wave
potential, only – the so-called Froude-Krylov forces.

Second-order wave loads

The solution of the second-order problem (the one associated with Φ2) re-
sults in loads with difference frequency (ωi−ωj) and sum frequency (ωi+ωj)
components.The difference-frequency wave loads excite low-frequency mo-
tions in surge, sway, and yaw for typical floating structures, and are thus
important in the analysis of mooring systems. For large FWTs, roll and
pitch can also be excited, since their periods can become relatively long.
Sum-frequency forces can excite heave motions of TLPWTs [58].

Quadratic transfer functions (QTFs) relate both difference- and sum-
frequency forces to pair of waves with unitary amplitude. Their calculation,
however, is time-consuming and requires detailed discretization of the hull
and the surrounding free-surface. An useful approximation consists in ne-
glecting the free-surface forcing terms in the evaluation of Φ2, thus elimi-
nating the need of meshing the free-surface – with significant reduction in

1According to Faltinsen [84], diffraction effects become less important for a ratio λ/D
larger than 5, where λ is the wave length and D is the body characteristic length.
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computational time and modelling efforts. This approximation was found to
be very accurate in representing the full QTF for semi-submersible FWTs
[89, 90], and was adopted in Publication J.3 for the calculation of QTFs for
the 20 MW spar FWTs.

For the difference-frequency components, Newman’s approximation [91]
is another convenient alternative, which does not depend on the solution
of the 2nd-order potential. The method consists of using elements from the
QTF’s main diagonal to approximate the elements closer to the diagonal.
The main diagonal terms, also known as mean drift coefficients, can be
obtained from the 1st-order solution.

Newman’s approximation is more accurate for QTFs whose elements do
not vary too quickly around the main diagonal. In addition, it is more ap-
propriate for platforms with long (≈100 s) natural periods, since difference-
frequencies resulting in loads with shorter periods are farther from the main
diagonal.

2.2.3 Morison’s equation

Morison’s equation can be used to estimate the loads on a slender structure.
For a moving cylinder with diameter D, the force on a section with length
dz is given by [84]:

dF =
1

2
ρwCdDdz(u− η̇1) |u− η̇1|

︸ ︷︷ ︸
viscous

+ ρw
πD2

4
dza1

︸ ︷︷ ︸
Froude-Krylov

− ρw(Cm − 1)
πD2

4
dzη̈

︸ ︷︷ ︸
added mass

,

(2.9)
where u and a1 are the velocity and acceleration components of the undis-
turbed flow, transversal to the cylinder, at the middle of the section; η̇1 and
η̈1 are the section’s velocity and acceleration, transversal to the cylinder;
and Cd and Cm are the drag and mass coefficients, respectively. These coef-
ficients should in principle be calibrated based on experiments, but reference
values for typical cross sections are provided in DNV-RP-C203 [50].

As indicated in the equation, viscous drag loads are represented by the
first term, which is of second-order in the relative fluid velocity. The second
term is the Froude-Krylov force on a cylinder, while the third term accounts
for the force due to added mass. The latter two form the Morison equation’s
inertial term. For applications where the long wave assumption is not valid,
it is possible to combine the viscous drag term with loads based on potential
theory, instead of using the inertial terms from Equation (2.9).
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2.2.4 Viscous damping

For some structures, the viscous damping is better modelled as a combi-
nation of linear and quadratic terms – rather than the purely quadratic
formulation obtained with Morison’s equation. A global matrix of linear
coefficients, bvij , multiplied by the relative velocity between the body and
the flow, can be adopted in this case. These coefficients are not simple to
estimate theoretically, and are normally calibrated based on experiments.

When combined with Morison’s equation, the linear viscous damping
coefficients and the quadratic drag coefficient Cd should be determined to-
gether, to avoid double consideration of viscous effects.

2.3 Structural modeling of FWTs

Several levels of detail can be considered in the structural assessment of
floating wind turbines. Nonlinearities associated with failure modes (in-
cluding e.g. buckling or yielding of plates) can be explicitly modelled, but
in the context of coupled analyses they are in general not included. Instead,
the objective is to determine the sectional loads, and then indirectly evalu-
ate fatigue and ultimate limit states. Material properties are often assumed
as linear, also.

The scope of this thesis are the sectional loads at the platform and tower.
This section describes the adopted models and assumptions for this purpose.

2.3.1 Rigid-body equation of motions in time domain

For a floating rigid body, the equation of motion in 6 DOF is given by [83]:

(MRB +A∞) ẍ+Bvẋ+Chsx+

∫ t

0
H(t− τ)ẋ(τ)dτ = q(t,x, ẋ) , (2.10)

whereMRB is the rigid-body inertia matrix; A∞ is the matrix of asymptotic
added mass coefficients, for infinite frequency; Bv is the matrix of linear
viscous damping coefficients; Chs is the matrix of hydrostatic restoring; H
is the matrix of retardation functions; and q is a vector of external loads,
accounting for 1st- and 2nd-order wave loads, contributions from Morison-
type viscous drag terms, and mooring system loads. For a floating wind
turbine, q may also include the aerodynamic loads.

The retardation functions, hij(t), represent the radiation loads in time-
domain [92], and can be obtained from the radiation damping coefficients [93]:

hij(t) =
2

π

∫ ∞

0
bij(ω) cos (ωt)dω . (2.11)
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2.3.2 Nonlinear finite element method

The finite element method (FEM) is an analysis method for the numerical
solution of field problems – i.e., problems which require the spatial distri-
bution of dependent variables [94]. In structural analysis, FEM consists
of representing the structure with discrete elements, each with a limited
number of DOFs, for the solution of the displacement equation:

Msr̈+Bsṙ+Ks(r)r = Rext , (2.12)

where Rext is a vector of external loads; and Ms, Bs, and Ks are the
structural inertia, damping, and stiffness matrices, respectively. The latter
is assumed to depend on the displacement vector r itself, leading to a non-
linear formulation. For a FWT, this geometric dependence is relevant in
the modelling of mooring lines and rotor blades stiffness [95].

Both bar and beam elements are used for the FE models in this work.
Bar elements are adequate in cases were only the axial tensions are of inter-
est, while a beam element should be adopted whenever bending/torsional
loads are also relevant. In this case, assumptions regarding the sectional
distribution of inertia and stiffness properties must be determined carefully.

Rayleigh damping

Structural damping in FE models are important to represent the actual en-
ergy dissipation in vibrating structures, avoiding artificial resonant vibra-
tion amplitudes. In addition, it improves numerical stability. The damping
matrix Bs can be conveniently formulated in FE models using the Rayleigh
damping formulation [94]:

Bs = αMs + βKs , (2.13)

where α and β are non-negative constants. The formulation can be applied
for individual DOFs or to the global system, in which case the vibration
modes become orthogonal to Bs, and the relative damping associated with
each mode is given by:

ζi =
1

2

(
α

ωi
+ βωi

)
, (2.14)

where ωi is the modal frequency.
The first term inside the parenthesis in Equation (2.14) will provide more

damping for vibrations with lower frequencies. For floating wind turbines,
this can result in artificially over-damping the surge, sway, and yaw motions,
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as well as the rotor DOF. For this reason, it is recommended to set α = 0
and use a stiffness-proportional damping model.

The choice for β should be such to provide the desired level of damping
at the most relevant structural vibration modes. Typical values adopted for
reference wind turbines fall in the range of 1.0-2.0% for the tower fore-aft and
side-side modes; and 0.5-3.0% for the blade flap- and edgewise modes [44,
96, 97].

2.3.3 Modal superposition

One disadvantage with the FEM in time-domain dynamic analyses is the
large number of DOFs, which for modelling marine structures can be of the
order of thousands [83]. An alternative is to define generalized DOFs to
represent the flexible modes, in addition to the 6 rigid DOFs. A FE model
can be used to determine the free-vibration eigenmodes, Ψi, representing
the main vibration patterns – as well as the matrices of modal mass and
stiffness. The modal vibration in time-domain is then given by:

ri(x, t) = Ψi(x)yi(t) , (2.15)

where yi(t) is a time-varying function.

The number of modes to represent the flexible behavior should be large
enough to cover the range of frequencies of interest. In addition, it should
take into account the spatial and temporal variation of the loads acting on
the structure, since the modes obtained from the free vibration problem are
not affected by external loads [83]. In this work, modal theory is used for the
calculation of generalized added mass and radiation damping coefficients in
Publication J.2.

2.3.4 Hydroelastic modelling

Hydroelasticity may be defined as the interaction between structural deflec-
tions and the hydrodynamic loads actuating on the body [98]. Structures
like e.g. fish farms, floating airports, and floating solar panels present strong
hydroelastic behavior, since the flow-induced deformations are large enough
to affect the fluid flow significantly.

For a formulation based on modal superposition, hydroelastic effects
can be taken into account by including the generalized modes representing
structural flexibility in the potential theory problem, as proposed by New-
man [99]. The solution will include the added mass/radiation damping, as
well as wave force transfer functions, associated with the flexible modes – in
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addition to the rigid-body DOFs. Borg et al. [31] adopted this methodology
for a 10 MW spar FWT.

In any case, the structural deflections on FWTs are small compared
with the rigid-body motions, and it is shown in Publication J.2 that their
influence on hydrodynamic loads is negligible for current designs. However,
the elastic effects on the hull provoked by hydrodynamic loads is relevant
in the assessment of sectional loads. A hydroelastic model for today’s FWT
platforms can thus be reduced to what Borg et al. [33] called a “0th-order
approach” – that is, structural deflections are affected by, but do not affect,
the surrounding flow.

When the platform is modelled with finite elements, the hydrodynamic
loads can be distributed over the hull by discretizing it into segments, over
which the loads are applied as nodal forces. Morison’s equation (Eq. 2.9)
can be applied if a long-wave assumption is reasonable for the platform in
question. However, even when this is the case, care should be taken to
prevent the high-frequency end of the wave spectrum to artificially excite
the structure. This was shown in Publication J.3 to increase fatigue damage
considerably for a 20 MW Spar FWT. Also, Engebretsen et al. [42] found
up to 96% higher fatigue damage when an 8 MW Spar FWT was modelled
with a purely Morison formulation, compared with the case when potential
theory was adopted, combined with the quadratic drag term from Eq. (2.9).

Distribution of loads from potential theory

The frequency dependency of hydrodynamic loads can be taken into account
in a flexible structure by distributing potential theory based coefficients and
force transfer functions over the platform surface [39–41]. This is done by
first solving the radiation-diffraction problem for the entire body, assumed as
rigid. Then, the platform is discretized into segments, to which the loads are
mapped and applied. The quadratic term from Morison’s equation (Eq. 2.9)
can be combined with this formulation, for inclusion of viscous drag effects.

The number of segments adopted for the platform discretization is a
compromise between accuracy and computational time. A too coarse dis-
cretization will produce unrealistic deflections, while too many segments
may increase the processing time related with the solution of the convolu-
tion integral representing radiation effects (see Eq. (2.10). One alternative
to improve efficiency is to approximate the convolution integral by a higher-
order ordinary differential equation, which is integrated in the time domain
using a state space representation. Taghipour et al. discuss different meth-
ods for identifying the coefficients of the differential equation. [100], as well
as the application of the method for a flexible barge [101].



Chapter 3

Wind turbine aerodynamics
and controls

The aerodynamic torque around the rotor shaft results from the distributed
lift and drag forces along the blades, which are a function not only of the
relative wind speed, but also of the rotor speed and airfoil angle of attack.
There are, of course, additional aerodynamic forces acting on the rotor in
addition to the torque.

One of these loads is the force perpendicular to the rotor plane, also
known as thrust – the largest of the three force components. For a floating
wind turbine, the thrust produces important structural loads, as well as
global motions in surge and pitch.

The objectives of wind turbine control systems vary with the wind speed.
Variable-speed-variable-pitch (VSVP) control systems adjust both genera-
tor torque and blade pitch angle in order to maximize power production
below rated wind speed; and to limit power capture and rotor loads above
rated wind speed. In both cases, the controller action influences the thrust,
affecting the dynamics of floating wind turbines.

3.1 Aerodynamics

3.1.1 Blade element momentum method

The torque and thrust on a wind turbine result from the interaction between
the incoming wind and the rotor. The Blade Element Momentum (BEM)
method is a well-known formulation to calculate the rotor loads, considering
the relative wind flow through the rotor and the latter’s rotational speed
[21, 102].

27
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As the name indicates, BEM merges momentum theory with the blade
element theory. Momentum theory is based on conservation of linear and
angular momentum, and is applied over a control volume containing an an-
nular section of the rotor. It is then assumed that the loss of momentum
throughout the section is due to the work done by the wind on the blade,
allowing the calculation of the induction factors. These indicate the frac-
tional decrease in the wind velocity across the rotor plane, relative to the
free stream [21].

Assuming that the blade may be divided into independent, non-inter-
acting segments, the induction factors are used for evaluating the velocities
over each 2-D blade section. The drag and lift can then be calculated and
integrated along the blade span, resulting in the total aerodynamic load.
A new induction factor is then obtained, and the process is iterated until
convergence is attained.

Being a relatively simple model, BEM has its limitations. Standard
corrections normally implemented in wind turbine software are the Glauert
correction, for large (> 0.4) induction factors; and Prandtl’s factors for hub
and tip losses [21].

Other relevant effects not accounted for by the basic BEM formulation
are dynamic wake and dynamic stall. The former, also known as “dynamic
inflow”, consists of the delayed induced velocity in the rotor plane due to
shed vorticity. According to de Vaal [79], the effect is well captured by BEM
combined with Stig Øye’s model [102], when provoked by the horizontal
motions experienced by a rotor on typical FWTs.

Dynamic stall refers to time-varying changes in the lift and drag coef-
ficients of an airfoil, due to time variations in the angle of attack. It can
be represented with Stig Øye’s model or Beddoes-Leishmann model. Ne-
glecting dynamic stall can result in spurious flapwise blade vibrations [102].
Its time constant is however too short for provoking interactions with FWT
motions [79].

By distributing the lift and drag loads along the blades, it is also pos-
sible to obtain their sectional stresses directly from a global analyses, thus
accounting for aeroelasticity.

3.1.2 Wind turbine linearization

In the design of wind turbine control systems, it is convenient to linearize
the aerodynamic torque, Qa, and thrust, T , around predetermined operation
points of interest:

Qa = Qa,0 +
∂Q

∂Ω
∆Ω+

∂Q

∂u
∆u+

∂Q

∂β
∆β (3.1)
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T = T0 +
∂T

∂Ω
∆Ω+

∂T

∂u
∆u+

∂T

∂β
∆β , (3.2)

where Ω is the rotor speed, u is the relative wind velocity through the rotor,
and β is the blade pitch angle.

Despite the nonlinear character of wind turbine aerodynamics, the torque
and thrust linearization as above are considered reasonable for controller
tuning purposes [103].

3.1.3 Relevant non-dimensional coefficients

Some non-dimensional coefficients are normally used to describe a wind
turbine’s operation [62]. The tip-speed ratio, λ, is given by

λ =
ΩR

U
, (3.3)

where U is the incident wind speed and R is the rotor radius. The thrust,
torque, and power coefficients are given by:

CT (λ, β) =
T

1
2ρaπR

2U2
(3.4)

CQ(λ, β) =
Qa

1
2ρaπR

3U2
(3.5)

CP (λ, β) =
P

1
2ρaπR

2U3
, (3.6)

where P is the power and ρa is the air density.

3.1.4 Additional aerodynamic effects

Aerodynamic effects related to the tower can be relevant for FWTs. Tower
drag can become the most important aerodynamic load for an idling turbine
under high wind velocity, while the modified velocity field due to tower
shadow induces thrust fluctuations at blade-passing frequencies. For the
analyses in this work, aerodynamic drag on the tower is represented with
a quadratic model, while tower shadow effects are modelled using potential
theory.

Drag loads on the nacelle, as well as on the platform, can also be repre-
sented with wind drag coefficients.
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3.2 Controls

Most wind turbines rely on automated mechanisms to optimize power pro-
duction, improve power quality, and minimize loads on the rotor, generator,
and tower/substructure. Large wind turbines mostly adopt VSVP control
systems. Figure 3.1 shows the rotor speed and blade-pitch angle at different
operating regions of such controller, configured for the NREL 5 MW wind
turbine [43].
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Figure 3.1: VSVP controller operating regions for the NREL 5 MW wind
turbine.

This section describes the main characteristics of VSVP controllers, as
well as their interactions with FWT dynamics. The focus is set on the
general controller functionalities. Real wind turbines include a number of
additional features, which are not in the scope of this thesis.

3.2.1 Below rated

Below rated wind speed, the main objective of the generator torque con-
troller is to maximize power production. One way to achieve this goal is
by expressing the torque as a quadratic function of the low-pass filtered
generator speed, ωg [64]:

Qg = kbrω
2
g , (3.7)
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where kbr is a function of the maximum achievable power coefficient, Cp,max,
and the associated tip speed ratio, λ′:

kbr =
ρaπR

5Cp,max

2λ′ , (3.8)

with R being the rotor radius.
The maximum power coefficient Cp,max depends on the rotor geometry,

and is a function of wind speed, rotor speed, and blade pitch angle. It can
be found for example by running time-domain simulations with different
combinations of these variables. OpenFAST is a convenient tool for this
purpose, due to its flexibility in enabling/disabling the generator DOF.

The generator torque operates as determined in Equation (3.7) between
the cut-in and rated wind speeds. This range is normally called Region 2,
in the literature. Region 1 refers to wind speeds below cut-in, where zero
torque is applied by the generator. The transition between both regions
can be as simple as a linear function, as adopted by Jonkman et al. [43]; or
governed by a smoothing function, as proposed e.g. by Hansen et al. [104].
The same applies for the transition between Region 2 and Region 3, which
comprises above rated wind operation.

3.2.2 Above rated

Above rated wind speed, the blade pitch controller will be activated in order
to limit the aerodynamic torque, and thus rotor speed. It typically consists
of a proportional-integral (PI) feedback of the rotor speed error:

∆β = Kp∆Ω+Ki

∫ t

0
∆Ωdt , (3.9)

with Kp and Ki being the proportional and integral gains. The rotor speed
error ∆Ω is given by

∆Ω = Ω− Ωr , (3.10)

where the constant reference Ωr = Ω0 is the rated rotor speed.
The controller gains are adjusted according to the desired rotor dynamics

in closed loop:
IdΩ̇ = Qa −Qg = ∆Q , (3.11)

where Id is the combined rotor and drivetrain moment of inertia about the
rotor shaft. Above rated wind speed (Region 3), the generator torque Qg

can either be kept constant (Qg = Qg,r), or varied in order to keep the
power constant. In the latter case, it can be expressed as:

Qg =
Pr

NgΩ
≈ Qg,r −

Pr

NgΩ2
r

∆Ω , (3.12)
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where Pr is the rated power and Ng is the drivetrain gear ratio.

Linearizing the aerodynamic torque Qa as in Equation (3.1) and fol-
lowing Jonkman et al. [43], a second-order system can now be written by
creating a new variable, ϕ̇ = ∆Ω, and combining Equations (3.9-3.1):

Idϕ̈+

[
−∂Qa

∂Ω
− ∂Qa

∂β
Kp −

Pr

NgΩ2
r

]
ϕ̇− ∂Qa

∂β
Kiϕ = Qa,0 −Qg,r = 0 . (3.13)

The controller gains can then be chosen according to the desired system
natural frequency (ωctr) and damping (ζctr):

Ki = −ω2
ctrId
∂Qa

∂β

(3.14)

Kp = −
2Idωctrζctr +

∂Qa

∂Ω + Pr
NgΩ2

r

∂Qa

∂β

≈ −2Idωctrζctr
∂Qa

∂β

, (3.15)

where the approximation assumes that the terms ∂Qa

∂Ω and Pr
NgΩ2

r
are much

smaller than 2Idωctrζctr, which holds for typical large wind turbines.

The determination of the controller natural frequency is a compromise
between satisfactory tracking of the rotor speed, and stability. While for the
former objective it is desirable to have ωctr as high as possible, a too large
value can result in interaction with structural modes, leading to resonant
responses. For a floating wind turbine, one may also consider avoiding the
typical wave frequency range, to prevent the rotor from responding to WF
motions. A natural frequency around 2π/15 = 0.42 rad/s or lower should
be considered as a starting point. Typical values for ζctr are normally 0.6
or larger [35, 43, 105].

Since the aerodynamic derivatives are themselves a function of the tur-
bine operating point (u,Ω,β), a gain scheduling strategy is required to ensure
that the desired control dynamics are kept through the entire operational
range above rated wind. Typically, this is done with a look-up table relating
the gains to the current collective blade pitch angle.

3.2.3 Motion-controller interactions and the detuned con-
troller

Stability issues can arise when the blade-pitch controller responds to rotor
speed variations caused by a FWT’s motions in surge and pitch [18, 34, 106].
A negative damping effect is experienced by the nacelle, if the controller
cannot distinguish the rotor speed fluctuations provoked by FWT motions
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from those arising from turbulence. As a result, resonant motions in pitch
take place, leading to large tower loads and causing interruptions in pro-
duction [107]. Surge motions are also amplified, with negative consequences
to mooring fatigue.

Different measures are proposed in the literature to avoid the instability.
The simplest of them is to “detune” the controller, i.e., to reduce the gains
in order to achieve a controller natural frequency lower than the FWT pitch
natural frequency [34]. Other methods rely on keeping ωctr at a higher level,
while adding motion compensation strategies to the controller command
based on measurements of the platform/nacelle motions [18, 69, 71, 106].

One justification for the adoption of a detuned controller is to claim
that wind turbulence energy is mostly at a lower frequency range. Fig-
ure 3.2 shows the Kaimal spectrum for turbulent wind with mean speed
Vhub = 15.0 m/s and turbulence intensity I = 0.14. Although most of the
energy does lie below 0.01 Hz, the energy in the range 0.02-0.10 Hz is not
negligible.
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Figure 3.2: Theoretical Kaimal spectrum for Vhub = 15.0 m/s, I = 0.14.

The natural frequency of a detuned controller needs to be somewhat
below the pitch natural frequency, which normally lies around 30-40 s for
10 MW FWTs and tends to increase for larger (15-20 MW) units. Thus,
larger excursions of the rotor speed are expected when the detuned controller
is adopted. This is illustrated in Figure 3.3, where rotor speed time series for



34 34

a bottom-fixed DTU 10 MW [44] are shown using ωctr values of 0.42 rad/s
(15.0 s) and 0.16 rad/s (40.0s). The latter, which corresponds to a detuned
configuration, presents variations not observed when the quicker version of
the controller is adopted. The increased rotor speed excursions negatively
impact power quality, in addition to provoking larger variability of the rotor
loads.
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Figure 3.3: Rotor speed comparison for controllers with different natural
frequencies.

Another drawback with the detuned controller is that it results in marginal
aerodynamic damping of the FWT pitch motions. As discussed in Publica-
tions J.1 and C.1, the aerodynamic damping effect depends on the coupled
rotor-platform dynamics, becoming lower as ωctr approaches the FWT pitch
natural frequency – which is the case for detuned controllers. Even though
the instability is avoided, pitch motions tend to persist for longer than they
would in the presence of more aerodynamic damping, provided by the rotor
when a non-detuned controller is adopted.

3.2.4 Motion compensation strategies

A controller with a higher natural frequency can be adopted for floating
wind turbines if the baseline feedback law from Equation 3.9 is combined
with a motion compensation strategy. This can be, for example, through
direct feedback of the measured nacelle velocity, vn, to the commanded
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blade pitch, as discussed by Jonkman [106]:

∆β = Kp∆Ω+Ki

∫ t

0
∆Ωdt+Kfbvn . (3.16)

This approach will be identified as the nacelle velocity feedback method.

Other methods rely on rejecting the rotor speed fluctuations caused
by the FWT motions from the error ∆Ω, before the latter is fed into the
controller. Skaare et al. [69] used an observer to separate the rotor speed
components provoked by fluctuations in wind speed from those arising from
the FWT motions – and then feeding only the former into the controller.
A simpler approach, proposed by Lackner [71], modifies the reference rotor
speed Ωr based on vn.

Ωr(t) = Ω0 +Kffvn , Kff < 0 , (3.17)

The updated reference rotor speed Ωr is used in the PI control law. By using
the nacelle velocity for calculating the rotor speed reference, the controller is
informed whether the turbine is pitching downwind or upwind, thus avoiding
the rotor speed variations caused by nacelle motions to be fed into the
controller. This approach will thus be identified as the nacelle velocity
feedforward method.

Replacing Equation (3.17) in (3.9) the control law becomes:

∆β = Kp∆Ω+Ki

∫ t

0
∆Ωdt−KpKffvn −KiKffxn . (3.18)

Comparing Equations (3.16) and (3.18), it is visible that the main dif-
ference between both approaches is the presence of a term proportional to
the nacelle position. It will be clear below that this is equivalent to adding
stiffness to the nacelle fore-aft displacement.

Floating wind turbines are subjected to waves, and thus the nacelle
velocity will contain wave-frequency components. Although WF pitch mo-
tions are in general small, the resulting tangential velocity at the nacelle
height may become a significant contribution, inducing non-negligible WF
components to the blade pitch command. It is thus desirable to low-pass
filter the nacelle velocity before using it in Equations (3.16) and (3.18).

Low-pass filtering can induce a significant phase lag to the filtered signal.
This can affect stability of the controller, and should thus be included in
the stability analysis.
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3.2.5 Linear platform-rotor-filter coupled system

Stability of the platform-rotor-filter coupled system can be verified based on
the eigenvalues of a linearized system of equations. Linear state-space sys-
tems are developed below for the controller without motion compensation,
as well as when nacelle velocity feedback or feedforward are adopted.

In the latter two cases, the dynamics of a 2nd-order Butterworth low-pass
filter to the nacelle velocity are included in the equations. Other sources of
phase lag into the system can be dynamic wake effects, low pass filtering of
the rotor speed, and blade-pitch and generator torque actuator dynamics.
These will be neglected in this analysis. Pedersen [68] provides a compre-
hensive stability analysis of a controller with nacelle velocity feedforward
for a FWT, including dynamic wake effects.

The nacelle motion is affected by the platform surge and pitch motions.
Only pitch, however, will be considered, since this is the mode for which
the motion instability is more serious [106]. The uncoupled platform pitch
equation is given by:

m55θ̈ + b55θ̇ + c55θ = ∆TLh , (3.19)

where m55 includes rigid body and added mass contributions to the inertia
in pitch, b55 is hydrodynamic damping, c55 is the restoring coefficient, and
Lh is the hub height w.r.t. the rotation center. c55 is adjusted for matching
the same pitch natural period as obtained in a 2-DOF coupled system, thus
also taking into account restoring effects induced by the mooring system.

The aerodynamic thrust variation ∆T = T − T0 can be linearized as in
Equation (3.2). The variation in longitudinal wind speed, ∆u, is a combi-
nation of turbulence and the nacelle motion:

∆u = ut − vn , (3.20)

while the blade-pitch action ∆β is initially assumed not to include any of
the stabilization strategies, being given as in Equation (3.9).

From now on, the notation Ab = ∂A
∂b is adopted. Combining the equa-

tions above, and noting that the nacelle position xn may be related to the
platform pitch angle as x = Lhθ, the nacelle dynamics can be written ac-
cording to:

m̄55v̇n +
(
b̄55 + Tu

)
vn + c̄55xn − (KpTβ + TΩ) Ω−KiTβϕ = Tuut , (3.21)

where the bar over m, b, c indicates division by L2
h. Disregarding the term

Pr
NgΩ2

r
, the rotor dynamics (Equation 3.13) can be rewritten:
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IdΩ̇− (KpQβ +QΩ) Ω−KiQβϕ+Quvn = Quut . (3.22)

The coupled equations for the platform and rotor dynamics can now be
represented in state-space form:

ẋ = Ax+Bu (3.23)

y = Cx+Du (3.24)

with x = [xn vn ϕ Ω]T , y = [xn Ω]T , and u = [ut]
T . In order to

assemble the state matrix A and the input matrix B, it can be helpful to
rewrite the equations isolating the state derivatives:

ẋn = vn

v̇n =
1

m̄55

[
−c̄55xn −

(
b̄55 + Tu

)
vn +KiTβϕ+ (KpTβ + TΩ) Ω + Tuut

]

ϕ̇ = Ω

Ω̇ =
1

Id
[−Quvn +KiQβϕ+ (KpQβ +QΩ) Ω +Quut] (3.25)

Such that:

A =




0 1 0 0

− c̄55
m̄55

− b̄55+Tu
m̄55

KiTβ

m̄55

KpTβ+TΩ

m̄55

0 0 0 1

0 −Qu

Id

KiQβ

Id

KpQβ+QΩ

Id


 , (3.26)

B =

[
Tu
m̄55
Qu

Id

]
. (3.27)

Nacelle velocity feedback

The nacelle velocity is now included in the control law as given in Equation
(3.16). Without low pass filtering, the nacelle and rotor dynamics equations
now become:

m̄55v̇n +
(
b̄55 + Tu−TβKfb

)
vn + c̄55xn − (KpTβ + TΩ) Ω−KiTβϕ = Tuut ,

(3.28)

IdΩ̇− (KpQβ +QΩ) Ω−KiQβϕ+ (Qu−QβKfb) vn = Quut . (3.29)
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The system matrix then becomes

A =




0 1 0 0

− c̄55
m̄55

− b̄55+Tu−TβKfb

m̄55

KiTβ

m̄55

KpTβ+TΩ

m̄55

0 0 0 1

0 −Qu−QβKfb

Id

KiQβ

Id

KpQβ+QΩ

Id


 . (3.30)

If the filtered nacelle velocity, vf , is used in the control law, the order of
the system must be increased. Good filtering performance was found with
a 2nd-order Butterworth low pass filter, which has the following transfer
function:

H(s) =
ωf

s2 + 2ζfωfs+ ω2
f

, (3.31)

where ωf and ζf are the filter cut-off frequency and damping, respectively.
The damping is commonly set to 0.707, which provides the steepest filtering
action. The cut-off frequency is a compromise between filtering ability and
the induced phase lag. The corresponding time-domain equations are then
added to the system:

ẋf = vf

v̇f = −2ζfωfvf − ω2
fxf + ω2

fxn , (3.32)

(3.33)

and the dynamic equations become

m̄55v̇n +
(
b̄55 + Tu

)
vn + c̄55xn − (KpTβ + TΩ) Ω−

KiTβϕ−TβKfbvf = Tuut , (3.34)

IdΩ̇− (KpQβ +QΩ) Ω−KiQβϕ+Quvn−QβKfbvf = Quut . (3.35)

The augmented state and output vectors become

x = [xn vn ϕ Ω xf vf ]
T

y = [xn Ω vf ]
T , (3.36)

(3.37)

and the system matrix is now 6x6:
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A =




0 1 0 0 0 0

− c̄55
m̄55

− b̄55+Tu
m̄55

KiTβ

m̄55

KpTβ+TΩ

m̄55
0

TβKfb

m̄55

0 0 0 1 0 0

0 −Qu

Id

KiQβ

Id

KpQβ+QΩ

Id
0

QβKfb

Id
0 0 0 0 0 1
ω2
f 0 0 0 −ω2

f −2ζfωf



. (3.38)

Nacelle velocity feedforward

Nacelle velocity feedforward is now taken into account in the controller by
updating the reference rotor speed as in Eq. (3.10). Without the filter, the
nacelle and rotor dynamics become

m̄55v̇n +
(
b̄55 + Tu+TβKpKff

)
vn + (c̄55+TβKiKff )xn

− (KpTβ + TΩ) Ω−KiTβϕ = Tuut , (3.39)

IdΩ̇− (KpQβ +QΩ) Ω−KiQβϕ

+(Qu+QβKpKff ) vn+QβKiKffxn = Quut , (3.40)

while the system matrix becomes

A =




0 1 0 0

− c̄55+TβKiKff

m̄55
− b̄55+Tu+TβKpKff

m̄55

KiTβ

m̄55

KpTβ+TΩ

m̄55

0 0 0 1

−QβKiKff

Id
−Qu+QβKpKff

Id

KiQβ

Id

KpQβ+QΩ

Id


 . (3.41)

When the filter is included, the dynamics and system matrix are

m̄55v̇n +
(
b̄55 + Tu

)
vn + c̄55xn − (KpTβ + TΩ) Ω−KiTβϕ

+TβKpKffvf+TβKiKffxf = Tuut , (3.42)

IdΩ̇− (KpQβ +QΩ) Ω−KiQβϕ+Quvn

+QβKpKffvf+QβKiKffxf = Quut . (3.43)
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A =




0 1 0 0 0 0

− c̄55
m̄55

− b̄55+Tu
m̄55

KiTβ

m̄55

KpTβ+TΩ

m̄55
−TβKiKff

m̄55
−TβKpKff

m̄55

0 0 0 1 0 0

0 −Qu

Id

KiQβ

Id

KpQβ+QΩ

Id
−QβKiKff

Id
−QβKpKff

Id
0 0 0 0 0 1
ω2
f 0 0 0 −ω2

f −2ζfωf



.

(3.44)

Filter cut-off frequency

The nacelle velocity filter is coupled to the system dynamics, as is evident
from the system matrices for the different controllers. Its influence on the
overall stability depends on the cut-off frequency, ωf , which determines the
filtering ability. Reducing ωf will attenuate wave frequency components
more effectively, but will also increase the phase lag at the platform pitch
resonant frequency. Depending on this phase shift, feedback/feedforward of
the filtered nacelle velocity may destabilize the system.

In addition, the cut-off frequency should be higher enough than the
platform pitch natural frequency, such that the LF component of the na-
celle velocity is not significantly attenuated by the filter. The choice of ωf is
then a compromise between removing as much as possible of the WF com-
ponents from the nacelle velocity, but without affecting the LF components
significantly, and avoiding excessive phase lag.

Assuming that the waves for a given site have most of their energy below
15.0 s, and that platform natural periods will typically be longer than 25.0 s,
it would be reasonable in this case to set the cut-off frequency at 2π/20 ≈
0.31 rad/s. Platforms with longer pitch natural periods will benefit from
having lower cut-off frequencies, resulting in a more effective filtering action.

3.2.6 Stability analysis – case study

As a case study, a 20 MW spar FWT presented in Publication J.3 (Spar6)
is used for a stability analysis considering the baseline controller (Equa-
tion 3.9), as well as the motion compensation strategies based on nacelle
velocity feedback (Equation 3.16) and feedforward (Equation 3.18). The
FWT and turbine main properties of interest used in the analysis are pro-
vided in Table 3.1.

The pitch natural period provided in the table is obtained from a coupled
surge-pitch system. Since in the present analysis only pitch is considered,
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Table 3.1: Spar6 20 MW FWT main properties for control stability analysis.

Property Value

I55 (kg.m2) 2.97× 1011

a55 (kg.m2) 1.27× 1011

T5 (s) 38.7
Ng (-) 164.0
Ω0 (rpm) 7.15
Vr (m/s) 10.7
Id (kg.m2) 2.90× 109

Lh (m) 160.20

an equivalent linear stiffness coefficient c55 is calculated to provide the same
natural period based on a single-DOF system:

c55 =
4π2m55

T 2
5

= 1.12× 1010N.m/rad , (3.45)

where m55 = I55 + a55.
For a linear system, stability can be ensured when the real parts of all

the eigenvalues are negative. For the baseline controller, this is verified
with the A matrix in Equation 3.26. For the present analysis, m55 and
c55 are determined as above, while the hydrodynamic damping coefficient
b55 is disregarded. The aerodynamic derivatives are obtained with Open-
FAST [108, 109]. The controller gains Ki and Kp are determined based on
the required natural frequency ωctr, following Equations (3.14-3.15).

Two values for ωctr are adopted: ωctr = 0.31 rad/s, corresponding to a
period of 20.0 s; and ωctr = 0.11 rad/s, which is the highest value possible
to ensure stability for all hub wind speeds above rated, in the absence of
hydrodynamic damping (detuned controller). ζctr = 0.6 is assumed for both
cases. Figure 3.4 shows the real part of the eigenvalue associated with the
least stable mode1, as a function of the hub-height wind speed. It is noted
that the highest values are always at rated wind speed, which thus governs
the natural frequency for the detuned controller.

The eigenvalue associated with a given mode i can be related to the
mode’s natural frequency and damping according to:

λi = −ζiωn,i ± jωn,i

√
1− ζ2i . (3.46)

1The least stable mode is the one associated with the eigenvalue with least negative/-
most positive real part.
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Figure 3.4: Highest eigenvalue real part for Spar6 with baseline PI con-
troller.

For a coupled system, the eigenvalues will be associated with combinations
of the modes represented by the system states. It is nevertheless possible
to relate each eigenvalue with the rotor/pitch modes by comparing ωn,i

with the natural frequencies of the uncoupled systems – the pitch natural
frequency, for the platform, and the rotor natural frequency, determined by
the controller configuration. This assumption also allows the estimation of
the damping associated with each mode.

Table 3.2 shows the resulting period and aerodynamic damping asso-
ciated with the platform pitch motions, when the different values for ωctr

are used for the baseline controller, and at rated wind speed. An aerody-
namic damping coefficient of approx. -6% of the critical value is introduced
to the platform motions with the higher ωctr, rendering the system unsta-
ble in pitch. It is also noted that the pitch period is increased with both
controllers, but mostly for the detuned controller. This effect is further
discussed in Publication J.1 and Chapter 5.

Hydrodynamic damping in pitch can be significant, especially for semi-
submersible and barge platforms. In some cases it can compensate for the
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Table 3.2: Period and damping associated with platform pitch motion with
different controller natural frequencies – Vhub = 10.7 m/s.

ωctr (rad/s) T5 (s) ζ5 (-)

0.11 43.5 0.03
0.31 39.7 -0.06

negative aerodynamic damping, avoiding the instability. It is also possible
to adjust the controller gain scheduling to obtain the largest possible gains
ensuring stability at each wind speed, as proposed by Lemmer et al. [105].
Other platform concepts, like spars, may have a lower level of hydrodynamic
damping, giving less room for such approach.

Figure 3.5 shows the real part of the eigenvalue associated with the
least stable mode of the coupled system, when the nacelle velocity feedback
approach (Equation 3.16) is adopted, as a function of the velocity gain Kfb.
The controller natural frequency is 0.31 rad/s, and ζctr = 0.6. Two lines
are shown: one without low-pass filtering of vn; and another with the filter
active, and a cut-off frequency ωf = 2π/20.0 = 0.31 rad/s. Without the
filter, the system is stable for Kfb ∈ [−0.191;−0.104]. However, no range
for Kfb rendering stability was found when the filter is present.

Lenfest et al. [35] adopted a similar approach for tuning Kfb, using the
same controller for a 5 MW semi-submersible FWT. Values of Kfb ensuring
stability were found, but the authors did not include the filter states in the
stability analysis. In addition, hydrodynamic damping was accounted for.

Nacelle velocity feedforward (Equation 3.18), on the other hand, can
provide a stable system even when the filter is present. This is shown in
Figure 3.6, where the real part of the eigenvalue associated with the least
stable mode is shown as a function of Kff . A LP filter with ωf = 0.31 rad/s
is included in the system. The three lines correspond to different controller
natural frequencies, while ζctr = 0.6 is kept for all cases. The curves indicate
that a gain Kff = −0.10 rad/m is appropriate for all the ωctr considered.

Table 3.3 shows the period and damping associated with the platform
pitch motions when nacelle velocity feedforward is adopted. The controller
natural frequency and damping are set to 0.31 rad/s and 0.6, respectively,
and Kff = 0.10 rad/s. It is noted that the pitch period is significantly
elongated, especially for wind velocities closer to rated. An aerodynamic
damping coefficient of 0.17 is attained at rated wind speed, decreasing to-
wards cut-off but no lower than 0.11.

The adoption of nacelle velocity feedforward to the baseline PI controller
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Figure 3.5: Highest eigenvalue real part for Spar6 with PI controller +
nacelle velocity feedback, with and without low-pass filtering of vn.

not only allows the choice of the desired ωctr, irrespective of the hydrody-
namic damping, but also adds significant positive aerodynamic damping to
the pitch motions. Section 6.2 of Publication J.3 compares time-domain sim-
ulation results adopting this strategy and the detuned controller, for Spar6,
under a realistic loading condition. The performance with the former is
evident not only in terms of rotor speed/power fluctuations, but also in
tower bending moment at lower frequencies. Hegseth et al. [73] adopted the
same motion compensation strategy in the design optimization of a 10 MW
spar FWT, allowing for reduced tower dimensions than when a detuned
controller was adopted.

3.2.7 Structural load mitigation

In addition to the primary purpose of regulating rotor speed, the wind
turbine controller can also be configured to reduce structural loads related
to the turbine operation. It is also possible to compensate for roll and yaw
motions, thus reducing the associated substructure/mooring loads. This
section focuses on two measures: individual pitch control, and thrust peak



3.2. Controls 45

-0.2 -0.15 -0.1 -0.05 0

K
ff
 (rad/m)

-0.015

-0.01

-0.005

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

E
ig

en
va

lu
e 

re
al

 p
ar

t
ctr

 = 0.31 rad/s

ctr
 = 0.42 rad/s

ctr
 = 0.63 rad/s
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nacelle velocity feedforward, for different controller natural frequencies. LP-
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shaving.

Individual pitch control

The control techniques presented so far assume collective blade pitch con-
trol – that is, the controller commands the same pitch angle to all blades.
Individual pitch control (IPC) consists of commanding specific increments
to each blade, on top of the collective command. Although not used in this
work, a short discussion about its uses is included here.

One of the main reasons to adopt IPC is to reduce excitation at blade
passing frequencies. The individual blade pitch commands may be deter-
mined in order to compensate for the different wind velocity seen by each
blade, caused by wind shear, tower shadow effects, and turbulence.

As pointed out by Bossanyi [103], however, effective reduction of blade-
passing related loads with IPC is only possible if the asymmetric loading
on the rotor can be measured with accuracy. This is because the wind
speed variations through the rotor of large wind turbines are dominated by
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Table 3.3: Period and damping associated with the platform pitch motion,
for a controller with nacelle velocity feedforward. ωctr = 0.31 rad/s, ζctr =
0.60, Kff = 0.10 rad/s.

Vhub (m/s)
10.7 15.0 20.0 25.0

T5 (s) 65.4 55.6 51.7 49.7
ζ5 (-) 0.17 0.17 0.14 0.11

stochastic turbulent components, rather than the deterministic ones due to
wind shear and tower shadow. For these latter, IPC could be based on the
rotor azimuth at each instant, which is easy to measure.

Individual pitch control can also be used to create aerodynamic moments
around the rotor. Namik et al. [110] used this feature to compensate for roll
and pitch motions of a 5 MW barge FWT, and time-domain simulations
showed a significant reduction in both the motions rate and tower base fa-
tigue damage. The moments to compensate for a FWT motion in roll/pitch
are however of large magnitude, while the method relies on applying these
loads exclusively at the rotor. Although not discussed in the paper, the
associated structural costs for blades, shaft, drivetrain, and tower top are
expected to be significant, if not prohibitive.

Thrust peak shaving

Rotor thrust peaks at rated wind speed. The force, applied at hub height,
can result in high loading at the tower base. In addition, the mean platform
pitch angle can produce a high mean gravitational load related to the RNA
weight, which is shown in Publication J.3 to have an important contribution
to extreme loads in large FWTs.

Thrust peak shaving consists of limiting the rotor thrust at a range near
rated wind speed, by pitching the blades to a minimum angle [111]. A
look-up table can be created, relating the blade pitch as a function of e.g.
incoming wind speed at hub height, in order to achieve the desired thrust.

By increasing the blade pitch angle, while keeping rotor speed and wind
speed constant, one should expect also a reduction in aerodynamic torque,
and thus, power. This is illustrated in Figure 3.7, which shows rotor thrust
and power for the 20 MW wind turbine presented by Ashuri et al.[4]. A
13% reduction in thrust is achieved at rated wind speed, with up to 8% loss
of produced power just below rated wind speed.
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Chapter 4

Floating wind turbine
time-domain analysis

Numerical simulations are an important tool in the analysis of FWT global
dynamics, structural integrity assessment, mooring system responses, and
controller performance. This chapter describes models for environmental
loads, procedures for FWT coupled analyses, and the methodology for fa-
tigue and extreme analysis adopted in this work.

4.1 Environmental modeling

4.1.1 Waves

Linear wave theory, also known as Airy theory, assumes waves as harmonic
and provides in general a good representation of ocean waves with limited
height [112]. A realistic, irregular wave is then idealized as the superposition
of regular (harmonic) waves, with varying amplitude and period.

A sea state can be characterized by parameters describing the typical
height and period of the waves. The significant wave height, Hs, is defined
as the average of the one-third highest waves in a sea state. The wave peak
period, Tp, corresponds to the frequency associated with the most energetic
waves in the same sea state. These parameters are normally assumed to
remain stationary for a period of up to 3 hours, which is thus considered a
typical duration of a short-term sea state [84].

A wave spectrum is a description of the energy density distribution of
a sea state in the the frequency-domain. Wave time series can be obtained
from the wave spectrum with an inverse Fourier transform. Some empirical
formulations provide a wave spectrum as a function of Hs and Tp. The
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JONSWAP spectrum is an appropriate formulation for developing seas1,
and is given by[112]:

Sw(ω) = [1− 0.287 ln(γ)]
5

16
H2

sω
4
pω

−5 exp

[
−5

4

(
ω

ωp

)−4
]
γ
exp

[
−0.5

(
ω−ωp
σωp

)2
]
,

(4.1)
with σ given by

σ =

{
0.07 for ω ≤ ωp

0.09 for ω > ωp

,

while γ is the peak-shape parameter. If not provided, γ can be related to
Hs and Tp according to:

γ =





5.0 for Tp/
√
Hs ≤ 3.6

exp
(
5.75− 1.15Tp/

√
Hs

)
for 3.6 < Tp/

√
Hs < 5.0

1.0 for Tp/
√
Hs ≥ 5.0

. (4.2)

The JONSWAP spectrum parameters above relate to North Sea conditions,
and should be adapted to local data before being used for other regions.
Figure 4.1 shows the spectrum calculated for two sea states, with same Hs

and different Tp, with γ given by Eq. (4.2). For the sea state with shorter Tp,
γ becomes higher, resulting in a spectrum with energy more concentrated
around ωp.

Long-crested (unidirectional) waves are directly represented by the wave
spectrum. Short-crested waves can be obtained by multiplying the spectrum
with a wave energy spreading function [84].

4.1.2 Wind

Time-domain analysis of FWTs requires a wind model that reasonably cap-
tures the temporal and spatial variations of the incident wind velocity field
through the rotor. Although the wind propagates in three dimensions, it is
normally the horizontal component, across the rotor plane, that is used to
characterize the wind condition for a given load case.

For the purpose of wind turbine design, time variations in the wind
velocity of up to hours are of interest, encompassing both turbulence and
gusts [21]. Gusts are normally assumed as deterministic events in wind
turbine analysis, and are not considered in this thesis. Turbulence has a

1Other standard wave spectrum formulations, like the Pierson-Moskowitz, Bretschnei-
der, and Torsethaugen, can be more adequate to represent sea states for other conditions,
including fully-developed seas or spectra with more than one peak [112]



4.1. Environmental modeling 51

0 0.5 1 1.5 2 2.5

 (rad/s)

0

2

4

6

8

10

12

14

S
(

) 
(m

2
 s

)

H
s
 = 6.0 m, T

p
 = 9.0 s,  = 4.7

H
s
 = 6.0 m, T

p
 = 11.0 s,  = 1.6

Figure 4.1: JONSWAP spectra for two different sea states. Although both
have the same significant wave height, the different peak periods result in
different γ, calculated according to Eq (4.2), affecting the energy distribu-
tion around ωp.

stochastic nature, and it is usual to assume the total wind speed as the
superposition of a mean and a turbulent component:

U = Um + ut . (4.3)

The mean component, Um, varies with height. Wind shear, as the variation
is known, can be described with a power law profile:

Um(z) = Um(zref )(z/zref )
α , (4.4)

where the wind shear exponent α can be provided with metocean data, and
is normally in the range 0.1-0.2.

The turbulent component, ut, is commonly assumed as stochastic, fol-
lowing a zero-mean Gaussian distribution [113]. Turbulence intensity, I,
is defined as the ratio between the standard deviation of ut and the mean
component:

I =
σut

Um
. (4.5)
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While metocean data can provide typical values of I for specific sites,
it is also common to adopt the turbulence characteristics recommended
by IEC 61400-1 [113] in the structural analysis of FWTs. The normal
turbulence model (NTM) applies for operational conditions, and prescribes
the standard deviation of the turbulent component as:

σut = Iref (0.75Um(zhub) + b) , (4.6)

with b = 5.6 m/s, and the reference turbulence intensity Iref corresponding
to a hub wind speed of 15.0 m/s, defined according to the wind turbine
class. Since turbulence is typically moderate at offshore sites, wind turbine
class B (medium, Iref = 0.14) or C (low, Iref = 0.12) are reasonable choices
for FWT analyses. For extreme conditions, the extreme wind speed model
(EWM) can be adopted:

σut = 0.11Um(zhub) . (4.7)

The turbulent fluctuations in the wind speed are not uniform across the
rotor plane. Although they are normally modelled with the same statistical
properties, the wind speed measured at different points at a given instant
will be different. A coherence function measures the dependence between
turbulent wind speed time series at different points in space [102]. Together
with wind shear, the spatial wind speed variations provoke important load
fluctuations at the blade-passing frequencies.

Turbulent wind time series can be obtained based on turbulence mod-
els, of which the Kaimal spectrum associated with an exponential coher-
ence model, and the Mann uniform shear model, are listed by IEC-61400-
1. Bachynski and Eliassen [114] compared global responses for different
FWT concepts using both models, finding non-negligible differences for low-
frequency motions. Each model provided larger responses for specific DOFs,
which is related by the authors to the different coherence models. Nybø et
al. [115] found that, for a 15 MW spar FWT, both formulations produce
lower surge and pitch motions, compared with another model that uses off-
shore wind field measurements into account. One of the explanations risen
by the authors is the ability of this model to reproduce large scale wind
speed fluctuations, thus exciting low-frequency FWT motions more realis-
tically.

Three-dimensional turbulence time-series for the analyses in this the-
sis were generated based on the Kaimal model, using the software Turb-
Sim [116]. The grid width and height were determined based on the rotor
diameter, with a 32 x 32 grid for all the turbines analyzed.
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4.1.3 Current

Current speed profiles can have complex variation with the water depth, but
it is a common practice to model them with e.g. a power law formulation [50].
A current model can have significant impact on the integrity assessment of
mooring lines and power cables, but current loads are normally negligible
compared with wind and wave loads in the structural analysis of FWT
platforms. For this reason, current loads are not considered in this thesis.

4.2 Floating wind turbine coupled analysis

A coupled system is, in the context of this thesis, a dynamic system com-
posed of elements that interact significantly with each other. The term
“coupled analysis”, when used in this work, refers to a time-domain analy-
sis of a coupled FWT system, where the most important interactions of a
FWT’s sub-systems are considered simultaneously with the overall system
response.

Floating wind turbine global dynamics are mainly affected by three
sources of loads: aerodynamic loads, at rotor, tower, and platform; hy-
drodynamic/hydrostatic loads, at the platform; and mooring positioning
loads, also at the platform. The platform motions can affect the aerody-
namic loads considerably2. These loads, conversely, induce displacements
on the platform from its equilibrium position. The interactions between the
platform motions and the control system, discussed in Chapter 3 and Publi-
cations J.1 and C.1, are another important source of coupling for FWTs – in
simple terms, the pitch natural period, as well as the aerodynamic damping
in surge and pitch, can be affected by the wind speed, motion frequency,
and controller configuration. In addition, the mooring restoring loads can
become nonlinear for large mean platform displacement due to winds and
waves – which also affects the surge natural period.

Another important characteristic of FWTs is the variety of frequency
ranges at which resonant structural responses can be excited. Significant
tower vibrations may occur if the tower modal frequencies fall inside blade-
passing ranges, increasing fatigue damage substantially [56]. Blades flexible
modes can interact with the controller, if no proper filtering of rotor speed
or other controller signals is implemented. Platform rigid-body motions are
in general at frequency ranges with significant wind excitation. For spars,

2Hydrodynamic loads are also affected by the platform displacement, but this effect
is not captured by first-order theory, which is the scope of this thesis – except for the
slowly-varying wave loading in Publication J.3.
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yaw can also be excited by 1p rotor loads.

Coupled analyses have been traditionally adopted in the assessment of
marine structures comprising a floating body attached to slender elements
(e.g. risers and mooring lines) [49]. The development of this approach, where
the floating body and slender structures dynamics are evaluated simultane-
ously, represented a significant gain in the accuracy of predicted tensions on
the latter, in comparison with a “de-coupled analysis” – where floater mo-
tions are obtained separately and then prescribed to the fairleads [117]. In
short, a coupled analysis should be considered whenever resonant vibrations
of different components can affect the system’s global dynamics.

As described in Chapter 2, floating wind turbines are in many cases
modelled as a combination of rigid bodies and slender structures. This, in
addition to the highly coupled dynamics of FWTs, make coupled analyses
fundamental for accurately computing motions and structural loads at the
platform, tower, rotor blades, and mooring lines. Time-domain coupled
analysis are required by both DNV-ST-0119 [46] and IEC61400-3-2 [45] in
FWT structural assessment.

4.2.1 Numerical tools for coupled analyses of FWT

The term aero-hydro-servo-elastic refers to software which include the aero-
dynamic and hydrodynamic load models, control systems, and structural
models needed for the analysis of offshore wind turbines [118]. Software for
FWT simulations are often adapted from existing tools for onshore wind
turbine analysis (e.g. HAWC2 [119], Bladed [120], OpenFAST [121]), or for
offshore engineering (e.g. Sima [122], OrcaFlex [123]). It is thus to expect
that the latter have more emphasis on hydrodynamic models, while the
former have a larger emphasis on aerodynamics and drivetrain mechanisms.

Most of the research carried out in this thesis adopted Sima for the
numerical simulations. OpenFAST was also used, but in a minor extent. In
addition, NREL’s Reference OpenSource Controller (ROSCO) [124] is used
in part of the work.

Sima

Sima performs aero-hydro-servo-elastic simulations in the time domain, by
combining Simo and Riflex – two programs originally developed for the
analysis of marine structures.

Simo [125] is a simulator for complex marine operations, meaning that
it can include multibody systems, with couplings. It includes models for
hydrostatic restoring, 1st- and 2nd-order loads based on potential theory for
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large bodies, and load models for slender structures based on the Morison
formulation. Mooring loads from catenary systems can be evaluated based
on a quasi-static catenary model. A matrix of quadratic wind coefficients
can be used for inclusion of wind loads.

Riflex [126] is a software based on a nonlinear finite element formulation,
intended for the analysis of marine slender structures in the time domain.
Both bar and beam elements can be used in the models, and hydrody-
namic loads can be applied at nodes using different hydrodynamic models
– including Morison formulation, potential theory, or the MacCamy-Fuchs
formulation.

Wind turbine aerodynamic loads can be computed in Riflex using the
blade element momentum (BEM) formulation. Glauert’s correction is adopted
for high induction factors, and Prandtl’s correction factors for losses associ-
ated with the hub and blade tip can also be considered. Dynamic wake and
dynamic stall are accounted for based on Øye’s formulations [102]. A 2-D
potential flow formulation around a circle is used for accounting for tower
shadow effects. Control systems are supported for the generator torque,
blade pitch angle, and nacelle yaw.

Details on Simo and Riflex implementations for FWT coupled analyses
are provided by Ormberg et al. [127] and Luxcey et al. [82]. Simulations
done with the package are compared against real-scale data of a 2.3 MW
spar FWT by Skaare et al. [107]. A comparison with other programs in
terms of hydrodynamic loads was done in the Offshore Code Comparison
Collaboration, Continuation (OC4) project, where good agreement is ob-
served with those codes using similar hydrodynamic models [118].

OpenFAST

OpenFAST is an open-source aero-hydro-servo-elastic software, based on
multibody and modal superposition models. In contrast with Sima, Open-
FAST was initially intended for onshore wind turbine simulations, but the
main hydrodynamic models for FWTs have been implemented in the last
years.

In addition to performing time-domain simulations, OpenFAST also in-
cludes the option of performing linearization of the system dynamics around
user-defined operational points, based on a central-difference perturbation
technique [108, 109]. This feature is particularly useful for obtaining the
aerodynamic derivatives used in Chapter 3 for tuning the control system
and evaluating the stability of the coupled control-rotor-platform system.
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ROSCO

ROSCO is an open-source offshore wind turbine controller, featuring not
only the algorithms for a VSVP controller but also wind speed estimators,
nacelle yaw controller, individual pitch control, peak shaving, among other
functionalities. It can be used in time-domain simulations as an external
library, which is called at each time step by the aero-hydro-servo-elastic
software. A modified version of ROSCO was adopted in Publication J.3.

4.2.2 Modelling considerations for FWT coupled analyses

Coupling between a rigid body and a FE model is normally done using a
“master-slave” approach [49]. When the FWT platform is modelled as rigid,
a common procedure is to set the tower base and mooring line fairleads as
nodes slaved to a node fixed to the platform. The platform motions are
then imposed to the tower base and mooring lines, which in turn also affect
the floater dynamics.

In Sima, the rotor blades can be assumed either as rigid or flexible. In
the latter case, a FE model with beam elements is adopted. The blade root
is slaved to the shaft, which is free to rotate around its own axis but has
the other extremity slaved to the tower top. A combination of bodies and
beams can be used to model the hub and nacelle inertia properties.

A detailed model of the mooring lines, using finite elements, is only nec-
essary if a structural assessment of the mooring system itself is to be done;
or if details of the system are too complicated to be obtained with a quasi-
static model. Otherwise, adoption of the latter can reduce computational
time significantly. In this case, the mooring system loads are represented as
a forces applied at a node at the fairleads positions.

The control system should be activated during all operational conditions.
The controller receives the rotor speed and other signals of interest (e.g.
nacelle velocity) from the simulator, and feeds back the demanded generator
torque and blade pitch angle – which in Sima are imposed to the rotor shaft
and blade root, respectively. Models for the generator torque and blade
pitch actuator are not available, such that the associated dynamics, when
relevant, must be evaluated inside the controller library. These effects are
not considered in any of the analyses performed in this work, though.

Flexible platform modelling

When the platform is modelled as a flexible structure, it is necessary to
distribute the hydrodynamic loads over the body surface, such that the
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correct structural deflections – and thus sectional loads – are obtained during
the analysis. For the scope of this thesis, the interest is on sectional loads
at the main components of a FWT platform (the cylinder of a spar, or
columns/pontoons of semi-submersibles and TLPs). Figure 4.2 illustrates
the distribution of wave excitation force on a spar FWT.

Figure 4.2: Discretization of a spar FWT platform for distribution of hy-
drodynamic loads. In the figure, the force vectors Fi represent the wave
horizontal excitation force.

A first step to make a flexible platform model is then to decide upon
the discretization to be used for the hydrodynamic load distribution. The
number of segments should be large enough to provide a good representation
of the mode shapes of interest, as well as the to ensure that added mass and
radiation damping in the rotational DOFs are correctly represented.

Some potential-theory software can output not only the radiation and
diffraction loads, but also the pressures associated with the panels obtained
from the solution to each problem. These pressures can be used to compute
the loads corresponding to each of the platform segments, after solving the
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problem assuming the body as rigid. It is recommended to adapt the mesh
of the hull such that each segment contains an integer number of panels.

One concern with a FE model of a floating platform is to ensure that the
buoyancy is properly accounted for in the calculation of the sectional loads.
Depending on the modelling strategy, the buoyancy may be calculated based
on the platform fraction below the section of interest only, which differs from
the integrated pressure over the hull. A more detailed description of the
problem, as well as a fix for a spar FWT, are presented in Publication J.3.

4.2.3 Simulation parameters

The simulated time for each load case realization is limited by stationarity
of the environmental parameters. At the same time, floating wind turbines
can have long natural periods, and a simulation should last long enough to
allow a sufficient number of low-frequency vibrations.

Waves are commonly assumed as stationary over 3 hours [50]. The mean
wind speed, on the other hand, is in general assumed to remain stationary
over 10 minutes only [113]. Manwell et al. [21] however claim that a mean
wind speed can be assumed stationary to up to 1 hour. In this work, 1-hour
turbulent time series are adopted, since this assumption is conservative in
terms of extremes [45] and avoids repeating 10-min wind time-series.

A consistent load and mass formulation was adopted for all the analyses
involving a FE model. Material properties are assumed as linear. A New-
mark integration procedure [94] was adopted, with 1/β = 3.9 and γ = 0.505.
The time step adopted was 5.0 ms in all analyses.

4.3 Structural assessment of FWTs

Structural integrity assessment consists of verifying the ability of a structure
to withstand the expected environmental loads during a specified time span
– typically longer than 20 years for FWTs. Accumulated structural damage
due to cyclic loads can lead to fatigue failure, while extreme loads caused
by harsh environmental conditions can exceed the material yielding limit,
or provoke failure by buckling.

In this section, methods for evaluating fatigue damage and extreme loads
in FWTs are presented. Failure by accident (e.g. control system faults, or
collision with ships) can also affect the life of FWTs, but is not in the scope
of this thesis.
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4.3.1 Stochastic description of environmental conditions

The selection of an offshore wind park site is normally based on meto-
cean data, obtained from measurements and numerical atmospheric models.
Probability distributions of wind and waves are then adjusted to this data,
providing the likelihood of occurrence of a given environmental condition.

For floating wind turbine analyses, a common procedure is to depart
from a set of mean wind speeds, and then determine associated sea states
based on a joint distribution of mean wind speed, wave significant height,
and wave peak period. Although the directionality of wind and waves is
also a stochastic parameter, it is in general conservative to assume co-linear
wind and waves in FWT structural assessment [56, 59]. This assumption is
adopted for all the analyses in this thesis 3.

Li et al. [128] used 10 years of environmental hindcast data to provide
long-term joint distributions of wind and waves for five sites in the At-
lantic and North Sea. The joint distribution of U , Hs, and Tp combines the
marginal distribution of U ; a conditional distribution of Hs, for a given U ;
and a conditional distribution of Tp, for a given pair (U,Hs):

fU,Hs,Tp(u, h, t) = fU (u)fHs|U (h|u)fTp|U,Hs
(t|h, u) . (4.8)

A two-parameter Weibull distribution is adopted to describe the marginal
distribution of the one-hour mean wind speed at 10 m height, U10. The
probability density function (PDF) is given as follows:

fU10(u) =
αU

βU

(
u

βU

)αU−1

exp

[
−
(

u

βU

)αU
]
, (4.9)

where αU and βU are the shape and scale parameters, respectively.

The conditional distribution of Hs for a given U is also assumed as a
two-parameter Weibull distribution, with the following PDF:

fHs|U (h, u) =
αHU

βHU

(
h

βHU

)αHU−1

exp

[
−
(

h

βHU

)αHU
]
, (4.10)

with the parameters αHU and βHU given by

αHU = a1 + a2u
a3

βHU = b1 + b2u
b3 .

3Co-linear wind and waves may not be the most conservative configuration for some
load cases not analyzed in this thesis, like emergency stops.
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For the conditional distribution of Tp for a given pair (U,Hs), a log-
normal distribution is adopted, with mean and standard deviation depen-
dent on U and Hs. Due to limitations on the data relating both parameters,
the authors propose an approximation for Eq. (4.8) where fTp|U,Hs

(t|h, u) is
replaced by the conditional distribution of Tp on Hs only:

fU,Hs,Tp(u, h, t) ≈ fU (u)fHs|U (h|u)fTp|Hs
(t|h) , (4.11)

with fTp|Hs
(t|h) following a log-normal distribution:

fTp|Hs
(t|h) = 1√

2π σTHt
exp

[
−1

2

(
ln t− µTH

σTH

)2
]
. (4.12)

The distribution mean µTH and variance σTH are given by

µTH = c1 + c2h
c3

σ2
TH = d1 + d2 exp(d3h) .

The site-dependent parameters in Eq. (4.9,4.10,4.12) are provided by Li
et al. [128], and are not reproduced here.

4.3.2 Fatigue analysis

Cyclic loads provoke the appearance and growing of cracks at certain points
of a structure. The fatigue limit state (FLS) is determined by the accu-
mulated damage through the structure’s operational life. For floating wind
turbines, cyclic loads are mainly caused by the action of wind, waves, and the
loads associated with rotation of the blades and drivetrain machinery [95].

Fatigue analysis in the scope of this work is limited to damage accu-
mulation at steel welds. The axial stress at an azimuthal outer location θ
of a circular cross section (Fig. 4.3) is computed from the axial force and
bending moments, obtained from the time-domain FE simulations:

σx =
Nx

A
+

My

Iy
r cos θ − Mz

Iz
r sin θ , (4.13)

where Nx is the axial force; A is the annular section area; r is the section
radius; My,Mz are the bending moments around the y and z axes; and
Iy, Iz are the section moduli around the bending axes.

The axial stress time-series is an irregular, varying amplitude signal.
Assuming that the effect of mean stress is negligible in crack growth, fatigue
damage is then calculated with the varying part of the signal. The Rainflow
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Figure 4.3: Circular cross section.

counting algorithm, as implemented in the MATLAB toolbox WAFO [129],
is adopted for finding a sequence of equivalent load cycles with range Si.
Adopting a bi-linear S-N curve, combined with Palmgren-Miner’s rule of
linear damage accumulation, the damage is given by

D =
1

ā1

nl∑

i=1

Sm1
i +

1

ā2

nh∑

j=1

Sm2
j , (4.14)

where the first summation accounts for the nl cycles with Si > Slim (low
cycle region), while the second summation refers to the nh cycles with Si <
Slim (high cycle region). The coefficients ā1,2 are the intercept of each
branch of the the S-N curve with the logN axis, while m1,2 are the negative
inverse slopes. S-N curves for welds typically found in marine structures are
provided in the Recommend Practice DNV-RP-C203 [48], which is adopted
for the analyses in this thesis.

Load case selection for fatigue analysis

Frequent, non-extreme wind and wave conditions contribute more signif-
icantly to fatigue damage of offshore structures [83]. A long-term anal-
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ysis consists of determining relevant ranges of U , Hs, and Tp, and then
running short-term simulations for all the combinations in this range with
non-negligible joint probability of occurrence. The damages computed with
Eq. (4.14) at different points of the structure are then weighted with Eq. (4.8
or 4.11). The inverse of the weighted damage provides the expected fatigue
life.

This procedure can result in a large number of load cases to be analyzed.
Assuming typical ranges and bin widths for the mean hub wind speed,
wave significant height, and peak period, the number of combinations can
easily reach the order of 1 × 103. In addition, due to the stochastic nature
of turbulent wind and waves, several realizations of each combination are
normally needed in a fatigue analysis. The total number of simulations can
become prohibitive even for modern computers.

An appropriate selection of load cases can reduce the number of cases to
be analyzed significantly. Lumping techniques consist of selecting few sea
states representative of theHs, Tp scatter diagram associated with a given U .
In the present work, fatigue analysis was meant to compare between different
modelling approaches, or the performance of different FWT designs.

Therefore, only the most probable sea state associated with each mean
hub wind speed – defined as the Hs and Tp that, for a given U , maximize
fU,Hs,Tp – was considered. Although useful for comparing different models,
it is remarked that the approach disregards other combinations of wind and
waves that, although less likely to occur, could provoke higher structural
damage than the most probable condition.

Kvittem and Moan [56] analyzed the sensitivity of fatigue estimate to
simulation length, number of realizations, and bin size for the discretization
of U , Hs, and Tp ranges, in the analysis of a 5 MW semi-submersible FWT.
Based on their conclusions, four 1-hour realizations of each condition are
assumed to be adequate for the analyses in this thesis.

4.3.3 Extreme value analysis

Extreme sectional loads in FWTs are relevant in the assessment of material
yielding, as well as in buckling analysis. In general, they are provoked by
combinations of harsh wind and wave conditions.

In contrast to fatigue analysis, extreme loads are not directly extracted
from time-domain simulations. Instead, the simulations are used for de-
termining an extreme value distribution, from which the extreme load is
inferred. Again, a full long-term analysis would not be practical, due to the
large number of environmental conditions (and realizations) to be evaluated.
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In addition, only a limited set of conditions govern the tail of the extreme
distribution – which is the region of interest in the context of extreme values.

In a short-term analysis, the mean wind speed and sea state parameters
are assumed as stationary over a time span – assumed as one hour in this
work. The extreme distribution is obtained from the extremes of a num-
ber of realizations of a given short-term condition. Typically, the Gumbel
distribution fits satisfactorily to extreme loads in marine structures [83].
Figure 4.4 illustrates the definition of extreme values from short-term time
series, as well as a Gumbel PDF.

(a) Extreme value

0 5 10 15 20

x

0

0.05

0.1

0.15

0.2

p(
x)

(b) Gumbel distribution

Figure 4.4: Extreme values for different realizations, and Gumbel distribu-
tion.

Load case selection for extreme value analysis

Since only one value per realization is used for fitting the distribution,
many simulations of each environmental condition may be needed for a
good description of the distribution tail4. It is then desirable to select
a reduced number of conditions, covering the relevant cases for obtain-
ing the extreme distribution. One approach to select load cases is the
FORM/IFORM method, which involves transformation of variables from
the environment/response space to a normalized space [83].

An even simpler approach is the environment contour method (ECM),
which is based on the environment only, without accounting for the re-
sponse. The approach assumes that the largest responses will be caused by

4Alternative approaches, like the peaks over threshold (POT) method or the Average
Conditional Exceedance Rate (ACER) method, use more data from each realization for
the description of an extreme distribution [83].
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wind/wave conditions associated with a given return period. For wind tur-
bines, however, the largest mean wind loads are associated with operational
conditions. The extreme response may thus not necessarily be associated
with the extreme wind condition, which in general corresponds to an idling
turbine.

Li et al. [61] proposed amodified environmental contour method (MECM),
for the extreme analysis of FWTs. In this approach, not only the contour as-
sociated with an extreme wind, but also those corresponding to operational
conditions, are taken into account in the analysis. By including the con-
tour associated with the cut-off wind speed, in addition to the 50-year wind
contour, the authors found that the extremes obtained with this method
were within 10% of the results obtained with a full long-term analysis, for
a 5 MW semi-submersible FWT.

For the extreme analyses in this work, the MECM is adopted including
the contours associated with the rated and cut-off mean wind speeds, in
addition to the 50-year wind speed. For each wind speed, infinite combina-
tions of Hs and Tp yielding a return period of 50 years form the contour.
A limited number of load cases are then selected along the contour domain.
The contours are more easily determined by performing a transformation of
variables, from the random environmental variables space (X-space), to a
space where the variables follow a standard normal distribution (U -space):

FX(x) = Φ(u) , (4.15)

where F and Φ are the CDFs in the respective spaces. Figure 4.5 shows the
contours used in Publication J.3, in which 5 load cases are selected from the
contours associated with the rated and cut-off wind speeds. For the 50-year
wind speed, the Hs and Tp parameters forming the contour did not vary
significantly, so only one pair was considered.

Extreme value estimation

For each load case from all the contours, a PDF for the 1-hour extreme sec-
tional axial stress (Eq. 4.13) is obtained from the extremes of n realizations.
The corresponding cumulative distribution function (CDF) is then obtained
from integration of the PDF, and the extreme value associated to each load
case is finally taken as the p-fractile of the CDF.

The overall extreme axial stress at each section is determined as the
largest extreme value from all the load cases. In this work, n = 20 1-hour
realizations are considered for each load case. A fractile of 90% is assumed
for all the contours.
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Figure 4.5: Environmental contours adopted in publication J.3.
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Chapter 5

Results and discussion

This chapter relates some of the contributions to the publications. An
extended description of the motivation, methods, and main results of each
publication is provided, as well as a discussion on potential implications in
the modelling, design, and analysis of floating wind turbines. The complete
publications are found in Appendix A.

5.1 FWT global dynamics

Interactions between the platform dynamics, the rotor dynamics, and the
wind turbine control system are assessed by Publications J.1 and C.1. In
particular, variations in surge and pitch natural periods under operational
conditions are explained, and the notion of frequency-dependent apparent
inertia and damping effects is introduced.

5.1.1 Publication J.1

The starting point for Publication J.1 was the model test results reported
by Bachynski et al. [29], with the CSC 5 MW semi-submersible FWT [3].
The surge and pitch decay periods for three wind speeds (8.0 m/s, 11.4 m/s,
15.0 m/s) were longer for the cases with non-zero wind speed, compared to
the no-wind case, the highest variation being for the rated wind speed.

Another publication, by Goupee et al. [30], also reported an elongation
in the pitch period during model tests with the 5 MW semi-submersible
FWT used in the OC4 and OC5 projects [2, 130]. In this case, only one
mean wind speed was tested (21.01 m/s), but with different set-ups for the
generator and blade-pitch controllers. The platform pitch period was longer
for all the decay tests with wind/active controller, compared with the tests

67
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without wind. In addition, the elongation in the period varied depending
on the controller adopted.

Based on this information, it was not straightforward to determine what
caused the period elongation in surge and pitch. First, the period variation
was too large to be caused by negative damping occasionally induced by
the controller (although this effect may be in place for the surge motions,
as explained below). Another question was whether the effect had the same
origin for both the surge and pitch DOFs.

Surge and pitch decay simulations, under constant wind speed, were
performed in Sima. Three FWT concepts (Fig. 2.1) were considered: the
two semi-submersible designs from the mentioned publications, and the OC3
Hywind 5 MW spar FWT [1]. The damped natural periods (in the absence
of wind) are shown in Table 5.1. The three concepts were equipped with
the NREL 5 MW reference wind turbine [43]. The entire wind turbine
operational range (3.0-25.0 m/s) was considered, with one simulation per
wind speed. The generator torque and blade-pitch controllers were active
in all simulations, with a detuned strategy adopted for the latter – the same
controller gains were used for the three platforms. The three concepts were
moored with 3 catenary lines each.

Table 5.1: Surge and pitch damped natural periods for the three FWTs in
Publication J.1.

OC3-Hywind OC4 Semi CSC5MW
Surge (s) 125.2 114.1 83.5
Pitch (s) 30.0 25.8 32.2

The surge and pitch decay periods from the decay simulations are shown
in Figure 5.1. For surge, it is highlighted that the curve for the OC4 Semi
platform presents a different pattern compared with the other two: the
shortest period happening at rated wind speed, and increasing towards cut-
in and cut-off. The relevance of this observation is that, according to the
definition by Robertson et al. [2], the mooring system for this FWT has one
line extending towards the negative X direction, while for the other two
FWTs the single line extends towards positive X (Fig. 5.2). This relation
hinted at the fact that nonlinearities associated with the mooring system
could be behind the period changes in surge.

For the pitch motions, the pattern of the curves is very similar for the
three FWTs. A significant variation is seen, however, in the difference
between the longest and shortest periods for each concept. Since the wind
turbine (including controller configuration) was the same for all concepts,
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Figure 5.1: Surge and decay periods obtained from simulations with different
incident wind speed (from Publication J.1).

Figure 5.2: Bird’s eye view of the mooring systems for the FWTs considered
in Publication J.1.
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the effect was then linked to the dynamic characteristics of each FWT. In
particular, the damped natural periods (without wind) differed (Tab. 5.1).
This suggested that the interaction between the motions and the controller
could be behind the effect.

Another set of simulations was then carried out, where the turbine was
forced to oscillate harmonically in the wind direction with constant ampli-
tude, but varying frequency, and under different values for the (constant)
incident wind speed. The purpose here was to measure the resulting thrust,
and especially the phase between the thrust and the nacelle velocity.

For these simulations, a program was implemented coupling AeroDyn [131]
with a 2-DOF system, consisting of the nacelle fore-aft motion and the rotor
azimuth angle. A sinusoidal motion was imposed to the nacelle, while the
rotor dynamics resulted from the equilibrium between the aerodynamic and
the generator torque, as well as the rotor + drivetrain inertia. The same
control system used in Sima was implemented, commanding the blade-pitch
angle provided to AeroDyn, as well as the generator torque for the rotor.

The results showed that the fluctuations in the rotor thrust caused by
the sinusoidal nacelle motions were also nearly sinusoidal, but with a phase
ϕ relative to the thrust. In other words, assuming the nacelle velocity as
ẋnac(t) = x0ω cos(ωt), the varying component of the thrust, Fvar, becomes
approximately:

Fvar = f0x0ω cos(ωt+ ϕ) , (5.1)

where f0 is a “velocity-to-thrust amplitude factor” (i.e., the ratio between
the maximum steady-state values of Fvar and ẋnac). Equation 5.1 is further
developed in the paper, such that Fvar can be written as a function of both
the nacelle velocity and acceleration:

Fvar = f0

[
ẋnac cos (ϕ) +

ẍnac
ω

sin (ϕ)

]
. (5.2)

This formulation encouraged the definition of apparent damping and inertia
effects, induced by the rotor thrust, to the nacelle dynamics. In particular,
it is stressed the phase ϕ varied as a function of both the nacelle motion fre-
quency and the incident wind velocity, and was also affected by the controller
configuration and rotor dynamics. In other words, the varying component
of the thrust will play a combination of damping and inertia roles on the
nacelle; and the relative contribution from each of these effects will depend
on those parameters.

It is noted that Eq. (5.2) can be equivalently expressed in terms of the
nacelle displacement, x, instead of the acceleration:

Fvar = f0 [ẋnac cos (ϕ)− ωxnac sin (ϕ)] , (5.3)
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where now Fvar is thought as a combination of damping and stiffness effects.
In other words, part of the rotor thrust would have an effect of bringing the
nacelle back to neutral position (or repelling it away, in the case of negative
stiffness). Although this interpretation may be adequate in some contexts
(e.g. in Eq. 3.18), the effect is treated as inertia in this thesis.

Simplified, 2-D models of each FWT were then created, where the surge
and pitch inertia and damping coefficients are updated for each wind speed
and decay period, based on Eq. (5.2). In addition, the mooring stiffness is
linearized around the mean platform position for each incident mean wind
speed. The eigenperiods obtained with these simplified models are compared
with the periods shown in Fig. 5.1, with reasonable matching for most of the
incident wind speed range. Reference is made to Fig. 9-14 in Publication
J.1, which shows the comparisons for all FWTs.

5.1.2 Publication C.1

In this publication, the apparent inertia and damping effects identified in
Publication J.1 were approached in the context of frequency-domain (FD)
models for FWTs. In a number of publications, the interactions between
FWT motions and the rotor loads are approximated in FD models using a
damping coefficient, which is assumed as constant for a given incident wind
speed [41, 57, 132]. This coefficient can be assumed as the derivative of the
thrust with respect to the incident wind:

baer = Tu =
∂T

∂u
. (5.4)

This approach may be a good approximation for bottom-fixed wind tur-
bines, since for the latter these interactions do in fact provide mostly a
damping effect. However, for floating wind turbines, this method disregards
the frequency dependence of the damping, as well as the period changes in
pitch due to the apparent inertia effect.

The paper compared this strategy with an extended approach, where
both the frequency-dependent aerodynamic damping and inertia coefficients
were obtained analytically from a 2-DOF system, considering both the plat-
form pitch and rotor dynamics. A PI-controller (Eq. 3.9) was used for reg-
ulating the blade pitch. For this work, the DTU 10 MW reference wind
turbine [44] was adopted. The coefficients were found to be given by:

aaer(ω) = − 1

ω2
Re {iωTu − [(TΩ +KpTβ) iω +KiTβ ]C(ω)} (5.5)

baer(ω) =
1

ω
Im {iωTu − [(TΩ +KpTβ) iω +KiTβ ]C(ω)} , (5.6)
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with C(ω) defined as:

C(ω) =
iωQu

Idω2 + (QΩ +KpQβ) iω +KiQβ
. (5.7)

The aerodynamic derivatives Tu,β,Ω, Qv,β,Ω were as defined in Chapter 3.
These coefficients were compared with those obtained with forced nacelle
oscillations, as used for Publication J.1, with very good agreement. It is
highlighted in the paper that a constant damping coefficient is in general
higher than the one obtained taking the rotor dynamics and controller into
account.

Three FD models were then created of the OO-Star 10 MW semi-
submersible FWT [133]: one using a constant damping coefficient; and two
using frequency-dependent inertia and damping coefficients, obtained either
with Eq. (5.5-5.6), or with forced nacelle oscillations under constant wind.
Wind loads were included based on the turbulent wind spectrum, used as
input in a transfer function from wind speed to thrust force. This transfer
function is obtained for a bottom-fixed wind turbine.

The responses under combined wind and waves were compared with
time-domain simulations in Sima. Figure 5.3 shows the power spectral den-
sity functions of the pitch motions with all models. For 13.0 m/s, all the
FD methods over-predicted the response around the pitch natural frequency
(0.03 Hz), but for higher wind speed, the FD model with constant damp-
ing coefficient provided lower resonant responses. The other FD models,
conversely, overpredicted the resonant pitch motions.

5.1.3 Practical implications for the analysis of FWT dynam-
ics

The objective with both publications is not to propose simplified models,
based on the aerodynamic damping and inertia/stiffness coefficients, to rep-
resent the interactions between platform motions, rotor dynamics, and con-
trol system. Rather, the main contribution is a better understanding of
these interactions.

To illustrate how this understanding can be helpful in practice, a table
from Publication J.1 is reproduced below (Tab. 5.2), comparing the aerody-
namic damping effect with the respective linear viscous damping coefficients
adopted in the simulations. Another table (Tab. 5.3) is included here, show-
ing the comparison against the critical modal damping (bcr = 2mωn)). As
it is seen, above rated wind speed, a strong negative aerodynamic damp-
ing effect is observed in surge. This is as expected, considering that the
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(a) Uw = 13.0 m/s.
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(b) Uw = 19.0 m/s.
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(c) Uw = 25.0 m/s.

Figure 5.3: Platform pitch response – comparison between Sima simula-
tions and frequency-domain analyses with a constant damping coefficient
for each wind speed; and with frequency-dependent inertia and damping
coefficients, either calculated with Eq. (5.5-5.6) or with forced nacelle os-
cillations.
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Table 5.2: Ratio (%) between aerodynamic apparent damping and linear
viscous damping.

Uw = 7.0 m/s Uw = 11.4 m/s Uw = 18.0 m/s

surge
baer
b11

OC3Hywind 21.80 −92.78 −13.95
OC4semi 45.11 −140.43 −31.28
CSC5MW 24.98 −62.49 −20.67

pitch
baerh2

hub
b55

OC3Hywind 19.89 18.10 −5.37
OC4semi 60.27 73.18 −11.65
CSC5MW 83.47 45.12 −25.07

Table 5.3: Ratio (%) between aerodynamic apparent damping and critical
modal damping.

Uw = 7.0 m/s Uw = 11.4 m/s Uw = 18.0 m/s

surge
baer
bcr,11

OC3Hywind 1.96 -8.36 -1.26
OC4semi 1.42 -4.43 -0.99
CSC5MW 1.34 -3.36 -1.11

pitch
baerh2

hub
bcr,55

OC3Hywind 0.60 0.54 -0.16
OC4semi 2.88 3.50 -0.56
CSC5MW 2.77 1.50 -0.83

controller gains used in the simulations are adjusted to prevent controller
responses near the pitch natural frequency. Since the period in surge is
longer, the controller will respond to wind fluctuations due to this motion,
which results in the negative feedback, and thus negative damping effect.

Being aware of this possibility, a designer can be less prone to use an
overly simplified model for the wind turbine loads during e.g. mooring de-
sign. By knowing beforehand that the damping effect in surge can be neg-
ative, frequency-dependent, and significant, it is more defensible to adopt
a simulation model that properly accounts for the interaction, rather than
e.g. prescribing a thrust time-series to the tower top.

In principle, the changes in the pitch period are not a reason of concern.
It does not seem likely that the period will be shifted towards e.g. to the
wave frequency range, resulting in resonant motion. One potential problem,
however, may be the combination of the new period in pitch with the heave
period, which for some platforms can result in Mathieu instability.

This phenomenon occurs due to variations in the waterplane area due
to large heave motions, and/or high waves. These variations will affect
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the restoring coefficient, making it nonlinear. Haslum and Faltinsen [134]
studied this effect for spar platforms, which typically have variations in the
diameter towards the free surface. One particular combination of heave and
pitch periods results from the case where the wave envelope matches the
pitch natural period. This happens for waves with period given by:

Tcri =
1

1
T3

+ 1
T5

, (5.8)

where T3 and T5 are the heave and pitch natural periods, respectively.

Considering for example Spar6, one of the 20 MW spar FWTs from
Publication J.3 (T3 = 30.8 s, T5 = 38.7 s), the critical period following
Eq. (5.8) is 17.2 s. If the pitch period is reduced by 10% due to the rotor-
motion interactions, Tcri would be reduced to 16.3 s. Although the reduction
may not seem large, it is closer to typical wave peak periods.

It is noted that the possibility of Mathieu instability enhanced by the
pitch period changes has not been verified in this research, and it is not
certain that it would occur.

5.2 Platform flexibility and FWT dynamics

Publication J.2 extended the work performed by Svendsen [39], who wrote
his Master’s thesis on modelling of flexible structures for a 5 MW tension
leg platform wind turbine. The properties of the flexible structural elements
were obtained from his work, as well as the numerical model of the TLPWT.
The scope of the article was to verify the consequences of adopting a flex-
ible platform in terms of global dynamics and fatigue damage at tendons
and tower base – in comparison with the more common assumption of a
rigid platform. In addition, the paper also addressed hydroelastic effects
associated with the pontoons’ flexible modes.

Since the column was much stiffer than the pontoons, the latter governed
the elastic response of the platform. The column was thus assumed as a
rigid body, while the pontoons were modelled with beam elements, with
one end connected to the column and another to the tendons (Fig. 5.4).
Additional models with pontoons modelled with half and twice the original
bending stiffness value were also considered.

Radiation and diffraction loads from potential theory were distributed
over the pontoons, but some simplifications were adopted. First, since the
added mass associated with the pontoons did not vary too much with respect
to the frequency, constant coefficients were used – based on the integrated
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panels at each of the 21 sections used in the pontoons discretization. Radia-
tion damping was negligible, and thus not included in the model. The wave
excitation loads were also obtained from the panel pressures, and applied
at each section.

x

y

z

lp

hp
wp

hull

tower

waves

Figure 5.4: Tension leg platform wind turbine model used adopted in Pub-
lication J.2.

Hydroelasticty was taken into account by defining two more modes, in
addition to the 6 rigid-body ones, related to the pontoon’s’ deflections: the
seventh generalized mode was related to the first bending mode of pontoon
1, with pontoons 2 and 3 kept undeflected, as indicated in Fig 5.5. The
eighth mode related to bending of pontoons 2 and 3, with pontoon 1 kept
undeflected. The mode shapes were obtained with the eigenvalue analysis
function in Riflex, and described as 3rd-order polynomials, which were then
used in WAMIT for the generation of hydrodynamic loads associated with
the generalized modes.

The time-domain analyses consisted of decay simulations, simulations
in regular waves, and fatigue analysis under irregular waves and turbulent
wind. In addition, another set of regular waves simulations was performed
to verify the effect of hydroelastic radiation loads on the platform global
response.

According to the decay simulation results, the assumption of a flexi-
ble platform significantly increased the heave natural period, while the 1st

pitch/bending1 period also became slightly longer. From the simulations

1For tension leg platform wind turbines, it is usual to consider the combined rigid-
body pitch and 1st tower bending mode together, since it may be difficult to distinguish
between both.
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Figure 5.5: Pontoons’ flexible modes adopted in the hydroelastic analysis.

with regular waves, the responses in heave and pitch were significantly am-
plified, depending on the period range. Force transfer functions between
wave excitation and tower bending frequency/tendon axial tension were not
significantly affected by platform flexibility, though.

The model with flexible pontoons presented less accumulated fatigue
damage at the tower base and tendon connection to the pontoons. Spectral
analysis of the stresses showed that the largest differences between the flex-
ible and rigid models were close to the 1st tower bending mode, above the
wave frequency range. In addition, the load amplitude response was also
lower for some of the load cases analyzed.

The results from the hydroelastic simulations confirmed that these ef-
fects are not important for the platform analyzed. The heave and pitch
responses, as well as tower base and tendon loads, were indistinguishable
from simulations not accounting for hydroelastic effects.

5.2.1 Implications on FWT modelling and analysis

Preliminary FWT design is often based on a rigid model for the platform.
However, non-negligible errors in the estimated heave and 1st pitch/bending
natural frequencies were seen for a 5 MW TLPWT. A tower designed for a
rigid floater could present a lower natural frequency due to elasticity in the
platform, with potential interaction with loads at blade-passing frequencies.
This effect, on the other hand, is expected to be less important for other
platform concepts. A study with a flexible platform model should in any
case be considered, especially for larger platforms of the next generation’s
FWTs.
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Hydroelastic effects associated with the platform flexible modes do not
seem to be important in FWT models. The results indicate that the order
of magnitude of such effects are 2-3 times lower than other hydrodynamic
loads, and it is not expected that their relative importance will increase
significantly for other FWT concepts.

5.3 Design of large FWTs

Modelling the platform as a flexible structure can be necessary for large
FWTs, as suggested in the previous section. In addition, in Chapter 3
a controller with a motion compensation strategy was shown to be more
adequate than a detuning approach, as the pitch natural period becomes
longer.

Both points are considered in Publication J.3, which discusses the design
and analysis of spar platforms supporting a 20 MW wind turbine. The
reference wind turbine designed by Ashuri et al. [4] was adopted. The tower
base diameter and wall thickness were, however, increased, to avoid the 1st

bending frequency being inside blade-passing ranges.

The spars were composed of two hollow cylinders with different diame-
ters, with the cylinder at the bottom having the largest diameter. A tapered
part connected both cylinders. A parametric design procedure was carried
out, where the cylinders’ diameters could vary inside given ranges. The
draft was kept constant (90.0 m), as well as the length of the cylinder at the
top (6.0 m). High-density (4000 kg/m3) concrete [135] was assumed to fill a
ballast column, starting from the bottom and extending towards a height h,
varied until the weight-buoyancy equilibrium was reached2. The steel mass
was calculated assuming a hull wall with 60 mm thickness, and density of
7850 kg/m3. Additional constraints were imposed to keep the heave period
away from typical waves range, as well as to avoid the heave and pitch nat-
ural periods being too close to each other. The mass of the mooring system,
composed of 3 catenary lines, is accounted for in the design.

The procedure provided 660 solutions. For each of them, the static
pitch angle at rated wind speed (θr) was calculated, based on the the rotor
thrust and on a 2-DOF (surge-pitch) system including coupled restoring
coefficients. The solutions were then divided into sub-sets with θr ≤ 6◦,
8◦, and 10◦– FWT design standards do not establish strict requirements

2Normally, spar platforms also include fluid ballast (e.g. seawater) for adjusting the
draft and stability during operations [136]. This strategy and the related consequences
were however beyond the scope of Publication J.3, and have not been considered in the
design.
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Table 5.4: Main properties of the three spar FWT designs from Publication
J.3.

Spar6 Spar8 Spar10

Static pitch (deg) 6.0 8.0 10.0
Draft (m) 90.00 90.00 90.00
Diameter - top (m) 15.90 15.20 14.70
Diameter - bottom (m) 25.50 24.10 23.30
SWL to taper top (m) 6.00 6.00 6.00
SWL to taper bottom (m) 14.31 13.71 13.45
Ballast column height (m) 17.29 17.00 16.79
Ballast mass (kg) 3.53× 107 3.10× 107 2.86× 107

Steel mass (kg) 3.77× 106 3.55× 106 3.43× 106

GM (m) 11.89 9.82 8.40
Displacement (m3) 4.26× 104 3.82× 104 3.58× 104

Mooring system mass (kg) 6.27× 105 6.10× 105 6.01× 105

ryy (m) 82.46 82.80 83.04

Theave (s) 30.8 30.3 30.3
Tpitch (s) 38.7 44.2 49.1

on this parameter. The solution with lowest steel mass from each of these
sub-sets was considered in the study. Table 5.4 reproduces some of the main
properties of the selected designs.

The three selected designs were then modelled in Sima. The platform,
tower, and wind turbine blades were assumed as flexible, and were modelled
with beam FE elements. Table 5.5 compares the 1st tower fore-aft bending
frequencies for models adopting rigid and flexible platforms. A reduction of
approximately 7% is noted when the fully flexible model is adopted.

Table 5.5: Comparison between 1st tower fore-aft bending frequencies for
the 20 MW spars with rigid and flexible platforms.

Frequency (Hz)
Spar6 Spar8 Spar10

Rigid model 0.44 0.45 0.45
Flexible model 0.41 0.42 0.42

The radiation and diffraction hydrodynamic loads were combined with
quadratic viscous drag terms and distributed over the hull. Slowly-varying
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2nd-order wave loads in the 6 DOFs were considered with difference-frequency
quadratic transfer functions. Mooring restoring loads were computed with
a quasi-static model.

A VSVP control system was adopted for the generator torque and col-
lective blade pitch angle. Above rated wind speed, the generator torque was
adjusted to provide constant torque. The blade pitch controller consisted
of a PI feedback on the rotor speed error, combined with feedforward of
the nacelle velocity. The latter was low-pass filtered to avoid feeding of
wave-frequency components to the control signal. The controller natural
frequency and relative damping were set to 0.31 rad/s and 0.6, respectively,
for the three FWTs. A peak shaving strategy was adopted to limit the
thrust to 2800 kN near rated wind speed.

Fatigue and extreme analyses were carried out assuming combined wind
and wave conditions, based on joint distributions provided by Li et al.[128]
for a site at the Southwestern Norwegian coast. For fatigue, four time-
domain realizations of 23 load cases were simulated for each spar. For the
extreme analysis, 20 realizations of 11 load cases were considered. The
latter were chosen from environmental contours associated with the rated,
cut-off, and 50-year mean wind speed. The analyses were performed with
time-series of the axial stresses at sections along the platform and tower.
The fatigue analysis was also performed for two of the spars with a different
hydrodynamic model, based on Morison’s equation only.

Figure 5.6 shows the pitch motions and generator power for Spar6 (Tab. 5.4),
for simulations adopting a controller with motion compensation, and with
a detuned controller. The latter, despite stable, provides only a marginal
level of damping, leading to large resonant pitch motions and power varia-
tions. The controller with motion compensation provides a higher level of
aerodynamic damping, leading to reduced motions and better power quality.

Fatigue damage at the tower sections was larger for the spars with larger
restoring in pitch (i.e., lower θr). Spectral analysis of the tower base ax-
ial stress indicates that this is due to larger inertial loads associated with
wave-frequency RNA motions. For the platform, on the other hand, the
damage was higher for platforms with higher θr. Modelling the hydrody-
namic loads with Morison’s equation resulted in significant overestimation
of the platform fatigue damage, especially for Spar6, confirming the findings
by Engebretsen et al. [42].

Extreme axial stresses were associated with load cases from contours at
both rated and 50-year wind speeds. This was observed for sections at both
the platform and tower, and for the three designs. In general, the largest
extreme stresses were observed for platforms with lower restoring in pitch.
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Figure 5.6: Platform pitch and generator power for Spar6, using a controller
with nacelle velocity feedforward and a detuned controller. U = 13.0 m/s,
Hs = 2.51 m, Tp = 10.1 s.

An analysis separating the contributions from inertial, gravity, and thrust
loads showed that this difference was caused mainly by the gravitational
components associated with the RNA weight.

Difference-frequency 2nd-order wave loads had minor contribution both
for fatigue damage and extreme loads. This was concluded by running
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additional analyses without the QTFs, and comparing the results with those
obtained with a complete model. The difference was less than 1% for fatigue
damage and less than 4% for extreme stresses.

5.3.1 Applications in the design and analysis of large FWTs

The results in this publication confirm in practice what is discussed also
in Chapter 3: a detuned controller can be inadequate for larger FWTs.
Due to the increased pitch natural periods, the reduction in the controller
bandwidth to ensure stability can deteriorate the tracking of the rotor speed
and produce excessive variations not only on power quality, but also thrust.
In addition, the marginal level of aerodynamic damping when a detuned
controller is used results in unrealistic resonant pitch motions.

Although real FWTs normally adopt more sophisticated controllers [107],
the detuned controller is a very common approach in academic research, as
well as during initial FWT design stages. The adoption of a motion com-
pensation strategy, like the inclusion of nacelle velocity measurements to the
controller, can improve the results without major complications regarding
controller tuning.

Modelling of flexible platforms is also expected to become more im-
portant as FWT dimensions increase. In this respect, the choice of an
appropriate method for distributing hydrodynamic loads over the hull be-
comes more relevant. The results in this publication show, for example,
that the adoption of a model based on Morison’s equation produced over-
conservative fatigue damage. In this respect, it is recommended that loads
from potential theory are adopted.

The static platform pitch angle under rated wind speed is a design pa-
rameter with implications not only on steel mass, but also in the structural
performance of the analyzed FWTs. In this respect, performing similar
analyses at initial stages of FWT design can help reducing the design space
by e.g. setting upper boundaries to θr.

Gravity loads associated with the RNA are a major component in the
extreme loads of the spar FWTs analyzed in this work. This trend is ex-
pected to hold also for other concepts. The consideration of load cases
associated with the rated wind speed is essential in the analysis of extreme
loads, since this wnd speed provides the largest mean platform pitch. Load
cases associated with intermediate wind speeds (i.e., between rated and cut-
off) should also be considered, since waves tend to become higher for higher
wind speeds.



Chapter 6

Conclusions

The research presented in this thesis deals with topics on modelling, analy-
sis, design, coupled dynamics, and control systems of floating wind turbines.
The main conclusions are summarized below.

Coupled dynamics

Changes in surge and pitch natural periods are expected for floating wind
turbines in operational conditions. However, the origin of the effect differs.
For surge, the effect is associated with mooring stiffness nonlinearities, when
large platform displacements result from the mean rotor thrust. For pitch,
the phenomenon is associated with the oscillations in the rotor thrust due to
the nacelle fore-aft motions. These thrust fluctuations can be decomposed
as apparent inertia and damping effects – and the relative contribution from
each of these effects is a function of incident wind, nacelle fore-aft motion
frequency, and control system configuration.

In addition to explaining the different periods for different platforms and
wind velocities, this result also expands the understanding of the aerody-
namic damping effect. For detuned controllers, the aerodynamic damping
in surge can be negative and have magnitude significantly larger than vis-
cous damping. In practice, this finding discourages the adoption of overly
simplified models for the thrust in analyses where the aerodynamic damping
in surge can be relevant (e.g. mooring system design). The inclusion of the
rotor-control dynamics in frequency-domain models is also recommended,
instead of adopting constant aerodynamic damping coefficients.
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Platform flexibility and hydroelasticity

Platform flexibility can have a significant impact on the global structural
dynamics of TLPWTs, and large FWTs. An analysis with a 5 MW TLPWT
showed that, in addition to affecting motion amplitudes and natural periods,
the adoption of flexible pontoons reduced the estimated fatigue damage
at the tower base and tendon top, compared with a rigid platform. The
reduction was mostly related to stresses at the 1st pitch/bending frequency.
For 20 MW spar-type FWTs, the 1st bending frequency was reduced in 7%
when the platform was modelled as flexible, compared with a rigid platform
model.

Hydroelastic effects associated with the pontoons’ flexible modes, on the
other hand, are negligible for the concept analyzed. Since the related loads
are 2-3 orders of magnitude lower than radiation effects associated to the
rigid-body modes, it is unlikely that hydroelasticity will become important
even for larger FWTs.

FWT control systems

Wind turbine control systems must be adapted to operate on FWTs. In
particular, control-motion interactions may cause instability and must be
avoided. The detuning strategy, popular in academic works, is effective in
preventing the instability, but reduces the controller performance in tracking
the rotor speed, impairing power quality and increasing thrust variability.

Motion compensation strategies can avoid the instability without de-
tuning the controller. Nacelle velocity feedback can improve the system
performance, but stability issues can arise when a 2nd-order low-pass filter
is applied on the nacelle velocity. Nacelle velocity feedforward seems to
provide a better performance in terms of stability, even when the filter is
included. A significant level of aerodynamic damping is added when this
strategy is adopted, leading to substantial attenuation of the pitch motions
– and thus tower and platform loads.

A tuning method was introduced for these approaches, based on the
eigenvalues of state-space representations of the linearized platform-rotor-
controller coupled system, and can be applied for FWTs other than the
20 MW spar used in the case study.

Design considerations for large FWTs

The static platform pitch under rated thrust (θr) is an important constraint
in the design of 20 MW spar FWTs. In addition to impacting the design
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cost and natural periods, the parameter also influences the balance between
inertial, gravitational, and thrust loads – thus affecting fatigue damage and
extreme loads. The latter tend to be governed by the RNA weight, and
thus is increased for larger θr. Fatigue, on the other hand, can increase or
diminish with θr, depending on the location of the section analyzed.

Extreme loads for the analyzed FWTs are not necessarily associated
with the harshest environmental conditions. Since gravity loads have a
major role, conditions associated with the rated wind speed can provoke
the extreme sectional stresses, due to the large main pitch angle.

Distribution of hydrodynamic loads based on Morison’s equation re-
sulted in increased fatigue damage, compared with an approach based on
potential theory. Since the former does not take wave diffraction effects into
account, it can over-excite the structure at frequencies close to the 1st tower
bending natural frequency – which tends to be reduced for larger FWTs

The pitch natural period for a 20 MW FWTs can become significantly
longer than typical values for 5-10 MW FWTs. One consequence is that
a detuned controller for large FWTs needs unrealistically low bandwidths,
resulting in unacceptable power quality and platform motions even at initial
design stages. A motion compensation strategy should be adopted instead.

Slowly-varying 2nd-order wave loads seem to have negligible impact on
fatigue damage for large FWTs. The influence on extreme loads is somewhat
larger, but still limited.

Suggestions for future work

Some of the topics studied in this thesis merit further investigation. The
following topics are directly related to the findings from this research:r The effects of platform flexibility on global dynamics are expected to

be more evident for larger platforms. For platform concepts like semi-
submersibles and TLPs, torsional modes can be of special importance
if their natural frequencies fall in the range of blade-passing loads.
An investigation taking this possibility into account should be carried
out, and the consequences for FWT design if these interactions are to
be avoided should be assessed.r In Chapter 5, triggering of Mathieu instability by waves of shorter
wavelength was mentioned as a possible consequence of the changes
in the pitch natural period. This possibility should be verified for
FWT concepts susceptible to instability, using numerical models able
to represent nonlinear hydrostatic restoring, or model tests.
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r The 20 MW wind turbine model [4] adopted in Publication J.3 has
an RNA mass (1975 t) which, considering the advances in drivetrain
and blade material technology, may be heavier than in the real sce-
nario [25]. In fact, scaling up the RNA mass of the IEA 15 MW
reference wind turbine (1016 t) to 20 MW results in 1540 t, repre-
senting a 22 % reduction relative to the value obtained by Ashuri et
al. [4]. A lighter RNA can affect some of the conclusions from Pub-
lication J.3 regarding the relative importance of gravitational loads
on the extreme sectional stresses, as well as platform natural periods.
Further investigation is needed.r It is also relevant to extend the work in Publication J.3 for other
FWT platform concepts. Musial et al. [23] point out that 75% of
the installed and announced floating wind projects (as of 2020) adopt
semi-submersible platforms, due to their relatively shallow draft and
more convenient transportation/installation processes. The limited
pitch motions of TLPs can be an advantage in reducing the tower
bending loads associated with RNA accelerations and weight. New
concepts like the TetraSpar [137] can also have advantages for larger
structures, by merging the benefits of increased hydrostatic stability,
lower draft, and a tubular structure that can be manufactured by
existing shipyards.r For increasingly large FWTs, it may also be important to assess possi-
ble limitations in the controller performance due to increased rotor in-
ertia, combined with limited blade-pitch actuator dynamics for larger
blades. High-fidelity aerodynamic load models can also be more rele-
vant in the design of control approaches for larger FWTs, due to the
increased spatial variability of the wind flow through the rotor.

The limited scope of the research inevitably translates into limitations,
which also make relevant research gaps. Some of them are:r Veers et al. [74] described challenges related with the aerodynamics

of larger wind turbine rotors. In particular, effects related to steady
aerodynamics associated with the larger blade deformations are listed
as one phenomenon poorly described by standard aerodynamic mod-
els, like the ones adopted in this work. Although these effects may be
more relevant for blade loads, it may also be interesting to check their
importance for FWT global dynamics.r More realistic wind turbulence models, as discussed by Nybø et al. [115],
are even more likely to affect global dynamics and platform/tower



87

loads. An approach to allow their systematic adoption in the analysis
of large FWTs would be beneficial.r The coupled analysis methods discussed in the thesis can provide ac-
curate predictions of the sectional loads at the platform and tower.
Methods for efficiently using these results in detailed local analyses
are needed, for a comprehensive integrity assessment of welded com-
ponents.r Further benefits to the platform and tower structural life using the
control system, other than those discussed in Publication J.3, must
be explored. Individual pitch control may be fundamental in avoid-
ing blade-passing excitation, should the tower bending frequency be
further reduced. For spar-type concepts, IPC can also be tuned to
reduce yaw loads, alleviating the mooring system loads. Thrust peak
shaving can also be combined with an adaptive approach, using ad-
ditional information of e.g. sea state to predict possible occurrence of
extreme events, thus limiting even more the thrust (and thus gravita-
tional loads) in advance.
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A B S T R A C T

Recently published experimental results show variations in surge and pitch decay periods of floating wind
turbines (FWTs) subjected to different incident wind velocities. This paper explores the external loads acting on a
FWT, with special attention to nonlinearities which affect its low-frequency global motions. The period varia-
tions in surge and pitch are found to have different sources. In surge, the mooring system nonlinearities dom-
inate, while for pitch the relative phase between the nacelle velocity and the thrust induced in the rotor leads to
an “apparent inertia/damping” effect. Simplified 2-DOF models using linearized stiffness coefficients for surge
and modified inertia and damping matrices for pitch are developed. Comparisons with state-of-the-art aero-
hydro-servo-elastic time-domain simulations show excellent agreement for three distinct catenary-moored FWT
designs.

1. Introduction

Floating wind turbines (FWTs) have been proposed as the next
generation of offshore wind energy harvesting systems. Some proto-
types have already been deployed with power varying between 2 and
6MW (PrinciplePower, 2014; Fukushima Forward, 2016; Equinor,
2018), while the generous wind resources at deeper waters and the
more relaxed constraints in tower and rotor dimensions have resulted in
ambitious concepts for supporting 10MW turbines (LIFES50+, 2015;
Lemmer et al., 2016). Still, several challenges are to be overcome before
FWTs become technically and commercially feasible. In particular, the
platform construction costs have to be reduced.

A good understanding of FWT dynamics is necessary for optimal
structural design and accurate power production estimates. However,
FWTs are complex systems, subjected to nonlinear, coupled aero-
dynamic, hydrodynamic, mooring and controller-induced loads.
Prediction of the system responses to different environmental condi-
tions may be complicated, and unexpected behavior may be observed
depending on the combination of loads.

One such behavior has been recently observed in FWT model tests,
first reported in (Bachynski et al., 2016). The natural periods measured
in surge and pitch decay tests varied when a scale-model FWT was
subjected to different incident wind velocities. The effect was noticed in
both the below- and above-rated wind velocity regimes. Another model
test campaign (Goupee et al., 2017) reported the same phenomenon,

but the tests were limited to pitch decay in above-rated wind velocities.
The authors propose a qualitative explanation for the effect based on
Taylor expansion of the thrust, considering the blade-pitch control ac-
tion, but do not provide a prediction for the changes – nor do they
discuss the effect for surge motions. In both publications, the model
FWTs corresponded to catenary-moored semi-submersible platforms.

Low-frequency motions are of great importance in the design of a
FWT. The low-frequency components of the aerodynamic thrust,
second-order wave loads and the mooring system loads may excite
rigid-body responses. The observed variations in natural period are
therefore particularly important for the mooring system design and
tuning of rotor controller gains.

In addition, there is a growing interest in the development of sim-
plified models (e.g. frequency-domain approaches) that can reproduce
FWT dynamics with an acceptable level of accuracy, for efficient ap-
plication in early design iterations (Lupton, 2014; Pegalajar-Jurado
et al., 2018). An accurate estimation of the decay periods for different
operational conditions is necessary for proper tuning of such models,
ensuring a fair prediction of the rigid-body response to linear loads.

1.1. Background

Previous expertise and tools from the offshore industry have been
adapted for the analysis of FWTs dynamics – in particular, the tech-
nology and software for platform structural analysis, wave-structure
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interaction and mooring system design. Ormberg and Larsen (1998)
introduced a method for simultaneously evaluating the floater motions
and FEM-modelled mooring dynamics of a floating platform, in time-
domain. The model was later updated (Ormberg et al., 2011; Luxcey
et al., 2011) for inclusion of flexible tower and blades, and wind turbine
aerodynamics and control. A different approach was taken by Jonkman
(2007), who extended a land-based wind turbine analysis software for
applications with floating substructures. The hydrodynamics and
mooring models were nevertheless also borrowed from established
knowledge of offshore engineering disciplines.

Brown (2005) summarizes the fundamental theory and practical
design aspects of catenary mooring systems, highlighting the intrinsic
nonlinear relation between platform excursion and the horizontal re-
storing component. Mooring systems for FWTs normally consist of 3–4
lines, which may combine chain and polyester segments. For simulation
purposes, it may be convenient to assume simpler configurations with a
uniform cross-section (Jonkman, 2010; Robertson et al., 2014; Luan
et al., 2016).

Wind turbine aerodynamics can be reproduced with fairly simple
models, like the Blade Element Momentum (BEM) method which is
based on the equilibrium between aerodynamic loads on elements of
the blade and the changes in fluid momentum through the rotor plane
(Manwell et al., 2009). Corrections for large induction factors and tip/
hub losses, respectively, are normally considered with simple multi-
pliers, and additional accuracy may be obtained by adopting Øye's
models for dynamic stall and dynamic wake effects (Hansen, 2013).
Though developed for ground-fixed wind turbines, these models are
also suitable for FWTs, especially in terms of thrust prediction (Vaal
et al., 2014). Pedersen (2017) proposed a different approach for finding
thrust and torque, based on circulation theory, arriving to a convenient
model where the interconnected nature of both loads becomes evident
through a compact matrix representation.

A wind turbine model comprises the main aerodynamic character-
istics of the blades (i.e., lift/drag coefficients and geometric para-
meters); rotor and drivetrain mechanical properties; and control system
strategies and parameters. The NREL 5MW reference wind turbine
(Jonkman et al., 2009) provides realistic parameters for the turbine
subsystems. A Variable Speed Variable Pitch (VSVP) control system is
adopted, actuating both on the generator torque and on the collective-
blade pitch angle in order to regulate power production under different
operating regimes.

The adoption of a blade-pitch controller for FWTs results in the
instabilities reported in e.g. (Nielsen et al., 2006; Larsen and Hanson,
2007; Jonkman, 2008), leading to amplification of the platform surge
and pitch motions. This effect may be attenuated by proper detuning of
the controller gains, by placing the controller frequency away from the
FWT surge/pitch natural rigid-body modes.

1.2. Scope and text organization

This paper explores the phenomenon of surge and pitch decay
period variation when the FWT is subjected to different incident wind
velocities. In Section 2, three different platform concepts are con-
sidered. Surge and pitch decay simulations are performed for each,
under steady incident wind velocities covering the entire operational
range, and the period variations are highlighted. Section 3 discusses
FWT dynamics and introduces a simplified 2-DOF model to be used in
the prediction of the periods. In Section 4, the period variation is re-
lated to the mooring system nonlinearities and to an “apparent” inertia
and damping effect, and a strategy to consider these effects in the
simplified model is developed. The predicted periods are compared
with the simulations in Section 5, and conclusions and final con-
siderations are presented in Section 6.

2. The decay period changing phenomenon

In order to illustrate the effect of changing surge/pitch decay per-
iods for FWTs under varying incident velocities, time-domain simula-
tions with three platform concepts are presented.

2.1. FWT concepts considered

The FWT models considered have all been published previously, and
support the NREL 5MW wind turbine (Jonkman et al., 2009). The
platforms and mooring systems are briefly described below:

OC3-Hywind (Jonkman, 2010) A spar platform originally devel-
oped by the Norwegian company Equinor (formerly Statoil) and
adapted as a concept design for the Offshore Code Comparison Colla-
boration (OC3). The mooring system is composed of 3 catenary
homogeneous lines, with one of them aligned with the positive x-axis
and forming an angle of 120°with the other two.

OC4semi (Robertson et al., 2014) A semi-submersible platform,
comprising a central column connected through thin braces to three
side columns. At the bottom of each column there is a “heave column”,
that is, a segment with larger diameter with the purpose of increasing
the heave added mass and damping. The mooring system is also a 3-
lines catenary configuration, but with two lines in the fore and another
aligned with the negative x-axis.

CSC5MW (Luan et al., 2016, 2017) Another semi-submersible
platform, differing from the former in that the three side columns are
connected to the central column with pontoons, instead of braces. The
pontoons contribute significantly to the buoyancy and are symme-
trically distributed. The mooring system also consists of three homo-
geneous catenary lines, arranged similarly to the OC3Hywind.

Fig. 1 shows the three FWT concepts, and Table 1 presents their
main dimensions. The tower model has also been obtained from
(Jonkman et al., 2009), and consists of a 77.6m long tubular structure,
with a base diameter of 6.50m and top diameter of 3.87m. The tower
base lies at 10.0 m above SWL on all platforms, such that the top is
87.6 m high. The resulting hub height is 90.0m.

2.2. Simulation tool and procedure

The decay simulations are carried out with SIMA, which combines
RIFLEX (SINTEF OCEAN, 2016a) and SIMO (SINTEF OCEAN, 2016b) in
coupled time-domain simulations.1 SIMO is a simulator of marine op-
erations, and is responsible for computing the hydrodynamic loads on
the platform. RIFLEX is a FEM based software for analysis of slender
marine structures, and is used for the analysis of structural loads and
displacements of the tower, rotor blades (beam elements) and mooring
lines (bar elements). In addition, it calculates the aerodynamic loads,
based on the BEM method (Manwell et al., 2009) with corrections for
dynamic wake and dynamic stall effects; and rotor dynamics, including
control.

Structural damping is included in the FE model by means of
Rayleigh damping. Since moored floating platforms have compliant
low-frequency modes, only the stiffness-proportional term is considered
(Cook, 2001). Then, the damping model attenuates higher frequency
structural vibrations and numerical noise, while the platform motions
are damped by hydrodynamic and aerodynamic effects only.

The simulations consisted in applying an initial displacement in the

1 The adopted simulation tool has been compared to other codes and ex-
perimental results. For example, decay simulations results (without wind) had
excellent agreement with similar software in the context of OC3 (Jonkman and
Musial, 2010) and OC4 (Robertson et al., 2017). The aerodynamic module was
compared with other codes and experimental results within OC5 (Popko et al.,
2018), also providing very satisfactory matching with the results obtained by
the other participants.
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positive x direction, for the decay in surge, or a positive angle θ, for the
decay in pitch. The platform was then released to oscillate, under the
action of the rotor thrust. It is noted that the initial displacements were
applied in addition to the loads imposed by the incident wind – i.e., the
platforms oscillated around the static displacements caused by the
thrust.

Surge and pitch decay tests were simulated for each of the wind
velocities (Uw) of Table 2, which cover the entire operational range of
the NREL 5MW wind turbine (in addition to the free decay condition,
i.e., =Uw 0).

2.3. Decay simulation results

For each simulation, the decay period was determined as the
average period between oscillation peaks, using the statistical tool
WAFO (WAFO-group, 2017). For wind velocities near rated, the limit-
cycle behavior arising from the control-induced negative damping ef-
fect (Nielsen et al., 2006; Jonkman, 2008) is noticed, as illustrated in
Fig. 2. It is then important to constrain the analysis to a limited time
window after the platform is released, in order to ensure that the cycles
considered for the period measurement are dominated by the decay
motion. Nonetheless, the measured periods close to rated wind velocity
are expected to be less accurate than those for which the limit-cycle
effect is minor or non-existent.

The decay periods for surge and pitch as a function of incident wind

velocity are shown in Fig. 3. For the surge decay periods (left-hand
column), the pattern is similar for both the OC3-Hywind and the
CSC5MW concepts: the period increases in the below-rated region,
reaching a maximum at the rated wind speed ( =Uw 11.4m/s); and then
decreases slowly for increasing velocities in the above-rated region, but
always lying above the free-decay2 period. For the OC4semi concept,
however, the pattern is somewhat the opposite: the period decreases for
increasing velocities in the below-rated region, has a minimum near
rated wind velocity, and then increases moderately in the above-rated
regime.

For pitch decay, as shown in the right-hand column, the pattern is
similar for the three concepts: the period is roughly constant until

=U 5.0w m/s, and then decreases until near-rated wind velocity. It is
then suddenly increased, reaching its maximum forUw 12.0m/s – and
decreasing from then on. The variations in pitch period may vary in
range according to the FWT considered. The OC4semi pitch periods lie
inside a range of about 5.0 s; this interval varies more than 10.0 s for the
OC3Hywind and CSC5MW.

3. Floating wind turbine dynamics

The simulations presented in the previous section are based on a
complete model, including elastic effects and multibody dynamics.
Now, a simplified approach is introduced, in which the rigid-body
motions of a floating, catenary-moored body are the object of the
analysis. The corresponding natural periods are distant from structural
flexible modes, while the amplitudes may be 2–3 orders of magnitude
higher than those associated with e.g. bending of the tower.
Consequently, the following single-rigid-body system can be used for
representing the dynamic effects of interest (Næss and Moan, 2013):

+ + +

+ + =

t dM A K D

C C F

[ ( )] ¨ ( ) ( ) ( )

[ ( ) ( )] ,

RB rad
t

v

hs mr ext

0

(1)

where MRB is the rigid-body inertia matrix, A ( )rad is the infinite-fre-
quency added mass matrix,K is a matrix of retardation functions, is the
viscous damping matrix, Chs and Cmr are the hydrostatic and mooring
stiffness matrices, respectively, Fext is a vector of external loads, and is
a vector with the body coordinates in an Earth-fixed coordinate system
which has its origin on the water free-surface, with the z-axis pointing
upwards (Fig. 4).

Fig. 1. FWT concepts considered in the simulations. From left to right: OC3-Hywind, OC4semi and CSC5MW.

Table 1
FWTs’ main properties. is the displacement, Iyy is the moment of inertia
around a transversal axis at still water level (SWL), D is the draft, zCG is the
vertical coordinate of the center of gravity with respect to the SWL, zfl is the
vertical position of the mooring lines fairleads and dw is the water depth.

(103 kg) Iyy (106 kg.m2) D (m) zCG (m) zfl (m) dw (m)

OC3-Hywind 8066.0 68017.7 120.0 −77.99 70.0 320.0
OC4semi 14069.7 12692.7 20.0 9.88 14.0 200.0
CSC5MW 10215.7 13807.7 30.0 18.92 27.0 200.0

Table 2
Wind velocities considered for the decay simulations.

Uw (m/s)

0.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0
11.0 11.4 12.0 13.0 14.0 15.0 16.0 17.0 18.0
19.0 20.0 21.0 22.0 23.0 24.0 25.0

2 I.e., the decay for =Uw 0m/s.
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3.1. Simplified 2-DOF model

The present study considers 0°-winds only – i.e., travelling along the
positive x direction. Rotor gyroscopic effects are disregarded, and heave
motions are assumed to be entirely decoupled from the other degrees of
freedom. Therefore, only surge and pitch dynamics are of interest.
Besides, a few assumptions can be proposed to simplify Equation (1) in
the analysis of surge and pitch decay:

1. The platform motions have very low-frequency ( 0), such that K
can be disregarded and the radiation effects can be approximated by re-
placing A ( )rad for A (0)rad . The reason behind this assumption is the
absence of waves and the long natural periods of the floating system's

rigid-body motions, corresponding to negligible radiation damping.

2. The viscous damping can be represented by linear damping only. This is
a reasonable statement considering the low velocities involved.

3. The hydrostatic and mooring stiffness matrices are independent of the
body position. For the hydrostatic restoring stiffness, this assumption
may be justified based on the small changes in volume due to the
floater motion, and also on the fairly wall-sided platforms con-
sidered in the analysis. With regards to mooring, the matrix has to
be linearized around points of interest, since nonlinear effects be-
come important far from the equilibrium position (see Fig. 5).

4. The only external load is the rotor thrust. This follows from the fact

Fig. 2. Surge decay time-series for the CSC5MW, under =Uw 8.0m/s and =Uw 12.0m/s.

Fig. 3. Surge and pitch decay periods for three FWTs considered, under the incident wind velocities of Table 2.
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that radiation loads, viscous hydrodynamic forces and mooring/
hydrostatic stiffness are already considered in the l.h.s. of the
equation, and no waves are present. Besides, wind drag loads on the
tower are disregarded.

Equation (1) then reduces to

+ + =M B C F¨ .v
l

wind (2)

For a 2-DOF (surge-pitch) system, the matrices in (2) become:

= + = =
m mz

mz I
a a
a aM M A M A(0), , (0) ,RB rad RB

g

g yy
rad

11 15
51 55

= b
bB 0

0 ,v
l 11

55

= + = =C
C C
C C

C C C C C,
0 0
0 , ,hs mr hs hs mr

mr mr

mr mr
55

11 15

51 55

= x ,

=
F

F z
F

cos
cos

,wind
aer

aer hub
2

where m is the total mass of the platform, tower, hub and nacelle; zg is
the system's vertical coordinate of the center of gravity; Iyy is the total
moment of inertia in pitch; aij are the zero-frequency added mass
coefficients; bii are the linearized viscous damping coefficients in surge
and pitch; Chs

55 is the linear hydrostatic restoring coefficient in pitch,
already accounting for gravitational effects; Cij

mr are the linear mooring
restoring coefficients; x is the displacement in surge; θ is the pitch
angle; Faer is the turbine thrust; and zhub is the hub height.

3.2. Control system

Wind turbines are normally equipped with a control system, in
order to optimize power production and interrupt the operation under
unfavourable conditions. The NREL 5MW wind turbine controller ac-
tuates on the generator torque (Qgen) and collective blade pitch angle
(β), depending on the operational regime.

The generator torque is based on the filtered shaft velocity, ω. In the
below-rated regime (3.0 m/s <Uw 11.4m/s), the torque is propor-
tional to the squared shaft velocity, such as to optimize power pro-
duction; in the above-rated region (11.4m/s Uw 25.0m/s), it is
inversely proportional to the shaft velocity, such as to keep the power
constant.

In the above-rated regime, the rotor speed is regulated through
changes in the blade-pitch angle (which lead to changes in the aero-
dynamic torque load). The change in blade pitch angle is determined by
a gain-scheduled proportional-integral (PI) controller:

= +K K dt( ) ( ) ,p i
t

0 (3)

where the proportional (Kp) and integral (Ki) gains are calculated as a
function of the blades' current pitch angle, β; see Table 3 for the gains
adopted for = 0. The input to the controller ( ) is the difference
between the rotor speed and the reference rotor speed. A more detailed
description of the control strategy, including the gain scheduling pro-
cedure, is provided by Jonkman et al (2009).

Fig. 4. Coordinate system adopted, placed over the OC4semi platform for re-
ference.

Fig. 5. Force-displacement curves obtained from pullout simulations in surge. The asterisks indicate platform displacement for =Uw 11.4m/s. The different offsets in
platform pitch explain the slightly different horizontal components of the thrust indicated in the y-axis.
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3.3. External loads

When a FWT oscillates under the action of wind, it is subjected to
three main sources of loads: the aerodynamic thrust, induced on the
rotor3; the hydrodynamic loads, acting on the submerged portion of the
platform; and the mooring loads, applied on the fairleads, which nor-
mally are also underwater.

The aerodynamic thrust is a function of the relative flow velocity in
the rotor, which is a combination of the incident wind velocity, the
nacelle velocity and the inflow velocity. When the turbine oscillates, the
nacelle velocity is also oscillatory and so is the thrust. A phase shift,
however, is observed between thrust and nacelle velocity. This effect
may be worked out and treated as a modification in the nacelle's inertia
and damping, therefore influencing the FWT decay periods.

In the absence of waves, hydrodynamic loads may be divided into
two groups: the radiation loads, related to the waves produced by the
body's motion; and the viscous loads, which are a function of the body's
velocity. For typical surge/pitch decay periods ( 0), radiation loads
reduce to acceleration-proportional terms, commonly known as added
mass. The added mass influences the natural periods, but there is no
reason to relate it to the period changes for different wind velocities.4

Viscous damping also affects natural periods, but cannot be used to
explain the period variations, either.

Catenary mooring systems normally provide fairly linear stiffness
when the platform is close to the neutral position. For surge, however,
the stiffness gets nonlinear as the platform is displaced along the x-axis.
Therefore, when subjected to a mean wind loading, the platform may
oscillate around a mean position which lies in the nonlinear range,
leading to a natural period different from when the system oscillates
around the neutral position.

It is then expected that the nonlinearities induced by aerodynamic
thrust and catenary mooring system should play prevailing roles behind
the period variation phenomenon, as discussed below.

4. Prediction of the decay period changes for varying Uw

Simplified representations for the nonlinear effects discussed in the
previous section are now developed, providing means to estimate the
decay periods based on Equation (2).

4.1. Mooring system nonlinearities

Catenary mooring systems are meant to position a floating body
using the mooring lines’ own weight-in-water. When the platform is
displaced away from the anchor, a portion of the line resting on the
seabed is lifted, increasing the weight to be supported by the floater. In
addition, due to the change in angle, the horizontal component of the
tension increases, also contributing nonlinearly to the horizontal re-
storing force (Brown, 2005). The nonlinearity is evident in Fig. 5, where
the mooring stiffness curves for the three platforms are shown. When
subjected to a mean wind force, the platform will oscillate around the

corresponding offset, with different stiffnesses – and therefore periods –
for varying wind velocities.

Loads induced by catenary mooring systems may be estimated
analytically (Faltinsen, 1993). Here, expressions for the mooring stiff-
ness are instead determined through polynomial fitting of the data in
Fig. 5. Since the wind displaces the FWT towards the positive x direc-
tion, the fitting is made for >x 0 only. 3rd-order polynomials are found
to fit the data with excellent agreement, such that the following non-
linear stiffness model is applied:

= =F x k x k x k x k x x( ) ( ) ,r 1 2
2

3
3 (4)

where k1, k2 and k3 are obtained from the data fitting procedure, and the
x-dependent stiffness coefficient is given by:

= + +k x k k x k x( ) .1 2 3
2 (5)

Time-domain simulations can be performed by replacing the C mr
11

element of the stiffness matrix with k x( ), calculated according to the
procedure above, in Equation (2). Alternatively, the nonlinear model of
Equation (4) can be linearized around a given offset x0. Keeping up to
first-order terms in a Taylor expansion, it becomes:

+ + +F x k x k x k k x k x x( ) ( 2 ) ( 2 3 ) ,r 2 0
2

3 0
3

1 2 0 3 0
2 (6)

such that the linearized stiffness coefficient k lin
11 is given by

= + +k x k k x k x( ) 2 3 .lin
11 0 1 2 0 3 0

2 (7)

Typical platform rotations in pitch do not produce important geo-
metric changes in the mooring lines, resulting in a fairly linear behavior
for the mooring stiffness in this DOF. Therefore, the main source of
nonlinear mooring restoring for pitch comes from the surge-pitch
coupling, which depends on the vertical distance from the fairleads to
the platform's center of gravity.

Still, restoring in pitch for catenary-moored FWTs is dominated by
hydrostatic effects – which, for typical pitch angles, have linear beha-
vior. Therefore, mooring stiffness should not be behind the observed
changes in the pitch decay period for varying incident wind velocities.
The pitch period changes must then be related to the r.h.s. of Equation
(2).

4.2. Prediction of the surge decay periods with a linearized stiffness matrix

A simple way to estimate the surge decay periods is to linearize the
stiffness around the offset associated to a givenUw, using the x0 values
obtained from the SIMA simulations in Equation (7). The coefficients k1,
k2 and k3 for each curve in Figure (5) are presented in Table 4. The cross
terms of the mooring stiffness matrix are obtained from the linear
stiffness in surge, multiplied by the fairleads vertical position relative to
the SWL, zfl, and the term for pitch is kept unchanged. The matrix for a
given offset, xC ( )mr 0 , is then given by:

=x
k x k x z

k x z C
C ( )

( ) ( )
( )

.mr

lin lin
fl

lin
fl

mr0
11 0 11 0

11 0 55 (8)

The period for eachUw can then be calculated from the eigenvalues
of Equation (2), with the stiffness matrix defined as above.

Table 3
Blade-pitch controller gains for zero pitch angle.

=K ( 0)p =K ( 0)i

0.6087 s 1 0.0870

Table 4
Coefficients for the linearized mooring stiffness in surge, as given by Equation
(7).

k1 (Nm−2) k2 (Nm−3) k3 (Nm−4)

OC3Hywind ×5.37 104 ×1.44 103 ×3.52 101

OC4semi ×7.13 104 ×7.52 102 ×8.98 101

CSC5MW ×1.05 105 ×1.39 103 ×5.00 101

3 The drag on tower and hull should also be classified as an aerodynamic
effect, but is of secondary importance and therefore disregarded.
4 Actually, geometric changes due to variations in the mean pitch offset can

affect the radiation loads. This effect is however disregarded in the benchmark
simulations presented in Section 2, and therefore are also neglected here.
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4.3. Aerodynamic apparent inertia/stiffness and damping effects

Let a FWT be subjected to steady, non-turbulent wind. The airflow
velocity w t( ) is the relative axial flow velocity “felt” by the rotor, and is
given by:

=w t w w t x( ) ( ) ,i nac0 (9)

where w0 is the incident wind velocity; xnac is the nacelle horizontal
velocity; and the inflow velocity, wi, is a flow induced in the rotor by
the vorticity shed by the blades, as stated by the Biot-Savart law.

Platform oscillations affect w t( ) through variations in, xnac
5 pro-

voking fluctuations in the rotor torque and thrust. A thorough discus-
sion about this effect is provided by Pedersen (2017) – Appendix A
summarizes the most relevant formulations from that work for the
purposes of this paper. Particularly, important insight is obtained from
a combination of equations (A.5) and (A.6), leading to the following
expression for the thrust6:

=F u w u[ cos( ) sin( ) ] , (10)

where u is the blade-pitch control action, is the rotor angular velocity
and , are constants. Noting that =u 0 in the below-rated regime (no
blade-pitch action), Equation (10) reduces to

=F w . (11)

Replacing w as given by (9), and writing the rotor velocity as a mean
plus a varying term, = +t t( ) ( )0 , the following expression is
obtained for the thrust in the below-rated regime:

= +F w w w w x( ) ( ) ,i i nac0 0 0 0 (12)

where only linear terms were kept. Assuming small variations in wi, the
first term in the r.h.s. of Equation (12) may be seen as a constant, while
the second term depends essentially on the rotor dynamics. The last
term oscillates proportionally to xnac, and since κ and 0 are both po-
sitive, the negative sign implies that the thrust, in the below-rated re-
gion, will always induce a damping effect into the nacelle dynamics.

When the turbine operates in the above-rated regime, the blade-
pitch control system results in non-zero values for u, and Equation (11)
may be rewritten according to:

=F u w w u u x[cos( )( ) sin( ) ] cos( ) .i nac0 0 (13)

The second term now depends on ucos( ), which is a function of the
generator angular velocity through a PI-controller. Therefore, it is no
longer possible to affirm that the oscillating term is proportional to

xnac. While an analytical development of this relation is not in the
scope of this paper, it is of interest to understand how F varies as a
function of xnac in the above-rated regime, and the consequent effects
on the system global dynamics.

For this purpose, a series of simulations were executed in which the
NREL 5MW turbine (including controller) oscillated horizontally, with
rotor aerodynamics calculated with AeroDyn (Moriarty and Hansen,
2005). It was decided to adopt the BEM formulation with dynamic stall
correction, and the blades were kept rigid. The oscillation amplitude
was 10.0m and the period varied from 20.0 s to 160.0 s, with incre-
ments of 1.0 s. The incident wind velocities are the same as those pre-
sented in Table 2.

Fig. 6 shows the aerodynamic thrust and nacelle velocity for an
oscillation period of 30.0 s and incident wind velocities of 9.0m/s,
11.4 m/s and 18.0m/s. It is suggested that the thrust F can be written as
a sum of a mean term, F U( )mean w , and a varying term, F U x( , )var w nac :

= +F F U F U x( ) ( , ) .aer mean w var w nac (14)

For =Uw 9.0m/s, the phase difference between Fvar and xnac is close
to π rad, which is in agreement with the discussion above. Defining a
velocity-to-thrust amplitude factor f0, F U x( , )var w nac may be rewritten as
follows:

F U x f x( , ) .var w nac nac0 (15)

The 1-DOF motion of the nacelle, with mass m, stiffness k and
damping c, and forced by F, is driven by:

+ + = + + + =mx cx kx F f x mx c f x kx F¨ ¨ ( ) ,mean mean0 0 (16)

where the nac indicator on x was suppressed for conciseness.
The discussed damping effect of the thrust is now more visible. This

is a well-known effect for FWTs, explained e.g. in (Jonkman, 2008;
Goupee et al., 2017). The second and third plots of Fig. 6, however,
show that the controller action results in the thrust oscillating with a
phase ϕ relative to the nacelle velocity. This effect, also reported in
(Lennie et al., 2016), is not fully understood yet, but dynamic wake
effects, actuator dynamics and delays induced by signal filtering may
possibly contribute to it.

Assuming that the nacelle motion may be described as
=x t x t( ) sin( )0 , the velocity is given by =x t x t( ) cos( )0 , and Fvar

becomes

= +
=
=

F f x t
f x t x t
f x x

cos( )
[ cos( )cos( ) sin( )sin( )]
[ cos( ) sin( )] .

var 0 0

0 0 0

0 (17)

Noting that

= =x x ẍ ,
2

the last term of Equation (17) can then alternatively be written as:

= +F f x xcos( ) ¨ sin( ) .var 0 (18)

In the above-rated regime the thrust is thus no longer proportional
to the nacelle velocity only, but rather to a combination of nacelle
velocity and position/acceleration. In the latter case, the effect may be
interpreted as an “apparent inertia”:

+ + =m
f

x c f x kx Fsin( ) ¨ [ cos( )] .mean
0

0 (19)

Variations in the system's natural period can now be related to f0
and ϕ. When the phase is such that |sin( )| increases, the thrust effect on
the system's damping is reduced and the apparent changes in inertia
become more important. A quantification of this influence demands a
better understanding on how f0 and ϕ vary with the incident wind
velocity, the nacelle's period of oscillation and the motion amplitude.

4.4. Quantification of the apparent inertia and damping effects induced by
the thrust

The above-mentioned simulations with AeroDyn provided a total of
3384 pairs of rotor thrust and nacelle velocity time-series. For each
pair, a fast Fourier transform (FFT) was performed for both time-series,
yielding their discrete frequency domain representations. The phase ϕ
between the time-series could then be determined as the angle of the
ratio between the thrust and nacelle velocity representations in the
frequency domain, at the frequency of oscillation. The velocity-to-
thrust amplitude factor, f0, is obtained directly from the time-series, by
considering the ratio of their maximum amplitudes.

Fig. 7 shows the values of ϕ calculated as explained above. One can
clearly distinguish the below-rated region by the nearly uniform phase
values – close to π rad, as discussed previously. Close to =Uw 11.4m/s,
the phase values change smoothly for shorter oscillation periods, lying
between /6 rad and 2 /3 rad as the wind velocity increases. When the

5 The inflow velocity wi is also affected, but in a much lower degree.
6 Note that equation (A.6) actually refers to the circulatory thrust only – i.e.,

the drag portion (A.7) is disregarded in this discussion, due to its relatively
lower importance.
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period is longer, the change is more abrupt and the phase tends to be
smaller, lying between 0 rad and /6 rad. This indicates that, when the
system dynamics are slower, the thrust tends to follow the velocity
more closely.

Another important feature of the plot is that it helps to visualize the
operating conditions when, according to Equation (19), the thrust re-
sults in a negative damping effect – i.e., when the phase lies between

0 rad and /2 rad. This is observed for most of the above-rated region,
but for shorter periods and wind velocities closer to rated, the phase
may be slightly higher than /2 rad. This may be useful e.g. during the
design of a controller.

The f0 factor values are presented in a similar scheme, in Fig. 8. In
general, the factor changes more intensely near rated wind velocity,
where it is highly amplified in comparison to other operational regions.

Fig. 6. Aerodynamic thrust and nacelle velocity from forced oscillations of the NREL 5MW reference wind turbine, with amplitude of 10.0m, oscillation period of
30.0 s and =Uw 9.0m/s, 11.4m/s and 18.0m/s.

Fig. 7. Phases between rotor thrust and nacelle velocity (ϕ) as a function of incident wind velocity and oscillation period.
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The thrust amplitude changes much faster from below rated to rated
when the periods are longer, while this transition is smoother for
shorter periods.

Once ϕ and f0 are known, the apparent inertia and damping from
thrust can be quantified. From Equation (19), the aerodynamic ap-
parent inertia and damping coefficients, aaer and baer , are defined ac-
cording to:

= =a
f

b fsin( ) , cos( ) .aer aer
0

0 (20)

The matrices of aerodynamic apparent inertia and damping can
then be written as:

=
a a h

a h a h
A ,aer

aer aer nac

aer nac aer nac
2 (21)

=
b b h

b h b h
B ,aer

aer aer nac

aer nac aer nac
2

(22)

where hnac is the height of the nacelle with respect to SWL.
One should note that Figs. 7 and 8 are based on imposed nacelle

oscillations – i.e., the motions are not affected by the thrust. This is in
contrast with the decay simulations, in which the motions are not only
influenced by the thrust but also indirectly modify it through the
changes in flow velocity and varying rotor speed. Indeed, the second
term on the r.h.s. of Equation (12) depends on , whose dynamics are
given by:

=
Q Q

I
,aer gen

rot (23)

where Qaer and Qgen are the aerodynamic and generator torque, re-
spectively, and Irot is the rotor moment of inertia around the shaft. From
Equation (A.6) and the discussions in section 3.2, the dependence of
on both xnac and become evident, but this is not captured by the
proposed model. Inaccuracies on the period predictions are therefore
expected especially in the below-rated regime. Above-rated, the torque
regulation through blade-pitch control reduces the importance of the

rotor dynamics, leading to more accurate period predictions.

4.5. Prediction of the pitch decay periods based on the apparent inertia and
damping effects

The aerodynamic effects on inertia and damping can be accounted
for in the FWT dynamics by adding Aaer and Baer to the inertia and
damping matrices:

= + +M M A A(0) ,RB rad aer (24)

= +B B B ,v
l

aer (25)

such that Equation (2) can now be rewritten as follows:

+ + =M B C F¨ ¯ ,wind (26)

where F̄wind is formed by the mean thrust component, Fmean:

= F
F zF̄ .wind

mean

mean hub (27)

It is assumed in Equation (27) that the pitch angle is small enough
for the dependence in θ to be neglected. As it is noted, the varying
component of the thrust is now “absorbed” by the inertia and damping
matrices, making it straightforward to relate its effects to changes in the
decay periods for different incident wind velocities.

The pitch decay period for a given Uw can be calculated once the
coefficients aaer and baer are known. These coefficients, however, de-
pend themselves on the period, such that an iterative procedure is
adopted. Departing from an initial guess for the period, the phase ϕ and
the amplitude factor f0 are obtained by interpolation in the matrices
presented in Figs. 7 and 8. A new value for the period is then obtained
based on the corresponding aaer and baer, and is compared to the pre-
vious guess. The process is repeated until the difference becomes lower
than a given tolerance.

The relevance of the apparent inertia can now be assessed. Table 5
shows the ratio between the apparent inertia and the rigid-body plus
zero-frequency added inertia, in surge (top) and pitch (bottom), for

Fig. 8. Velocity-to-thrust amplitude factor ( f0) as a function of incident wind velocity and oscillation period.
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three values ofUw. For surge, the effect of apparent inertia is irrelevant
for the below- and above-rated regimes, while near rated the value may
have some importance.7 For pitch, the apparent inertia is again negli-
gible at the below-rated region. For above-rated, however, the nacelle
apparent inertia assumes values that, when multiplied by the squared
nacelle height, may result in an apparent moment of inertia effect with
order of magnitude comparable to the FWT's rigid-body and added
inertia, depending on the platform.

The apparent damping effect is relevant for both surge and pitch. As
indicated in Table 6, for below-rated wind speeds it may significantly
increase the viscous damping at both DOFs. For =Uw 11.4m/s, however,
the damping assumes a negative value in surge, even exceeding the
equivalent linear viscous coefficient for the OC4semi. In the SIMA si-
mulations (where the damping is a combination of linear and quadratic
terms), this results in an effective zero-damping scenario, leading to the
limit-cycle effect discussed in section 2.3. For pitch, however, the
damping is still positive at rated, but becomes negative for all platforms
as the wind velocity increases.

5. Results

The natural frequencies for each Uw are obtained from the eigen-
values of the undamped and homogeneous version of Equation (2):

+ =M C¨ 0 , (28)

where for surge the mooring stiffness matrix is written as in Equation
(8), while for pitch the inertia matrix includes Aaer , as given by Equa-
tion (24). The undamped natural frequency for a given DOF, i0, , is then
corrected for accounting for damping, yielding the decay frequency d i, :

= 1 ,d i i i, 0,
2

(29)

where i is the relative damping coefficient. While for surge it is based
on the b11 coefficients from Section 3, for pitch it also accounts for the
main diagonal elements of the matrix given in Equation (22).

5.1. Periods in surge

The predicted surge periods are presented in Figs. 9–11, which show
the estimates for the three FWT concepts considered, under the range of
incident wind velocities of Table 2. The bottom plots bring the relative
error between estimated and simulated periods.

For the OC3-Hywind (Fig. 9), the estimated periods match the si-
mulations with an error in general lower than 0.5% in the above-rated
regime. For the below-rated region there is an increase in the relative
error as the wind speed approaches the rated condition, notably for =Uw
8.0–11.0 m/s. At this range of wind speeds, the platform offsets in surge
are not so different from what is observed for =Uw 12.0–16.0m/s,
where the discrepancy between simulations and estimates is much
lower. This suggests that the discrepancies may hardly be attributed to
the linearization method adopted.

The agreement between estimated and simulated periods is much
better for the OC4semi (Fig. 10) and the CSC5MW (Fig. 11). Indeed, the
relative error for both FWTs is lower than 1% for most Uw values, in-
creasing only near rated wind velocity.

5.2. Periods in pitch

Figs. 12–14 show the estimated decay periods in pitch for the three
FWT concepts considered, under the range of incident wind velocities of
Table 2. For all three concepts, it is seen that the period variation from
the SIMA simulations is very satisfactorily followed by the estimates in
the rated and above-rated regime. For the OC3Hywind, the relative
error for =Uw 11.4m/s is around 4%, lying below 2% for higher velo-
cities. For the OC4semi and CSC5MW the relative errors are even
smaller, with simulated and estimated curves nearly coincident along
the above-rated regime. In the below-rated region, however, the esti-
mates for all concepts fail to predict a “depression” observed for the
simulated periods in the range 6.0 m/s Uw 10.0m/s. A possible
explanation may be the absence, in the simplified model, of the influ-
ence of the rotor dynamics – as discussed in section 4.4.

Even though all three FWT concepts are equipped with the same
turbine, the magnitude of the period changes is not the same, as already
pointed out in Section 2.3. This can be related to the fact that the
natural periods (for =Uw 0) differ for each design, falling in different
regions of Fig. 7. Indeed, Fig. 7 shows that at the range of periods be-
tween 20.0 s and 40.0 s the phases vary significantly in the above-rated
regime, implying that modest changes in the FWT inertia properties
may heavily influence the period variation phenomenon.

6. Conclusions

As previously reported in (Bachynski et al., 2016; Goupee et al.,
2017), surge and pitch decay periods variations were observed for
FWTs operating under different incident wind velocities. In this paper,
the effect was reproduced in time-domain simulations performed with
SIMA, and an investigation for its origins was carried out. It was found
that the period variations in surge and pitch have distinct sources.
While for the former the effect is mainly linked to the mooring system
nonlinearities, for the latter it is induced by the thrust at the turbine, in
combination with the nacelle motions.

A simplified model was then applied for predicting the period var-
iations as a function of the incident wind velocity. For surge, the
mooring stiffness coefficient was linearized around the offsets asso-
ciated to eachUw, and then the periods were found from the eigenvalues
of the linear 2-DOF equation of motion. The predictions closely agreed
with the simulated periods, with relative errors of less than 1% along
most of the range of Uw values. Higher (but still limited) discrepancies
were observed close to rated regime.

For pitch, the relative phase between nacelle velocity and the thrust
induced in the rotor could be related to apparent inertia and damping
terms in the equations of motion. This effect was quantified for a

Table 6
Ratio (%) between aerodynamic apparent damping and linear viscous damping.

=Uw 7.0m/s =Uw 11.4m/s =Uw 18.0m/s

surgebaer
b11

OC3Hywind 21.80 92.78 13.95
OC4semi 45.11 140.43 31.28
CSC5MW 24.98 62.49 20.67

pitch
baer hhub

b

2

55

OC3Hywind 19.89 18.10 5.37
OC4semi 60.27 73.18 11.65
CSC5MW 83.47 45.12 25.07

Table 5
Ratio (%) between aerodynamic apparent mass and rigid-body + added mass.

=Uw 7.0 m/s =Uw 11.4m/s =Uw 18.0m/s

surge
+

aaer
m a( 11)

OC3Hywind 0.04 2.60 1.57
OC4semi 0.01 6.55 0.60
CSC5MW 0.30 8.99 0.28

pitch
+

aaer hhub
Iyy a

2

( 55)

OC3Hywind 0.05 3.19 1.93
OC4semi 0.22 10.02 8.22
CSC5MW 0.53 18.81 10.77

7 Fig. 7 shows however that for periods higher than 90.0 s the change in phase
at 11.4m/s is quite sudden, such that one should be careful with the phases
(and therefore inertia/damping effects) calculated for this wind speed.
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combination of wind velocities and oscillation periods, through simu-
lations involving AeroDyn coupled to an 1-DOF system. Inertia and
damping coefficients were then included in a linear model, from which
the periods could be estimated. The method resulted in precise pre-
dictions of the period in comparison with the time-domain simulations,
in the above-rated region. In the below-rated region, a “depression” was
noticed for the simulated data which could not be replicated with the

approximated method. The reasons for this discrepancy are unclear, but
a possible explanation could be that the phases and amplitudes from
Figs. 7 and 8 are based on imposed nacelle oscillations, which did not
depend on the thrust – and rotor dynamics – in a coupled manner. A
better understanding of this coupling effect and how to include it in the
simplified model would represent important contributions to the
method.

Fig. 9. Surge decay periods: simulations with SIMA and estimates based on Equation (2), with mooring stiffness matrix according to Equation (8) – OC3-Hywind.

Fig. 10. Surge decay periods: simulations with SIMA and estimates based on Equation (2), with mooring stiffness matrix according to Equation (8) – OC4semi.
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The period variation in pitch depended on the height of the nacelle
relative to SWL. The effect is expected to be more relevant for higher
towers, and thus more important for turbines of higher capacity. On the
other hand, the phenomenon can be attenuated by proper tuning of the
FWT's own pitch natural period, by “placing” the oscillations in a range

where the apparent inertia effect is less relevant.
The capability of predicting the period variation with a simplified

method may be useful in different stages of the development of new
FWT concepts. For example, the possibility of replacing full decay si-
mulations (which took approximately 15min, with an Intel® Core™i7

Fig. 11. Surge decay periods: simulations with SIMA and estimates based on Equation (2), with mooring stiffness matrix according to Equation (8) – CSC5MW.

Fig. 12. Pitch decay periods: simulations with SIMA and estimates based on Equation (26) – OC3-Hywind.
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6500U 2.50 GHz CPU, for each wind velocity) for eigenvalues calcula-
tions (0.8 s for the entire range of wind velocities) can be an advantage
when different platform concepts are to be considered in early design
phases. Further research may relate the proposed method to disciplines
like structural integrity assessment, control system design, mooring
systems and model testing. The method could also contribute in the
development of new frequency-domain tools.
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Fig. 13. Pitch decay periods: simulations with SIMA and estimates based on Equation (26) – OC4semi.

Fig. 14. Pitch decay periods: simulations with SIMA and estimates based on Equation (26) – CSC5MW.
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Appendix A. Parametric aerodynamics model based on Dynamic Vortex Theory

Pedersen (2017) devised a convenient model for the aerodynamic thrust and torque, where the interconnected nature of those loads are made
evident through the so-defined circulation function. From the Kutta-Joukowsky theorem, the lift force df on a line element dl is given by:

= ×d df u l ,r (A.1)

where is the circulation8 and ur is the relative flow velocity, which in a system of cylindrical coordinates r z( , , ) fixed to the rotor is given by

=t w t t ru e e( ) ( ) ( ) ,r z (A.2)

with w being the airflow and the rotor angular velocity. Under the assumption of purely axial inflow, the normal component of df is integrated
over each of the blades, leading to the following expression for the circulatory thrust, Fc:

=F t AN t t( )
2

( ) ( ) ,c (A.3)

where ρ is the density of the air, A is the rotor swept area and N is the number of blades. Equivalently, the circulatory torque is found by integrating
the tangential component of df along each blade:

=Q t AN t w t( )
2

( ) ( ) .c (A.4)

The author then proceeds with a series of simplifications for the circulation function, with the objective of devising an engineering model without
significant losses in accuracy. Notably, by approximating as an equivalent airfoil model, and assuming a flat-plate behavior for small angles of
incidence, the circulation function g w u( , , ) is defined as:

=g w u u w u( , , ) [ cos ( ) sin ( ) ] , (A.5)

where = A R2 /3p *, with Ap being the swept area corrected for blade tip losses,9 R the rotor radius, * the tip speed ratio for maximum wind power
extraction and a length scale factor. The parameter u is the controlled blade pitch angle, which is non-zero in the above-rated region only. The
circulatory thrust and torque can then be rewritten as:

= =F g w u Q g w u w( , , ) , ( , , ) .c c (A.6)

Drag may be relevant for the torque and, in a lesser degree, for the thrust. The drag thrust and torque are modelled according to

= =F d w w Q d| | , ,d F d Q
2 (A.7)

where the coefficients dF and dQ are determined in terms of losses in typical wind turbines. The following compact model in matrix form is then
proposed:

=F
Q

d w g w u
g w u d

w| | ( , , )
( , , ) ,F

Q (A.8)

where the airflow w is given by Equation (9). Pedersen proposes that the low-frequency dynamics of the inflow, wi, are driven by

+ =µR w w w F
A

| |
2

,p i i
c

p (A.9)

where =µ 8/3 is a virtual inertia parameter.
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ABSTRACT
Dynamic analysis of floating wind turbines often considers the hull as a rigid body. This paper explores the

consequences of modeling the pontoons of a tension leg platform (TLP) wind turbine as flexible beams. The analysis
is based on numerical simulations of free decays, structural response to wave excitation and short-term fatigue
damage accumulation at tower base and tendons. In addition, the importance of hydroelastic effects due to the
pontoons’ vertical deformations is evaluated. Pontoon flexibility changed the platform natural periods and motion
amplitude significantly, and the adoption of flexible pontoons reduced the predicted fatigue damage in the tower
base and tendons. On the other hand, hydroelasticity had negligible consequences for motion and load responses
considered here.

1 Introduction
Floating wind turbines (FWTs) have been considered the preferred solution for wind energy harvesting in deep water.

Among the different platform concepts, the tension leg platform (TLP) is highlighted for significantly constraining the
structure’s vertical motions (heave, roll and pitch). Design methodology, hydrodynamics and dynamic analysis of TLP wind
turbines are presented in e.g. [1–5]. As for other FWT concepts, however, the high costs associated with construction,
installation, maintenance and decommissioning are challenges for TLP wind turbines, which have the additional risk of its
stability being dependent on mooring lines integrity.

One of the strategies to reduce the Levelized Cost of Energy (LCOE) of FWTs consists in increasing the power
generation of each turbine, which implies in the adoption of ever larger structures. The costs associated with installa-
tion/decommissioning and electrical infrastructure are mostly a function of the number of turbines installed [6]. Operation
and maintenance (O&M) costs can also be expected to decrease for fewer (but more powerful) turbines. However, the costs
not only of the turbine itself, but also of the floating substructure, tend to grow as the structural dimensions are increased.

Structural optimization is therefore fundamental in order to reduce the construction costs of larger floating platforms for
wind turbines. A design solution with reduced sectional areas, however, results in less stiff structures. In this case, structural
flexibility and its consequences for the global dynamics and internal loads can become an important design criterion.

In most published work, the global analysis of FWTs takes into account the flexibility of the tower and rotor blades
only, while the hull is kept as a rigid-body. Only a few publications consider the consequences of an elastic hull in the
structural mechanics. Henderson [3] considered modal deflections of the hull in a TLP model, observing different heave and
pitch natural frequencies as compared to those obtained with a rigid model. The same conclusion was obtained by Zhao [7],
by means of a free-vibration analysis of an entirely flexible TLP wind turbine, modeled with a finite element (FE) model.
Svendsen [8] performed time-domain analyses with another TLP wind turbine considering a fully-flexible hull, noticing
amplified responses in heave and pitch. In the context of the LIFES50+ project [9], a model for a semi-submersible 10 MW
FWT, with the central column assumed as flexible, was proposed.
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2 METHODOLOGY

Hydroelasticity, i.e., the influence of structural deformations on the hydrodynamic loads, can be relevant for some marine
structures, such as fishing farms [10] and very large floating structures (VLFS) [11]. Some researchers have evaluated the
relevance of hydroelasticity for typical FWT hulls. Borg et al. [12] introduced a method for including hydroelastic effects
in time-domain simulations with a spar platform designed to support a 10 MW turbine. The calculation of radiation and
diffraction loads is extended to generalized degrees of freedom, and the time-domain formulation is augmented for inclusion
of the additional modes. But, as the authors themselves point out, the first bending frequency of the spar is deliberately
reduced in order to make the effect more visible. Therefore, it is not straightforward to conclude, from the results, whether
the inclusion of hydroelasticity is relevant or not for real structures. The same method is applied in [13] in order to find the
internal loads on a “triple-spar” floating platform. The authors conclude that the substructure flexible modes can excite tower
bending moments, but it is not clear how much of this response comes from structural flexibility, and how much is due to
hydroelastic effects.

The intended contribution of this paper is an assessment of the effect of hull flexibility and hydroelastic effects for a
5 MW TLP wind turbine. First, a model with a rigid hull and a model with flexible pontoons but rigid-body hydrodynamics
are compared. The effect of structural flexibility is analyzed in terms of changes in natural periods, structural responses to
regular waves, and short-term fatigue damage accumulation at the tower base and tendons, under realistic environmental
conditions. Then, a separate analysis assesses the importance of hydroelasticity associated with the pontoons’ vertical
deformation. For this purpose, a new tool is developed for considering the hydroelastic effect in the time domain.

The FWT model, simulation tool and the theoretical and procedural background behind the different analyses are de-
scribed in Section 2. Results are shown and discussed in Section 3, and the main conclusions are presented in Section 4.

2 Methodology
2.1 Structural modeling

The substructure corresponds to the TLPWT3 defined in [4], a tension leg platform with three rectangular pontoons
connected to the base of a central, cylindrical column (Fig. 1). The fore pontoon is parallel to the x-axis of the global
coordinate system, which has its z-axis pointing upwards and is centered on the mean water level. The aft pontoons at port
and starboard form an angle of 120◦with the fore pontoon and each other.

Two different models are adopted for the platform. One of them assumes a fully rigid structure, meaning that there
are no relative motions between the tower base and the tendon fairleads. This model will hereunder be named rigid model.
The other model, based on stiffness properties obtained from [8], assumes the pontoons as flexible structures, modeled with
nonlinear FE beam elements with double-symmetric cross sections. The hydrodynamic loads are distributed through the
pontoons as explained in Section 2.2. The column is still regarded as rigid, since its bending stiffness is about 13 times as
larger as for the pontoons. This model will be referred to as flexible model. The main properties of the platform are shown
in Tab. 1.

The tower model is obtained from [14], with a base radius of 6.5 m, length of 77.6 m and mass equal to 249.7 t. Since
the tower base is installed on the top of the platform, at 10.0 m above mean water level, the tower top lies at 87.6 m height,
resulting in a hub height of 90.0 m. The turbine model adopted is the NREL 5 MW Reference Wind Turbine [15], which has
a total mass for the nacelle-rotor assembly of 350.0 t. The tower and tendons are modeled with flexible axisymmetric beam
elements. The tendons are designed to be neutrally buoyant and to provide a pretension of 8262 kN each. The water depth is
150.0 m.

Structural damping is modeled through stiffness-proportional Rayleigh damping. A stiffness-proportional constant of
0.001 s is adopted for the tower and tendons, while a constant of 0.005 s applies for the pontoons.

2.2 Hydrodynamic modeling
The radiation and diffraction hydrodynamic loads are calculated with the boundary element method (BEM)-based soft-

ware WAMIT [16]. The same hydrodynamic calculations are used for both the rigid and the flexible model, but one must be
careful in the way the loads are applied in the latter case.

Indeed, hydrodynamic loads result from the pressure field integrated over the body’s submerged surface. For a rigid
body, the forces applied at any point can be directly transferred to e.g. the center of gravity (CG). When the pontoons are
assumed as flexible, however, the excitation loads must be distributed along them. For this purpose, the pontoons were
divided into 21 sections, each with 1.0 m length. The pressure values provided by WAMIT at each panel were then used for
calculating the forces at the respective sections, in the frequency domain, such that the force time-series could be obtained
for each sea state.

The added mass must also be distributed along the flexible pontoons. Besides the consequences to the global dynamics,
the presence of added mass at the pontoons’ sections is fundamental for their flexible modes to be properly considered
during the simulation. Also based on the pressures provided by WAMIT for each section, constant added mass coefficients
are adopted, since the added mass at the pontoons do not vary significantly with frequency.
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Fig. 1: Floating wind turbine TLPWT3 [4], and global coordinate system.

According to Ogilvie relations [17], a small variation of the added mass with frequency implies low radiation damping.
Radiation damping was therefore considered negligible compared to added mass effects, and was not applied at the pontoon
sections.

For the rigid TLP platform, and for the column of the flexible TLP, the frequency-dependent radiation coefficients are
considered in the 6-DOF, rigid-body equations of motion based on Cummins equation [18]:

(m+A∞) ẍ+D1ẋ+Kx+
∫ t

0
h(t− τ)ẋ(τ)dτ = q(t,x, ẋ) , (1)

where m is the rigid-body mass matrix, A∞ is the infinite-frequency added mass matrix, D1 is the linear viscous damping
matrix, K is the hydrostatic stiffness matrix, h is a matrix of retardation functions and q is a vector of external loads – which
includes the wave excitation and the quadratic viscous damping terms, as detailed below. For the rigid model, q also includes
the mooring system loads, while in the flexible model these are applied at the pontoons’ tips. For the flexible model, the
elements in A∞ are calculated only with the pressures on the column panels, but considering the presence of pontoons and
their effect on the fluid velocity field.

Second order wave loads may also be distributed along the pontoons, but this has not been done in the present work.
Instead, mean- and slow-drift wave loads are calculated with Newman’s approximation [19], and concentrated in the column
for both models.

In addition to potential flow loads, viscous damping is considered by means of quadratic Morison drag terms, calculated
for the column, pontoons and tendons. The quadratic drag coefficients CD for cross and axial (skin friction) flows on circular
cross-sections are taken as 0.7 and 0.07 [19], respectively, and the pontoon width is used in the formulation as an equivalent
diameter. Since the pontoons are rectangular, these values may underpredict the drag when flow separation occurs. Since the
same coefficients are applied in both the rigid and flexible models, this assumption should not influence the comparison of
results. The linear viscous damping matrix D1 ensures damping of low-frequency motions.

2.3 Simulation tool
All time-domain simulations were performed with SIMA, which combines RIFLEX [20], a finite element software for

analysis of slender marine structures, with SIMO [21], a simulator for marine operations. RIFLEX is equipped with an
aerodynamic model for wind turbine simulation based on the blade element momentum theory [22], with the Øye models for
taking dynamic stall and dynamic wake effects into account [23]. Glauert’s correction is adopted for high induction factors,
and the Prantdl factor is used to account for hub and tip losses.

2.4 Decay simulations
The natural periods for both the rigid and flexible models were estimated by means of decay simulations. An initial

offset in each of the degrees of freedom (DOFs) of interest – surge, heave and pitch – was imposed, and then the platform
was released to oscillate freely, in the absence of waves and wind. The natural periods for each DOF were then obtained
based on fast Fourier transform (FFT) analyses.
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Table 1: Platform main structural properties

Symbol Description Value

V Volume (m3) 5655.0

mb Ballast mass (t) 1389.0

ms Steel mass (t) 1293.0

hp Pontoon height (m) 6.0

wp Pontoon width (m) 6.0

lp Pontoon length* (m) 21.0

hc Column height (m) 32.0

dc Column diameter (m) 14.0

D TLP draft (m) 22.0

EAt Tendon axial stiffness (MN) 384.2

Tp Tendon pretension (kN) 8262.0

EIp Pontoon bending stiffness† (GN.m2) 551.0

*Measured from the column outer diameter. † For the flexible model.

2.5 Regular wave analysis
To assess the effect of pontoon flexibility on the platform wave response, time-domain simulations were performed

considering regular waves, with incident direction of 0◦, 1.0 m amplitude and period ranging from 3.0 s to 21.0 s, with
increments of 1.0 s. Wind was not considered. For this analysis, two additional variations of the flexible model were
included, with pontoon bending stiffness of 0.5EIp and 2.0EIp – with EIp as given in Table 1.

The response amplitude operators (RAOs) for heave and pitch, as well as the force transfer functions (FTFs) for the
tower-base bending moment and for the axial tension on the tendons, are then calculated based on the amplitudes of FFTs of
the response time-series and the incident waves, at the frequency corresponding to the wave period in question.

2.6 Fatigue analysis
To assess how important the pontoons’ flexibility can be for the fatigue life at the FWT tower base and tendons, a series

of time-domain analyses was carried out, considering both the rigid and flexible models, and covering the entire range of
wind velocities under which the NREL 5 MW turbine is operational, viz. 3.0 m/s to 25.0 m/s.

The probability of occurrence of each wind condition and the associated most probable sea states were determined based
on the model proposed in [24], which provides combined distributions for wind and wave conditions for different locations
in European waters. For this work, site 14 – corresponding to the southwestern coast of Norway – was selected.

Wind time-series were generated with the software TurbSim [25], with turbulence modeled using the IEC Kaimal spectral
model. IEC turbulence category B is assumed, which corresponds to a moderate turbulence intensity I, decreasing for
increasing mean wind velocities. For the waves, a 3-parameter JONSWAP wave spectrum was adopted, with a γ-factor value
of 3.3. In all conditions, wind and waves were considered to be aligned with the positive x-axis.

Table 2 lists the combinations of wind and wave conditions, including the probability of occurrence of a bin centered
on a given Uw (measured at hub height) and limited by a margin of ± 0.5 m/s. For a given Uw, the associated most probable
Hs is the one that yields the maximum value of the conditional distribution. Similarly, the associated Tp corresponds to the
maximum value of the conditional distribution of Tp given Uw and Hs. The range of operational wind velocities considered
covers approximately 95% of the expected conditions for the chosen site.

In addition to the operational conditions, another case was considered with the turbine parked (Uw = 30.0 m/s) – shown
in the bottom of Tab. 2. In spite of its low probability of occurrence, it is of interest to understand how the absence of
aerodynamic damping affects the fatigue damage under the associated severe sea state, for both the rigid and flexible models.

One-hour time-domain simulations were performed for each of the conditions of Tab. 2, for the rigid and flexible models
considered. Each condition was simulated using 6 different seeds for wind and waves, totaling (23+ 1)× 2× 6 = 288
simulations. The short-term fatigue damage D1h at the outer radius of the tower base, aligned with the wind, is estimated
from the axial stress time-series, which is obtained from the time-series of the tower axial force Nx and fore-aft bending
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Table 2: Wind velocities at hub height and associated most probable sea states considered in the fatigue analysis – operational
and parked-rotor conditions

Wind condition Assoc. sea state

Uw (m/s) P(Uw±0.5) (%) I (%) Hs (m) Tp (s)

3.0 3.14 36.6 1.4 9.2

4.0 4.68 30.1 1.5 9.3

5.0 4.91 26.2 1.6 9.4

6.0 5.53 23.6 1.7 9.5

7.0 6.87 21.7 1.8 9.6

8.0 6.32 20.3 1.9 9.7

9.0 6.43 19.2 2.0 9.7

10.0 7.30 18.3 2.2 9.9

11.0 6.20 17.6 2.3 10.0

12.0 5.91 17.0 2.5 10.1

13.0 6.28 16.5 2.7 10.3

14.0 5.02 16.1 2.9 10.4

15.0 4.53 15.7 3.1 10.6

16.0 4.55 15.4 3.3 10.7

17.0 3.45 15.1 3.5 10.8

18.0 3.35 14.9 3.8 11.0

19.0 2.45 14.6 4.0 11.1

20.0 2.04 14.4 4.3 11.3

21.0 1.89 14.2 4.6 11.5

22.0 1.32 14.1 4.8 11.6

23.0 1.06 13.9 5.1 11.8

24.0 0.93 13.8 5.4 11.9

25.0 0.62 13.6 5.8 12.1

30.0 0.15 13.1 7.5 12.9

moment M according to:

σx,tower =
Nx

A
− Mr

Iy
, (2)

where A is the annular section area, r is the section radius and Iy is its area moment of inertia around the bending axis, while
the minus sign agrees with RIFLEX’s conventions for output of stresses. For the tendon, it is assumed that the axial force is
predominant in the axial stress σx,tendon, which is then given by:

σx,tendon =
Nx

A
, (3)

Based on the resulting time-series for the axial stresses, a rainflow cycle counting procedure provided a series of cycles
with stress range Si, which, under assumption of a bi-linear S-N fatigue curve and linear damage accumulation, result in an
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Table 3: S-N curve coefficients and stress limit for tower base and tendon axial stresses. The values correspond to curve D
of Tab. 2-1 and curve F of Tab. 2-2 of [26], respectively.

Tower Tendon

ā1 1.0×1012.164 1.0×1011.455

ā2 1.0×1015.606 1.0×1015.091

m1 3.0 3.0

m2 5.0 5.0

Slim (MPa) 52.63 41.52

7 8
1 1

2 2

3 3

Fig. 2: Pontoons top and side views, and the associated generalized modes adopted in WAMIT

one-hour damage D1h given by:

D1h =
1
ā1

nl

∑
i=1

Sm1
i +

1
ā2

nh

∑
j=1

Sm2
j , (4)

where the first summation refers to the nl cycles with stress ranges higher than Slim (low cycle region), while the second
summation refers to the nh cycles with stress ranges lower than Slim (high cycle region). The stress limit Slim and the
coefficients a1,2 and m1,2 are obtained from [26], and are reproduced in Tab. 3.

2.7 Hydroelasticity analysis
Programs based on the boundary element method solve the wave-structure interaction problem by dividing the body

geometry in panels, and then finding the source or dipole strength functions over each panel such that the pressure – and then
the loads – can be calculated. For a rigid body, these potentials consist in a linear superposition of the diffraction potential
and (up to) six radiation potentials, one for each DOF. The normal velocity for each panel is obtained from the coordinates
of its vertices, given from the body geometry provided as input by the user.

In problems involving structural flexibility, this method is extended to additional DOFs, other than the rigid-body ones
[27]. The user may define such generalized modes of motion, such that the normal velocities on each panel may be updated
to represent the deformed condition. In WAMIT, the generalized modes can be implemented as algebraic functions (e.g.,
polynomials) describing the expected deformed configuration.

The hydroelastic effects analyzed in this work are those associated with the vertical bending of the TLP pontoons. It
is assumed that the pontoon deflection resulting from the TLP motions can be satisfactorily represented by the first mode
shape, which is fit to a 3rd-order polynomial. This polynomial is then used for defining two generalized modes in WAMIT:
one for the motion of the fore pontoon (pontoon 1) only, while the other two remain undeflected; and another for the two aft
pontoons (pontoons 2 and 3) moving together, with the one in the fore kept undeflected. Figure 2 illustrates the pontoons’
motions and the associated generalized modes (7 and 8).

For the present analysis, the mode shapes for the pontoons were found with the eigenvalue analysis tool of SIMA, based
on an adapted model of the TLPWT3 where the hull (column and pontoons) was entirely described with beam-elements
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Fig. 3: Pontoon 1st mode shape and 3rd-order polynomial fit

with distributed mass and frequency-independent added mass. SIMA does not consider damping effects for the eigenvalue
analysis, but these are negligible in the calculation of pontoon mode shapes. The first mode shape in the eigenvalue analysis
is shown in Fig. 3, together with the following 3rd-order polynomial which was found to fit to the mode coordinates:

P(q) = 0.0264q3−0.0595q2−0.0016q , (5)

where q ∈ [0.0;1.0] is a parameter along the length of each pontoon, from the column connection to the tip, normalized
with the pontoon length. It is noted that the curve-fitting procedure results in a linear term, which in principle disagrees
with the cantilever boundary-condition of zero-slope at the column. As observed in Fig. 3, however, this does not result in a
significant discrepancy from the actual mode shape at q = 0.

3 Results and analysis
3.1 Decay simulations results

The natural periods obtained from the decay simulations are presented in Tab. 4. The decay time-series are shown in Fig.
4. For surge, the adoption of flexible pontoons does not induce a noticeable change in the natural period. For heave, however,
the presence of the flexible pontoon reduces the overall system stiffness considerably, increasing the oscillation period by
about 40%. This is confirmed by the first eigenmodes for the rigid and flexible models, shown in Fig. 5. As mentioned, the
eigenvalue analysis does not include damping, which explains the slightly higher frequency shown in Fig. 5, when compared
to the decay-based results of Tab. 4 (which include damping).

For the pitch decay, there is a slight increase in the periods, and a new mode is noticed. The higher modes, however,
damp out for both the rigid and flexible models after about 30.0 s, after which the oscillation becomes fairly monochromatic.
The persistent oscillation relates to the first bending mode of the tower – the so-called first pitch/bending periods in Tab. 4,
for both the rigid and flexible models – and has considerably higher amplitude for the flexible model.

A discussion on modal damping ratio can be done by relating the periods on Tab. 4 to the stiffness-proportional damping
constants presented in Section 2.1. For the tower and tendons, the relative damping factor remains below 1.0% for all
the modes considered. For the pontoons, the damping factor related to the heave motion is below 2.0%, while for the 1st

pitch/bending mode it is of 0.5 %.

3.2 Regular wave analysis results
Figure 6 shows the RAOs for heave and pitch, based on the regular wave analysis described in Section 2.5. For heave

(Fig. 6a), the curves for the flexible model visibly deviate from the rigid, especially for the period range 6.0 s - 9.0 s, and also
periods longer than 12.0 s. For pitch (Fig. 6b), the differences are larger in almost all periods, except in the interval 4.0 s–6.0
s. For the shortest periods, an explanation may be the proximity to the 1st pitch/tower bending frequency shown in Tab. 4.

The force transfer functions for the tower base and tendon 1 are shown in Fig. 7. The curves for tendons 2 and 3 are
similar to tendon 1, and are therefore not shown. In spite of the larger motion responses, the difference between the curves
is small, except for very short wave periods. This result may appear counter intuitive, but is actually a consequence of the
presence of flexible structures transmitting the loads acting on the platform.
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Table 4: Natural periods from decay simulations

Rigid Flexible

Surge (s) 40.96 40.96

Heave (s) 0.60 0.85

Pitch/bending, 1st (s) 2.77 2.93

Pitch, 2nd (s) 0.39 0.56

Pitch, 3rd (s) - 0.46
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Fig. 4: Time-series of decay simulations with rigid and flexible models
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Fig. 5: Heave eigenmodes for the rigid (left) and flexible (right) models

In fact, when a rigid TLP platform pitches – i.e., rotates in the xz-plane, the resulting moment associated with the tower
and turbine weight is compensated by not only hydrostatic restoration, but also strains in the tower base and, mainly, tendons.
When flexible pontoons are present, they will also “contribute” to compensate for the moment.

The same rationale applies to the relation between the larger heave motions and almost unaltered tendon loads. If the
increased motion is due to the pontoon deflection, it is to be expected that the pontoons themselves, and not the tendons, are
loaded due to the strains resulting from the deflection.
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Fig. 6: Response amplitude operators for heave and pitch
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Fig. 7: Force transfer functions for the tower-base bending moment and tendon axial tension

Table 5: 1-hour accumulated damage at tower-base and tendon, for the rigid and flexible models

Rigid Flexible

Tower 3.37×10−5 2.99×10−5

Tendon 8.10×10−8 7.55×10−8

3.3 Fatigue analysis results
The axial forces and bending moments from the fatigue analysis were applied in Eq. (2) and (3), which, in combination

with the rainflow counting algorithm from [28], were used for calculating the 1-hour accumulated damage at the tower
base and tendon 1 according to Eq. (4). Table 5 shows the 1-h accumulated damage for both models, weighed with the
probabilities associated to their corresponding environmental conditions as given in Tab. 2. The adoption of a model with
flexible pontoons resulted in a 12.7% lower damage in the tower than for the fully-rigid hull model. For the tendon, the
reduction was of 7.3%.

It is of interest to understand how the discrepancy between the calculated damages calculated changes according to the
environmental condition. Figure 8 shows the accumulated damages at the tower base for each combination of wind and
sea state, and the percent variation of the values for the flexible model w.r.t. the rigid model. In general, the rigid model
provides higher fatigue damage – except for Uw = 3.0 m/s, where the 3p frequency (0.35 Hz) is nearly coincident with the
1st tower/bending frequency for the flexible model (0.34 Hz). For higher wind speeds, however, the damage is reduced when
the flexible model is adopted. The largest difference between models occurs for wind velocities around 6.0 m/s. The damage
at these conditions is relatively low, though. As the wind speed increases, the damage also grows, but for above-rated wind
speed the difference between models is below 10% for both the tower base (Fig. 8) and tendon 1 (Fig. 9). For the parked
condition (Uw = 30.0 m/s), where the wind loads are lower, the damage on tower base and tendon diminishes for both models.
For the tower base, it is actually slightly (∼1%) larger for the flexible model, while for the tendon it is 9.6% higher for the
rigid model.
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Fig. 8: One-hour fatigue damage at the tower base, for the rigid and flexible models (top), and percent error between flexible
and rigid models (bottom)
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Fig. 9: One-hour fatigue damage at the top of tendon 1, for the rigid and flexible models (top), and percent error between
flexible and rigid models (bottom)

Figures 10 and 11 show the load spectra for the tower base axial stress and tendon axial stress, respectively, for three
wind speeds representing different operational conditions. For the three conditions, the “rigid” and “flexible” curves are
nearly coincident for frequencies below 0.2 Hz for both the tower base and tendon. This indicates that the differences
observed for the damage do not result from loads at the wave frequency – a result anticipated by the transfer functions shown
in Fig. 7. Instead, from the plots it is clear that most of the discrepancy is actually at frequencies in the range (0.2 Hz – 0.7
Hz). This interval includes the 1st pitch/tower bending frequency shown in Tab. 4 and the 3p rotor frequencies, which for the
cases in the plots lie into the range 0.48-0.60 Hz.
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Fig. 10: Power spectral density of the tower-base axial stress, for the rigid and flexible models
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Fig. 11: Power spectral density of the tendon axial tension, for the rigid and flexible models

3.4 Hydroelasticity analysis results
The previous results compared the rigid and flexible models, but both with hydrodynamic loads based on a rigid-body

assumption. The effects of considering hydroelasticity, as described in Section 2.7, are now analyzed. Figures 12 and 13
show the calculated added mass and radiation damping for heave1 and pitch, together with the cross terms between each of
those DOF’s and the pontoon bending modes. For the latter, the coefficients for modes 7 and 8 are combined providing the
highest result for each mode. It may be challenging to interpret these quantities for generalized modes. From the definition
of added mass, the coefficient ai j is the force applied in DOF i due to a unit acceleration in DOF j. In order to extend this
definition to the context of generalized modes, it is necessary to first define a measurement for the deformation, based on the
mode shape description provided to WAMIT.

In the present case, the deformation is quantified as the vertical motion at the tip of the pontoon, relative to the pontoon
connection to the column. Therefore, the coefficient a37 corresponds to the force in heave when the vertical acceleration of
the tip of pontoon 1, subtracted from the vertical acceleration of the column, equals 1.0 m/s2. Equivalently, b58 corresponds
to the moment in pitch when the vertical velocity of the tips of pontoons 2 and 3, subtracted from the vertical velocity of the
column, equals 1.0 m/s.

While the coefficients presented in Fig. 12 and 13 provide a comparison between hydrodynamic coefficients for rigid
and flexible modes, they should not be interpreted as a measure of hydrodynamic loads. Indeed, it is necessary to multiply
each of the coefficients by the associated modes’ velocities and accelerations. This is a trivial procedure for the rigid-body
modes, but demands some additional calculations for the hydroelastic loads.

A special tool was developed for this purpose, consisting of measuring the pontoons’ tips vertical accelerations and
velocities, relative to the column, and multiplying them by the coefficients shown in Fig. 12 and 13. The resulting forces and
moments are then included in SIMA’s time-domain equations of motion as external loads, applied at the platform’s center
of gravity. The flexible model presented in section 2.2 was then updated with the method described above, resulting in the

1The curve for the heave rigid-body radiation damping (lower plot) may look inconsistent, since for longer periods it seems not to converge to zero.
Convergence is observed, though, when the analysis is extended to higher periods than those shown in the plot.
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Fig. 12: Added mass and radiation damping for heave, for TLPWT3 with flexible pontoons
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Fig. 13: Added mass and radiation damping for pitch, for TLPWT3 with flexible pontoons

hydroelastic model. Figure 14 shows the heave and pitch RAO amplitudes for the flexible and hydroelastic models, based on
time-domain simulations with regular waves and absence of wind (in a similar procedure as presented in Section 2.5). For
both responses, the curves for the flexible and hydroelastic cases are indistinguishable.

The same is observed for the force transfer functions for the tower base bending moment (in the xz-plane) and the tension
on tendon 1 (Fig. 15), which are essentially unaffected by the consideration of hydroelasticity in the model. The curves are
fairly coincident along the entire range of periods analyzed, suggesting that one shouldn’t expect significant inaccuracies in
neglecting hydroelastic effects during a structural analysis.

The loads applied at the column due to hydroelastic effects were 2-3 orders of magnitude lower than the wave excitation
loads. This is consistent with the coefficients shown in Fig. 12 and 13, and considering the low amplitude of the pontoon
deflection.

A remark should be made regarding the point of attack of the hydroelastic load, assumed to be concentrated at the TLP’s
center of gravity. It is not trivial to estimate in which extent this simplification affects the presented results, but in principle
it should result in larger elastic deformations, leading to a conservative estimate of the motions and structural responses.
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Fig. 14: Response amplitude operators for heave and pitch – flexible and hydroelastic models
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4 Conclusion
The consequences of considering flexible pontoons of a TLP wind turbine were analyzed. The study consisted of

comparisons with a fully-rigid hull model, in numerical analyses of decay simulations; regular wave excitation; fatigue
damage at tower base and tendon connection, under realistic operational conditions; and hydroelasticity associated with the
pontoons’ vertical deformation.

The decay simulations showed that, when the pontoons were modeled as flexible, the heave natural periods increased
around 40%. In pitch, the first and second modal periods also increased for the flexible model, and an additional mode
appeared. In other words, the design of a TLP wind turbine with a rigid hull may result in wrong estimation of the tower
natural frequency and 3p resonance.

Response and load transfer functions, obtained with the regular wave analysis, showed that pontoon flexibility resulted
in amplified heave and pitch responses, especially in the range of typical wave periods. The tower base and tendon load
responses are however only slightly higher, except for very short wave periods, where the differences are more visible.

In terms of fatigue calculated for the tower base and one of the tendons, the adoption of a model with flexible pontoons
resulted in lower accumulated damage, compared to the rigid model, leading to less conservative results. Spectral analysis
showed that the discrepancy comes from loads at frequencies above the wave-frequency range, corresponding to the 1st

pitch/tower-bending mode and the rotor 3p frequencies.
Although not analyzed here, sectional loads in the pontoons may be more accurately predicted with the flexible model.

This may be especially useful in the design of the pontoons’ internal structure, with consideration of the loads induced by
the rotor.

Finally, the hydroelasticity analysis showed that the radiation loads due to pontoons deformation do not significantly
affect the heave/pitch responses or the loads on the tower base and tendon connection. Even though this result is limited to
the platform analyzed, it is expected that the effect may be even less relevant for structures not subjected to the same load
distribution – which is the case of spars and semi-submersibles, for example. However, TLPs supporting larger turbines may
present larger pontoon deflections and rotor excitations at other frequencies.

In addition, the tool developed for the hydroelastic analysis is restricted to regular waves, and it is therefore not appro-
priate for simulations with realistic sea states and wind. Also, validation through e.g. CFD analyses or experiments is still
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necessary, though the latter may be challenging due to the low magnitude of the forces involved.
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A B S T R A C T

As floating wind turbines (FWTs) increase in size and power, the relative contribution of
wave and wind loads to their global responses differs from what has been observed for 5–
10 MW units. In addition, the larger deflections at the platform, increased natural period range
for some degrees of freedom, and larger RNA weight at higher heights invite a review on
structural modeling methods, design constraints, dynamic analysis, and control systems. This
paper explores these topics through the design and structural analysis of three spar-type 20 MW
FWTs, with different constraints on the static pitch angle at rated wind speed. Time-domain
simulations are performed with a non-linear aero-hydro-servo-elastic software, and sectional
fatigue damage and extreme motions and axial stresses for the three designs are compared.
The platform is modeled as a flexible body, with hydrodynamic loads evaluated with potential
theory and distributed over the hull. A control system with a motion compensation strategy is
adopted, ensuring the same controller bandwidth for the three FWTs and showing significant
performance improvements compared to detuning the controller gains. In addition to impacting
steel and ballast mass, the static pitch angle at rated thrust affects the platform dynamics and
fatigue damage/extreme loads significantly. The platforms with larger restoring in pitch present
less fatigue damage at the platform, but more at the tower. Extreme stresses are largely affected
by gravitational loads, such that the designs with larger pitch at rated thrust have the highest
extreme stresses at the platform and most of the tower sections. Load cases associated with
the rated wind speed often govern the extreme loads, unlike previous studies with 5 MW and
10 MW FWTs.

1. Introduction

Floating wind technology has been progressing towards increased power per unit. Current projects planned to be built in the
next 5 years comprise wind parks with 8–13 MW floating wind turbines (FWTs) [1–3], while wind turbines with nominal power
of 14 MW [4] and 16 MW [5] are reaching commercial maturity — and academic research has investigated the feasibility of
20 MW [6–8], 25 MW [9], and even 50 MW [10] machines.

The increased wind loads and heavier turbines challenge the design and performance of their supporting structures. The dynamic
behavior and structural integrity of FWTs have been extensively investigated in the last decade, benefiting in a broad extent from
the NREL 5 MW [11] and DTU 10 MW [12] reference wind turbines. Larger FWTs will, however, have different natural periods and
response to wind and wave loads — the structural dynamics of large wind turbines were listed by Veers et al. as one of the ‘‘grand
challenges in wind energy science’’ [13]. Thus, the conclusions obtained from 5–10 MW structures may not necessarily apply to
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those beyond 15 MW. In addition, appropriate methods to model and analyze the structural loads and coupled dynamics of large
FWTs must be developed.

One point that needs further investigation relates to the modeling of FWTs as fully-flexible structures. While a significant
volume of work models the platform as a rigid body, this assumption can be questionable when the dimensions increase and
structural deflections become more important. Modeling the platform as a flexible body, on the other hand, requires the appropriate
distribution of hydrodynamic loads over the structure [14–18]. The accuracy of the predicted sectional stresses on the platform can
be compromised if radiation and diffraction loads are simplified, while computational time can increase significantly depending on
how these loads are evaluated in time domain.

Cyclic loads in floating wind turbines are mainly caused by the action of wind, waves, and the loads associated with rotation of
the blades and drivetrain machinery [19]. Kvittem and Moan [20] assessed fatigue damage calculation for a 5 MW semi-submersible
FWT, considering bin size, simulation length, and number of realizations. Engebretsen et al. [18] compared fatigue damage for a
8 MW spar FWT when modeling hydrodynamic loads using Morison formulation and distributed potential theory (DPT), noting
significant over-prediction when the former approach is adopted. Hegseth and Bachynski [21] assessed the distribution of fatigue
damage over a 10 MW spar FWT platform and tower, in the context of design optimization.

Extreme axial stresses are important in the assessment of structural yielding and buckling. In addition, extreme platform pitch
motions and nacelle fore-aft acceleration can cause large loads on the drivetrain and interruptions in production. For FWTs, extreme
events result from the combination of harsh wave loads with the low-frequency motions induced by the wind. Karimirad and
Moan [22] analyzed the extreme loads on a 5 MW spar FWT, finding extreme bending moments at the platform and tower to
be associated with storm load cases – i.e., those corresponding to extreme wind conditions, when the turbine is idling. Li et al. [23]
proposed to also consider the cut-off condition in the analysis for a 5 MW semi-submersible FWT, ensuring that load cases with an
operating turbine are included — the rated condition, however, was found to be non-important for extreme loads for the platform
considered.

Control systems play a significant role in the dynamic response of FWTs. Interaction with the FWT motions can provoke serious
instabilities, resulting in large pitch motions and structural bending moments [24,25]. Controller ‘‘detuning’’ [26] is a common
strategy to cope with this problem in academic research, but the method reduces the controller performance and can be unrealistic
for larger FWTs, due to the increased pitch natural periods. Skaare et al. [27] used an observer to remove the influence of the FWT
motions from the controller, avoiding the instability without needing to reduce the controller gains. A similar, but simpler method
was proposed by Lackner [28], who used the FWT pitch velocity to modify the reference rotor speed. Hegseth et al. [29] used the
latter method in the design optimization of 10 MW spar FWTs, obtaining reduced wall thickness for the tower compared with a
design based on a detuned controller.

The objectives of this paper are to investigate the design, control system, and structural modeling considerations of 20 MW spar
FWTs; and to perform a comprehensive dynamic and structural analysis, focusing on the relative importance of wind and wave loads
on the fatigue life and extreme stresses at different locations of the platform and tower. Three spar FWTs supporting the 20 MW wind
turbine from Ashuri et al. [6] are obtained from a parametric design process, with the diameters at the bottom and at sea water level
(SWL) as design variables; the static pitch angle at rated wind speed constrained at 6◦, 8◦, and 10◦; and the draft fixed at 90.0 m for
all concepts. The entire structure is assumed as elastic, and modeled with finite elements. Hydrodynamic loads are evaluated with
potential theory and distributed over the hull. A controller with motion compensation based on feedforward of the nacelle velocity
is adopted, avoiding the instabilities related to controller-motion interactions. The analyses are based on fully-coupled, non-linear
time-domain simulations, using an aero-hydro-servo-elastic software.

The parametric design of the platform, as well as adaptations to the original tower from Ashuri et al. [6] are presented in
Section 2; the control system is introduced in Section 3, and the structural and hydrodynamic model is explained in Section 4; the
dynamic analysis is described in Section 5, and results are presented and discussed in Section 6; conclusions are drawn in Section 7.

2. FWT design

2.1. 20 MW wind turbine model

Ashuri et al. [6] presented a 20 MW upwind, land-based wind turbine model, resulting from a multidisciplinary design
optimization with constraints on structural life, modal frequencies, tip-speed ratio, and blade-tower clearance. The turbine is adopted
in the present work, with some modifications related to its use on a floating platform.

One of the modifications is the tower design. The natural frequencies of the first tower bending modes of a bottom-fixed wind
turbine are expected to increase when the same structure is installed on a floating platform [30]. Consequently, the shifted 1st
fore-aft and side-side tower bending frequencies can lie within the 3p blade-passing range, rather than the soft-stiff range (Fig. 1),
leading to resonant excitation and increased fatigue damage.

The tower is first shortened by 10 m, which is the desired height for the base above still water level (SWL). Then, the tower
diameter and thickness are increased until the 1st bending frequency exceeds 3 × 𝛺𝑟 = 0.36 Hz when the tower is installed on a
floating platform, where 𝛺𝑟 is the rated rotor speed. By increasing the diameter of all the sections by a factor of 1.2, and keeping
the diameter-to-thickness ratio of 160 [6], it is possible to obtain a 1st bending frequency ranging between 0.41–0.42 Hz (stiff-stiff),
depending on the spar design. This solution is in line with the design optimization by Hegseth et al. [21], who found feasible
solutions for stiff-stiff tower only, for a 10 MW FWT.

Although 6p excitation is not as critical as 3p, it is also desirable to avoid interactions at the 6p range. This is done by increasing
the cut-in rotor speed to 4.2 rpm. This strategy avoids overlapping between the 3p and 6p ranges, allowing for the tower 1st
bending frequency to be out of any blade-passing ranges. Table 1 shows the main properties of the wind turbine and tower, after
the modifications. The mass and vertical centers of gravity (VCG)s (given with respect to SWL) are presented in Table 2.
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Fig. 1. Blade-passing frequency ranges for the 20 MW turbine.

Table 1
20 MW wind turbine properties [6].
Number of blades 3
Rotor diameter (m) 276.0
Hub height (m) 160.2
Cut-in, rated, cut-off wind speed (m/s) 3.0, 10.7, 25.0
Cut-ina, rated rotor speed (rpm) 4.20, 7.15
Gear ratio 164.0
Generator efficiency (%) 94.4
Rated power (MW) 20.0

Tower base, top diametera (m) 12.00, 7.44
Tower base, top thicknessa (cm) 7.50, 5.58

aIndicates a modification from the original design.

Table 2
Mass and VCG (w.r.t. SWL) of wind turbine components and tower.
Component Mass (kg) VCG (m)

Tower 2.07 × 106 70.79
Blade × 3 7.77 × 105 160.59
Hub 2.53 × 105 160.20
Nacelle 9.45 × 105 157.18

2.2. Spar parametric design

The spar is assumed to be a cylindrical, hollow structure, with constant thickness along its length and at the bottom plate. The
diameter, however, is variable, so the platform is divided in three parts: the bottom, the mid, and the top (Fig. 2). The smaller
diameter at the top is intended to reduce wave loading near the surface, at the price of lower hydrostatic restoring in heave. The
mid part is tapered, with the diameter varying from the larger radius at the bottom to the shorter one at the top. The tower begins
10.0 m above SWL.

The fundamental constraint for the spar design is the weight–buoyancy balance, expressed by
(
𝑚ℎ𝑢𝑙𝑙 + 𝑚𝑏𝑎𝑙 + 𝑚𝑡𝑜𝑤 + 𝑚𝑟𝑛𝑎 + 𝑚𝑚𝑜𝑜𝑟

)
𝑔 = 𝜌𝑔𝑉𝑠𝑢𝑏 , (1)

where 𝑚ℎ𝑢𝑙𝑙 is the hull steel mass; 𝑚𝑏𝑎𝑙 is the ballast mass; 𝑚𝑡𝑜𝑤 is the tower mass; 𝑚𝑟𝑛𝑎 is the rotor-nacelle assemble mass; 𝑚𝑚𝑜𝑜𝑟 is the
mass-in-water of the mooring lines’ hanging portion; and 𝑉𝑠𝑢𝑏 is the submerged volume of the platform. In addition, the following
constraints are imposed for determining the solution space:

1. The draft (𝑑) is always 90.0 m, to cope with limitations on typical shipyard capacity and transportation to the wind park.
2. The bounds on the diameter of the top section are 10.0 m to 16.0 m, allowing for a compromise between restoring in heave
and wave loading.

3. The bounds on the diameter of the bottom section are 15.0 m to 26.0 m.
4. The tapered section starts 6.0 m below SWL. The length of the tapered section is determined from the fixed taper angle
(30 deg) and the diameters.

5. The metacentric height must be larger than 1.0 m [31].
6. The heave natural period must be longer than 25 s. The pitch natural period must be always 5.0 s longer than the heave
natural period, to avoid coupling effects (reducing the likelihood of Matthieu instability).

The hull steel mass is obtained from the volume of the spar wall and base, with steel density (𝜌𝑠𝑡𝑒𝑒𝑙) assumed as 7850.0 kg/m3.
The ballast consists of a cylindrical column of high-density concrete, extending from the base of the spar to a height ℎ𝑏𝑎𝑙. The ballast
density 𝜌𝑏𝑎𝑙 is assumed as 4000.0 kg/m3, which corresponds to commercially available high-density concrete [32].

The mooring system consists of 3 catenary chain lines. Despite the small contribution of the mooring system to the total FWT
mass, disregarding it in Eq. (1) could result in significant miscalculation of the FWT draft, due to the low hydrostatic restoring in
heave. The procedure for obtaining the mooring line length for a given required stiffness in surge follows the equations for quasi-
static catenary mooring systems [33]. The necessary mooring stiffness in surge is normally dependent on the allowable platform
excursion, and on the desired surge natural period. Only the latter is used as a constraint in this work, being specified as 120 s.
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Fig. 2. Parts of the spar platform.

In order to estimate the natural periods during the parametric design stage, it is important to obtain a fair prediction of the
added mass. The long-wave approximation for a cylinder is used to obtain the added mass coefficient in surge [34]:

𝑎11 = ∫
0

−𝑑
𝑎𝑡𝑑𝑧 = 𝜌𝜋 ∫

0

−𝑑
𝑟(𝑧)2𝑑𝑧 , (2)

where the section radius 𝑟 varies along the platform. The added mass coefficients in pitch (𝑎55) and coupled surge-pitch (𝑎15) are
obtained as follows:

𝑎55 = ∫
0

−𝑑
𝑎𝑡(𝑟)𝑧2𝑑𝑧 = 𝜌𝜋 ∫

0

−𝑑
𝑟(𝑧)2𝑧2𝑑𝑧 , (3)

𝑎15 = ∫
0

−𝑑
𝑎𝑡(𝑟)𝑧𝑑𝑧 = 𝜌𝜋 ∫

0

−𝑑
𝑟(𝑧)2𝑧𝑑𝑧 . (4)

For heave, the added mass is assumed as half of the displaced mass of the volume of a sphere with the same radius as the bottom
section.

The linear restoring terms in heave and pitch are directly obtained from the dimensions and metacentric height of each candidate
solution, respectively. For heave, the natural period is estimated based on an 1-DOF system. For pitch, coupling with surge is taken
into account in a 2-DOF system. The latter system is also used for determining the static platform pitch angle at rated thrust, 𝜃𝑟.
A MATLAB script is used for combining the platform dimensions and computing the corresponding inertia, volume, added mass,
restoring coefficients, mooring properties, and natural periods — subjected to the constraints listed above.

3. Wind turbine control system

The control system consists of a variable speed, variable pitch (VSVP) approach, with a motion compensation strategy based on
feedforward of the filtered nacelle velocity above rated wind speed. In addition, a peak shaving approach is adopted to limit thrust
around rated wind speed. A modified version of the NREL ROSCO controller [35] is adopted, where the nacelle velocity feedforward
approach is implemented.



Marine Structures 84 (2022) 103182

5

C.E.S.d. Souza and E.E. Bachynski-Polić

Table 3
Wind turbine control parameters.
Controller natural frequency (rad/s) 0.31
Controller rel. damping (–) 0.7
Nac. velocity feedforward gain (rad/m) −6.4
Nacv̇el LP-filter cut-off frequency (rad/s) 0.18
Torque regime above rated Constant power
Gen. torque const. in Region 2, HSS (N m s2/rad2) 11.99

3.1. Below rated

Following Ashuri et al. [6], the control strategy below rated rotor speed is based on the NREL 5 MW baseline controller,
which combines an operational region for power optimization, with transitional regions near cut-in and rated rotor speeds. The
corresponding parameters were obtained from the accompanying FAST model.

3.2. Above rated

Above rated wind speed, the original wind turbine model [6] adopted a proportional–integral (PI) controller to regulate the rotor
speed error through the blade-pitch angle:

𝛥𝛽 = 𝐾𝑝𝛥𝛺 +𝐾𝑖 ∫
𝑡

0
𝛥𝛺𝑑𝑡 , (5)

with 𝐾𝑝 and 𝐾𝑖 being the proportional and integral gains. The rotor speed error 𝛥𝛺 is given by

𝛥𝛺 = 𝛺 −𝛺𝑟 , (6)

where the reference 𝛺𝑟 = 𝛺0 is the rated rotor speed.
Although this formulation provides satisfactory performance for a bottom-fixed turbine, its use in floating wind turbines can

introduce resonant motions associated with controller-motion interaction [24–26]. Controller detuning is a common approach to
deal with the problem. The idea is to reduce the gains, preventing the controller to respond to rotor speed variations caused by
pitch motions.

Despite being widely used in academic research for FWTs, detuning reduces the controller’s ability to cope with wind fluctuations
on the order of the pitch natural period, leading to significant power fluctuations. In addition, excessive pitch motions can take place,
leading to large structural loads and turbine shutdown [36]. Controller detuning is particularly problematic for the present work,
since the pitch natural periods are relatively long compared with smaller FWTs. In addition, one of the main interests is to compare
FWTs with different restoring – and thus natural periods – in pitch. A fair comparison between the different designs would then not
be possible, since the controller bandwidths would vary for each FWT, affecting their dynamics significantly.

Lackner [28] avoided the instability associated with pitch motions by modifying the reference rotor speed as a function of the
platform pitch velocity. In this work, an equivalent strategy is adopted, where the low-pass filtered nacelle velocity, 𝑣𝑛,𝑓 , is used to
update 𝛺𝑟:

𝛺𝑟(𝑡) = 𝛺0 +𝐾𝑓𝑓 𝑣𝑛,𝑓 , 𝐾𝑓𝑓 < 0 . (7)

Including the time-varying 𝛺𝑟(𝑡) in the rotor speed error (Eq. (6)) is equivalent to informing the controller whether the turbine
is moving downwind or upwind, preventing it from responding to rotor speed fluctuations caused by the platform motions. This
approach is thus known as feedforwarding of the nacelle velocity.

The platform pitch response to waves, although relatively low, can be amplified by the long arm from the center of rotation to
the nacelle. Therefore, the nacelle velocity is low-pass filtered to avoid wave-frequency components being fed into the controller
through 𝛺𝑟(𝑡). A 2nd-order Butterworth filter was found to provide satisfactory filtering performance. Stability of the controller is
verified based on a linearized system [37], including states from the nacelle motion, the rotor speed, and 2nd-order low pass filter.
First-order aerodynamic derivatives were obtained using FAST’s linearization module.

The PI controller with feedforward of the nacelle velocity allows the same controller natural frequency 𝛺𝑐𝑡𝑟 to be used for all spar
designs. 𝛺𝑐𝑡𝑟 corresponding to 20 s, just longer than the typical wave frequency range, avoids interactions with wave responses. A
gain-scheduling strategy is implemented in the form of a look-up table, to ensure that the required natural frequency is maintained
for all blade pitch angles. The main parameters of the above-rated controller are provided in Table 3.

3.3. Peak shaving

Peak shaving is a strategy based on starting to pitch the blades just before rated wind speed, thus limiting the thrust and reducing
structural loads [38]. The implementation in ROSCO consists of a look-up table where the minimum blade pitch angle is set as a
function of the low-pass filtered wind speed. Instead of peaking at rated, the thrust then becomes flat at the range where peak
shaving is active.
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Fig. 3. Thrust and power curves with and without peak shaving.

A consequence of peak shaving is a reduction of power capture just below the rated wind speed, which depends on the level of
reduction in thrust required. In this work, the thrust is limited to 2.8 × 106 N, corresponding to ca. 87% of the original peak thrust
at rated wind speed. Fig. 3 compares the thrust and power curves with and without peak shaving, for wind speeds close to rated.
When peak shaving is active, a loss of power is observed for wind speeds between 9.5 m/s and 11.0 m/s, reaching up to 8% for
𝑈 = 10.6 m/s.

4. Hydroelastic modeling

A consistent representation of the actual structural deflections, as well as of the hydrodynamic loads, is needed for accurately
predicting the platform internal loads at the sections of interest. Two main approaches can be used for representing structural
flexibility: a finite-element (FE) model, with the hydrodynamic loads distributed over the structure [14,16–18]; or a model based
on modal superposition, with additional (generalized) degrees of freedom in order to represent flexible modes and the associated
hydrodynamic loads [15,39,40].

The former approach is adopted in this work. The spar platforms are represented with FE beam elements, and divided in sections
where the hydrodynamic loads are applied. Radiation and diffraction loads from 1st-order potential theory are applied at each
section, combined with quadratic drag terms.

4.1. Simulation tool

The simulations are carried out using SIMA, which performs coupled time-domain analyses combining the software RIFLEX and
SIMO [41]. RIFLEX [42] is a finite element (FE) software for structural analysis of slender marine structures, and is used in this
work for modeling the platform, tower, and wind turbine blades. It also computes the wind turbine aerodynamic loads using a
blade element momentum (BEM) formulation, with Glauert’s correction for high induction factors and Prandtl’s correction factors
for losses associated with the hub and blade tip. Øye’s formulations for dynamic wake and dynamic stall are also included in the
code. Hansen [43] provides details on the BEM method, as well as the corrections mentioned above. Tower shadow is accounted
for based on 2-D potential flow around a circle.

SIMO [44] is a simulator of marine operations for large bodies. In this work, it is used for modeling global linear damping,
2nd-order wave forces, the mooring system, and the nacelle inertia properties. Skaare et al. [36] presented a comparison between
simulations using SIMA with measurements from a real 2.3 MW spar floating wind turbine.

All realizations were run for a total of 4000 s, where the initial 400 s were assumed as transient and removed from the analyses.
A time-step of 0.005 s was used for all cases. In order to improve numerical stability of the FE model, a global stiffness-proportional
Rayleigh damping factor of 2.5 × 10−3 was adopted in all simulations, while mass-proportional damping was not used to avoid
artificially damping LF modes [45]. The inclusion of numerical damping results in an increase of about 0.3% in the global relative
damping at the 3p frequency (0.40 Hz), which is the highest relevant frequency of excitation in the system.
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Fig. 4. Sectional axial force from hydrostatic equilibrium for an upright spar — the free-body diagrams illustrate the difference between the force obtained with
the FE model and the analytical solution.

4.2. Structural model

4.2.1. Platform
The spar platform is modeled in RIFLEX using beam elements, with axisymmetric cross sections. The platform is subdivided in

segments, on which the hydrodynamic loads are applied. The length of each segment varies according to its vertical position, but is
limited to 5.0 m at the bottom and mid parts; and 3.0 m at the top part. Since the lower position of the mid part varies according
to the design, the hull discretization varies slightly among the different spars.

The cross-sectional mass is determined based on the section diameter and thickness, and on the steel density given in Section 2.
A steel modulus of elasticity 𝐸 = 2.0 × 1011 Pa is assumed for calculating the axial and bending stiffness. Since the torsional mode
is not of interest for this work, an excessively large value was assigned to the torsional stiffness. For the portion filled with ballast,
the mass is correspondingly increased, but the stiffness is assumed to remain unchanged.

In RIFLEX, the buoyancy and weight are applied at the center of each section. From the static equilibrium of forces in Fig. 4,
the mean axial force at the 𝑝-th section is given by

𝐹 𝐹𝐸
𝑠𝑒𝑐,𝑖 = 𝑊𝑝 − 𝐵𝑝 = 𝑔

𝑝∑
𝑖=1

(
𝑚𝑖 − 𝜌𝑉𝑖

)
, (8)

where 𝑚𝑖 and 𝑉𝑖 are the mass and volume of each section. For a real spar, however, the buoyancy in an undeflected position will be
determined by the pressure distribution at the bottom and at the tapered segment. At the bottom, an upward force 𝐹𝑏 is applied:

𝐹𝑏 = 𝜌𝑔𝑑𝜋
𝐷2

𝑏
4

, (9)

where 𝑑 is the draft and 𝐷𝑏 is the base diameter. Thus, below the mid (tapered) section, the following correction must be considered
for the axial force:

𝐹 𝑏𝑜𝑡
𝑠𝑒𝑐,𝑖 = 𝐹 𝐹𝐸

𝑠𝑒𝑐,𝑖 + 𝜌𝑔

( 𝑝∑
𝑖=1

𝑉𝑖 − 𝑑𝜋
𝐷2

𝑏
4

)
. (10)

At the mid (tapered) part, the pressure integration of the hull results in a downward force with magnitude:

𝐹𝑡 = −𝜌𝑔𝑧𝜋
𝐷2

𝑏 −𝐷2
𝑠

4
, (11)

where 𝑧 is the vertical position of the section and 𝐷𝑠 is the section diameter. The correction at this part of the platform becomes:

𝐹𝑚𝑖𝑑
𝑠𝑒𝑐,𝑖 = 𝐹 𝐹𝐸

𝑠𝑒𝑐,𝑖 + 𝜌𝑔

[ 𝑝∑
𝑖=1

𝑉𝑖 − 𝑑 𝜋
4
(
𝑑𝐷2

𝑏 + 𝑧𝐷2
𝑏 − 𝑧𝐷2

𝑠
)]

. (12)

For the top part, the upward force corresponds to the platform buoyancy. The correction is then given by:

𝐹 𝑐𝑜𝑟𝑟
𝑠𝑒𝑐,𝑖 = 𝐹 𝐹𝐸

𝑠𝑒𝑐,𝑖 + 𝜌𝑔

( 𝑝∑
𝑖=1

𝑉𝑖 − 𝑉

)
. (13)

This correction is particularly important for the extreme analysis, especially for the sections closer to the spar bottom. For the
fatigue analysis, on the other hand, it has a minor impact, since dynamic variations in the axial force have only minor contribution
to the axial stresses, compared with the bending moments.
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4.2.2. Wind turbine
The wind turbine blades are modeled with 19 beam elements, using double-symmetric cross sections. The structural and

geometrical properties, as well as the airfoil coefficients, are obtained from the FAST model which accompanies the wind turbine
definition [6]. The hub and nacelle inertia properties are also obtained from the same model.

The tower is modeled with 20 beam elements, using thin-walled cross sections. The inertia and stiffness properties are obtained
similarly as for the platform.

4.3. Mooring system

The mooring system is modeled as a quasi-static system. An equivalent matrix of horizontal stiffness coefficients is found based
on the mooring line mass and length, as well as fairlead and anchor positions, and based on catenary equations. Dynamic effects
associated with velocity and acceleration of the line are not taken into account.

In order to increase the restoring arm in yaw, spar mooring systems typically include a ‘‘crow-foot’’ arrangement [36,46]. This
configuration is not considered in the simplified mooring model adopted in this work. Instead, a linear stiffness coefficient in yaw
is added at fairlead position to represent the crow-foot system, chosen to provide a natural period of 16.0 s in yaw for all designs.
This is sufficiently longer than the cut-in 1p excitation period of 14.3 s, avoiding resonant yaw motions.

4.4. Hydrodynamic model

The 1st-order potential theory loads are obtained with WAMIT [47], with the spars assumed as rigid bodies. The mesh is created
ensuring that panels are not intersected by the sections defining the segments, so that each segment contains whole panels only.
The panel length is kept at approximately 1.0 m through the entire mesh. Wave periods from 3.0 s to 25.0 s, with steps of 1.0 s,
were adopted in the computation of hydrodynamic loads.

WAMIT offers the option to output the complex panel pressures corresponding to the radiation and diffraction problems,
separately. It is then possible to reconstruct the radiation coefficients and excitation transfer functions in 3 (translational) DOFs
for each spar segment, using the pressures at the corresponding panels and the fundamental equations of potential theory (see e.g.
Svendsen [14]). RIFLEX then evaluates the diffraction and radiation loads in the time domain simulations. The latter requires the
solution of convolution integrals of the retardation functions [48,49], which can be time-consuming when the number of sections
is large. These integrals are approximated by the software as series of exponential functions, to reduce computational time. See e.g.
Taghipour et al. [50] for details on this approach. Viscous drag is added based on a quadratic model, with the non-dimensional
transverse drag coefficient 𝐶𝑑 = 0.6 for all the sections [51]. Drag loads in the longitudinal direction are not included.

The reconstruction of radiation coefficients from the distributed model does not result in a perfect representation for roll and
pitch. For these DOFs, the method approximates the loads by the summation of lumped forces in surge and sway, respectively,
multiplied by the squared distance from each segment to the origin – i.e., the fluid perturbation associated with the rotations are
neglected. Fig. 5a compares the rigid-body and reconstructed pitch added mass for Spar8, whose dimensions are presented later in
Table 8. The reconstructed coefficients are somewhat larger than their rigid-body counterparts. The difference is lower than 5% for
the entire range of periods. Excitation loads are not affected by the same problem, but can be influenced by the hull discretization.
Fig. 5b shows that the curves for excitation in pitch are nearly coincident, indicating that the hull discretization is satisfactory.

In addition to the distributed hydrodynamic loads over the body, the hydrodynamic model also includes a global linear damping
matrix, in surge, sway, heave, and yaw. The damping coefficients are added to avoid unrealistic resonant responses at these DOFs.
The criterion was to reach the same relative damping coefficients as obtained for the OC3Hywind spar [46].

4.4.1. Difference-frequency 2nd -order wave loads
Due to the large size and low natural frequencies of rigid body motions of the platforms, it is of interest to include the difference-

frequency second order wave loads. This effect can be accounted for with quadratic transfer functions (QTFs), obtained from the
solution of the second-order potential in addition to second-order terms of the first-order potential.

The QTFs were calculated for the spars using WAMIT, considering difference frequencies up to 0.28 rad/s. This range covers
the natural periods of all DOFs except yaw (which is not excited by waves for a spar). In WAMIT, it is possible to approximate
the computation of the second-order potential by neglecting the integration of the quadratic forcing over the free surface, avoiding
the discretization of this area and reducing computational time significantly. Simos et al. [52] evaluated this approximation for a
5 MW semi-submersible FWT, finding very good agreement with the QTF computed with the complete second-order solution. Free-
surface effects are expected to be even less important for a spar, due to its simpler geometry and larger draft, and the procedure is
thus adopted in this work also.1

The difference-frequency 2nd-order wave loads are not distributed over the hull. Instead, they are applied as a nodal load on
the center of the spar, at mean water line.

1 The adoption of Newman’s approximation [53], on the other hand, is not recommended, due to the relatively short natural periods in heave, pitch, and
roll.
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Fig. 5. Pitch added mass and pitch excitation moment amplitude for 0◦ incident waves. Comparison between rigid-body and reconstructed from distributed
model.

5. Dynamic analysis

5.1. Environmental conditions

The fatigue and extreme analyses are performed considering the environmental conditions for the Norwegian Sea, Site 14 from
Li et al. [54]. The long-term joint probability distributions of hub mean wind speed (𝑈), significant wave height (𝐻𝑠), and wave
peak period (𝑇𝑝) are used for obtaining the most probable sea states associated with the wind turbine operational conditions, as
well as the environmental contours corresponding to the 50-year cases. The distributions are obtained based on 10 years data from
a numerical hindcast model. The water depth is set to 320.0 m.

The joint distribution of wind speed, wave significant height, and wave peak period, may be approximated by [54]

𝑓𝑈,𝐻𝑠 ,𝑇𝑝 (𝑢, ℎ, 𝑡) ≈ 𝑓𝑈 (𝑢)𝑓𝐻𝑠|𝑈 (ℎ|𝑢)𝑓𝑇𝑝|𝐻𝑠
(𝑡|ℎ) , (14)

where 𝑓𝑈 (𝑢) is the marginal distribution of the mean wind speed; 𝑓𝐻𝑠|𝑈 (ℎ|𝑢) is the conditional distribution of significant wave height,
for a given mean wind speed; and 𝑓𝑇𝑝|𝐻𝑠

(𝑡|ℎ) is the conditional distribution of wave peak period, for a given significant wave height.2
The marginal distribution of the one-hour mean wind speed at 10 m height, 𝑈10, is assumed to follow a two-parameter Weibull

distribution, with a probability density function (PDF) given as follows:

𝑓𝑈10
(𝑢) =

𝛼𝑈
𝛽𝑈

(
𝑢
𝛽𝑈

)𝛼𝑈−1
exp

[
−
(

𝑢
𝛽𝑈

)𝛼𝑈 ]
, (15)

where 𝛼𝑈 and 𝛽𝑈 are the shape and scale parameters, respectively, and are given in Table 4. Wind shear is assumed to follow a
power law profile:

𝑈 (𝑧) = 𝑈10

( 𝑧
10

)𝛼𝑃𝐿
(16)

where the exponent 𝛼𝑃𝐿 is assumed as 0.14 for all wind speeds.
The PDF for the conditional distribution of the significant wave height, 𝐻𝑠, for a given 𝑈 , is also given by a two-parameter

Weibull distribution:

𝑓𝐻𝑠|𝑈 (ℎ, 𝑢) =
𝛼𝐻𝑈
𝛽𝐻𝑈

(
ℎ

𝛽𝐻𝑈

)𝛼𝐻𝑈−1
exp

[
−
(

ℎ
𝛽𝐻𝑈

)𝛼𝐻𝑈 ]
, (17)

with the parameters 𝛼𝐻𝑈 and 𝛽𝐻𝑈 given by

𝛼𝐻𝑈 = 𝑎1 + 𝑎2𝑢
𝑎3

𝛽𝐻𝑈 = 𝑏1 + 𝑏2𝑢
𝑏3 .

The coefficients 𝑎𝑖, 𝑏𝑖 are provided in Table 4.

2 Rigorously, the conditional distribution of wave peak period for a given pair of mean wind speed and significant wave height, 𝑓𝑇𝑝 |𝑈,𝐻𝑠
(𝑡|ℎ, 𝑢), should be

used in Eq. (14). The simplification is proposed by Li et al. [54] and is not expected to affect the estimate of critical conditions significantly.
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Table 4
Distribution parameters for site 14 of Li [54].
𝛼𝑈 2.029
𝛽𝑈 9.409

𝑎1 2.136
𝑎2 0.184
𝑎3 1.000
𝑏1 0.534
𝑏2 0.070
𝑏3 1.435

𝑐1 1.886
𝑐2 0.365
𝑐3 0.312
𝑑1 0.001
𝑑2 0.105
𝑑3 −0.264

The conditional distribution of wave peak period on the significant wave height is assumed to follow a log-normal distribution:

𝑓𝑇𝑝|𝐻𝑠
(𝑡|ℎ) = 1√

2𝜋𝜎𝑇𝐻 𝑡
exp

[
−1
2

(
ln 𝑡 − 𝜇𝑇𝐻

𝜎𝑇𝐻

)2
]
, (18)

where the distribution mean 𝜇𝑇𝐻 and variance 𝜎𝑇𝐻 are given by

𝜇𝑇𝐻 = 𝑐1 + 𝑐2ℎ
𝑐3

𝜎2𝑇𝐻 = 𝑑1 + 𝑑2 exp(𝑑3ℎ) ,

with the coefficients 𝑐𝑖 and 𝑑𝑖 as provided in Table 4.

5.1.1. Environmental modeling
Waves are generated from time-domain realization of a three-parameter JONSWAP spectrum [33], with a 𝛾-factor of 3.3 for all

sea states. Long-crested waves are assumed.
Wind turbulence time series are generated using TurbSim [55], based on a Kaimal spectrum and with turbulence intensity

following IEC Normal Turbulence Model category B [56] for all conditions. Wind shear is taken into account assuming a power
law with exponent 0.14 for all wind speeds.

5.2. Fatigue analysis

A full long-term fatigue analysis includes all the possible combinations of mean wind speed, significant wave height, and wave
peak period. As the present work focuses on the comparison between the different designs, the adopted fatigue analysis considers
only the most probable sea state associated with each mean hub-height wind speed in the operational range.

Kvittem [20] showed that, for a 5 MW semi-submersible FWT, 4 realizations of 1h-simulations provide fatigue damage estimates
within 5% of estimates based on 10 3-hour realizations. It is assumed that these conclusions are also valid for the FWTs of this
work, such that the fatigue analyses are based on 4 realizations of 1h-simulations.

The most probable sea state associated with each mean hub wind speed corresponds to the 𝐻𝑠 and 𝑇𝑝 providing the highest
value of the PDF’s given by Eqs. (17) and (18), respectively. The mean hub wind speeds cover the turbine operational range from
4.0 m/s to 25.0 m/s with steps of 1.0 m/s. The probability of occurrence associated with bins centered at each mean wind speed,
and bounded with ± 0.5 m/s, is obtained from Eq. (15).

5.2.1. Fatigue damage calculation
The fatigue analysis is based on DNV-RP-C203 [57], which recommends bi-linear S-N curves for offshore structures subjected

to wind and wave loads. The accumulated damage is calculated at different sections of the platform and tower. All the conditions
analyzed assume aligned wind and wave loads. The 1-hour fatigue damage accumulation 𝐷1ℎ is estimated from the average axial
stress time-series of the 4 realizations, which are obtained from each section’s axial force 𝑁𝑥 and fore-aft bending moment 𝑀
time-series according to:

𝜎𝑥 =
𝑁𝑥
𝐴

+ 𝑀𝑟
𝐼𝑦

, (19)

where 𝐴 is the annular section area, 𝑟 is the section radius, and 𝐼𝑦 is the section modulus around the bending axis.
A rainflow cycle counting procedure is then applied to the axial stress time series, providing a series of cycles with stress range

𝑆𝑖. The accumulated damage 𝐷1ℎ is obtained from:

𝐷1ℎ = 1
�̄�1

𝑛𝑙∑
𝑖=1

𝑆𝑚1
𝑖 + 1

�̄�2

𝑛ℎ∑
𝑗=1

𝑆𝑚2
𝑗 , (20)
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Table 5
Load cases considered in the fatigue analysis — operational conditions.
𝑉ℎ𝑢𝑏 (m/s) 𝑃 (𝑉ℎ𝑢𝑏 ± 0.5) (%) 𝐼 (%) 𝐻𝑠 (m) 𝑇𝑝 (s)

4.0 3.75 30.1 1.49 9.3
5.0 4.51 26.2 1.56 9.4
6.0 5.14 23.6 1.64 9.4
7.0 5.63 21.7 1.73 9.5
8.0 5.98 20.3 1.83 9.6
9.0 6.18 19.2 1.95 9.7
10.0 6.23 18.3 2.07 9.8
11.0 6.17 17.6 2.21 9.9
12.0 5.97 17.0 2.35 10.1
13.0 5.69 16.5 2.51 10.1
14.0 5.33 16.1 2.68 10.3
15.0 4.91 15.7 2.85 10.4
16.0 4.46 15.4 3.04 10.5
17.0 3.98 15.1 3.24 10.6
18.0 3.51 14.9 3.44 10.8
19.0 3.05 14.6 3.66 11.0
20.0 2.61 14.4 3.89 11.1
21.0 2.21 14.2 4.12 11.2
22.0 1.84 14.1 4.37 11.4
23.0 1.51 13.9 4.62 11.5
24.0 1.23 13.8 4.88 11.7
25.0 0.99 13.6 5.15 11.8

Table 6
S-N curve coefficients and stress limit for spar and tower sections [57].

Spar Tower

�̄�1 1.0 × 1011.764 1.0 × 1012.164
�̄�2 1.0 × 1015.606 1.0 × 1015.606
𝑚1 3.0 3.0
𝑚2 5.0 5.0
𝑆𝑙𝑖𝑚 (MPa) 52.63 52.63

where 𝑛𝑙 and 𝑛ℎ are the number of cycles in the low and high cycles regions, respectively. The stress limit 𝑆𝑙𝑖𝑚 dividing the regions,
as well as the coefficients �̄�1,2 and 𝑚1,2 defining the S-N curves, are obtained from DNV [57] and are reproduced in Table 6. For the
platform sections, the curves in seawater with cathodic protection are adopted, while for the tower the curves in air are used. A
circumferential butt weld made from both sides is assumed for the spar and tower sections. The thickness effect is accounted for by
modifying the stress ranges as recommended by DNV [57]. Stress concentration factors due to misalignment and thickness in butt
welds are not considered in the analyses.

The damage associated with each of the load cases in Table 5 is then weighted with the probability of occurrence of the respective
bin, providing the averaged 1-hour accumulated fatigue �̄�1ℎ at the platform and tower sections, for each spar.

5.3. Extreme analysis

A full long-term analysis (FLTA) is too time-consuming for practical prediction of extreme responses. In addition, usually a limited
number of conditions govern the tail of the extremes distribution, such that methods for selection of these conditions are normally
adopted in practice.

For floating wind turbines, Li et al. [23] proposed a modified environmental contour method (MECM), where the cut-off condition
is also considered in addition to the 50-year environment. The idea is to account for cases where the turbine is not parked, as it is
normally the case for the 50-year condition, such that loads related to thrust are also included in the analysis.

This approach is used for the analysis of extreme loads in this work, but the condition associated with the rated wind speed,
which gives the largest mean thrust, is also added. Time-domain simulations are carried out for the 3 spars and considering each
load case, with 20 realizations for waves and wind. For the case with 50-year hub wind speed, the turbine is set to idle with no
generator torque and blades feathered to 88 degrees.

5.3.1. Load case selection for the extreme analysis
In the MECM, as adopted here, the sea states forming 50-year contours with three mean hub wind speeds (rated, cut-off, and

50-year wind) are selected. In other words, the 3-D surface formed by combinations of 𝑈 , 𝐻𝑠, and 𝑇𝑝 yielding a 50-year return
period is ‘‘sliced’’ at the wind speeds of interest. The determination of the wind speed and sea state parameters is more easily done
by transforming the random environmental variables (X-space) to a space where the variables follow a standard normal distribution
(U-space):

𝐹𝑋𝑖
(𝑥𝑖) = 𝛷(𝑢𝑖) , (21)
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Table 7
Hub mean wind speeds, turbulence intensity, and associated sea state parameters representing
the environmental contours.
𝑈 (m/s) 𝐼 (%) 𝐻𝑠 (m) 𝑇𝑝 (s) ID

10.7 17.8

2.39 3.57 i-rt
3.62 4.64 ii-rt
4.85 6.04 iii-rt
6.08 7.99 iv-rt
7.31 13.00 v-rt

25.0 13.6

3.92 5.11 i-co
5.60 6.34 ii-co
7.28 7.84 iii-co
8.96 9.76 iv-co
10.63 14.07 v-co

49.1 12.1 13.97 15.14 i-50

where 𝑖 = 1, 2, 3 and 𝐹 and 𝛷 are the cumulative density functions in the respective spaces. The points in the U-space corresponding
to a given return period form a sphere, which after transformation back to the X-space, provides the wind and sea state combinations
with the required return period.

From the 50-year contour, the point providing the 50-year wind speed is associated with one combination of 𝐻𝑠 and 𝑇𝑝 only.
For the rated and cut-off cases, there will be infinite combinations of 𝐻𝑠 and 𝑇𝑝 associated with the respective wind speeds, from
which five are chosen for analysis according to the following wave height and steepness criteria:

• the combination with highest 𝐻𝑠;
• the combination with largest 𝐻𝑠∕𝑇𝑝 ratio;
• three conditions at the lower half of the contour, equally spaced between the two previous ones.

The resulting load case combinations are provided in Table 7, and illustrated in Fig. 6.

5.3.2. Extreme response calculation
For the extreme response estimate, a Gumbel distribution is fit to the maxima from the 20 realizations using the MATLAB

toolbox WAFO [58]. The 90% fractile of the corresponding cumulative density function (CDF) is then used to obtain the 50-year
axial stresses. In addition to the axial stresses, extreme values are also obtained for the platform extreme pitch angle and for the
nacelle acceleration, following the same procedure.

6. Results

6.1. Spar dimensions

A total of 660 feasible solutions resulted from the parametric design process. Fig. 7 shows the steel and ballast mass as a function
of the static pitch angle at rated, for all the solutions. As noted, the requirement of larger restoring in pitch demands up to 30%
larger ballast mass. An increase in steel mass of up to 10% is also observed, due to the larger platform diameter.

The solutions are divided in groups with 𝜃𝑟 ≤ 6◦, 8◦, and 10◦. The solution with lowest steel mass is chosen from each group.
Table 8 shows the main dimensions for each of the spars. In addition to having reduced steel and ballast mass, the solutions with
lower restoring in pitch also have lower diameter at the top, and thus reduced wave loading. The displayed natural periods are
obtained from decay simulations, thus accounting for radiation effects from potential theory, and viscous damping. The natural
period in pitch is significantly affected, with a difference of 10.4 s between Spar6 and Spar10. The difference in mooring system
mass is due to the requirement of same natural period in surge — platforms with lower mass require lower restoring, and thus lighter
mooring lines. It is noted that the actual surge periods are slightly different than 120.0 s, due to the adoption of simplified added
mass and disregarding damping in the parametric design process. The different platform designs do not affect the tower bending
frequencies significantly.

Since the different designs have different FE meshes, the platform sections considered in the analysis are placed at slightly
different distances from the keel. The exact positions of the sections for each platform are given in Table 9. For all spars, Sections
1–6 are located at the bottom part of the platform; Section 7 is at the tapered part; and section 8 is at the waterline (top part). For
the tower (Table 10), the section positions are the same for all designs.

6.2. Control system performance

In addition to responding more promptly to changes in the wind speed, the controller with motion compensation also provides
more aerodynamic damping to the pitch motions, compared with the detuned controller. This becomes clear when analyzing the
closed-loop system eigenvalues, as shown in Fig. 8 for Spar6, under a mean wind speed of 13.0 m/s. The detuned controller gains
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Fig. 6. Environmental contours and load cases for the extreme analysis.

Fig. 7. Steel and ballast mass as a function of static pitch at rated wind speed, for the feasible solutions.

correspond to rotor dynamics with natural period3 of 59.0 s. The natural frequencies and damping corresponding to the eigenvalues
mainly associated with the nacelle motion are shown in Table 11. While for the detuned controller the amount of damping is
marginal, the motion compensation approach based on Eq. (7) introduces a relative damping of 25.2% into the system. The natural
frequencies, on the other hand, are very similar.

Fig. 9 compares the controllers’ performance with a time-window of the pitch motions and generator power, also for Spar6 and
under turbulent wind with a mean speed of 13.0 m/s, and the associated wave conditions from Table 5. Although the instability
due to controller-motion interactions is avoided by controller detuning, large resonant oscillations still are observed, due to the low
level of aerodynamic damping. Large variations are also observed in the generated power. When motion compensation is used, the
resonant pitch oscillations are damped out, and the variations in power are significantly reduced.

The power spectral density (PSD) of the tower base fore-aft bending moment, for the same case, is shown in Fig. 10. The pitch
motions for the detuned case translate into more energy near the pitch natural frequency, as expected. The energy at the wave
frequency range is similar in both cases, indicating good performance of the low-pass filter on the nacelle velocity in preventing
feeding of wave-frequency components to the controller.

3 With the detuned controller, the highest natural frequencies ensuring stability for Spar8 and Spar10 are 0.09 rad/s (68.0 s) and 0.08 rad/s (76.0 s),
respectively.
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Table 8
Main dimensions of the three spar FWT designs. Radii of gyration provided with respect to the
origin of the body-fixed coordinate system.

Spar6 Spar8 Spar10

Static pitch (deg) 6.0 8.0 10.0
Draft (m) 90.00 90.00 90.00
Diameter - top (m) 15.90 15.20 14.70
Diameter - bottom (m) 25.50 24.10 23.30
SWL to taper top (m) 6.00 6.00 6.00
SWL to taper bottom (m) 14.31 13.71 13.45
Ballast column height (m) 17.29 17.00 16.79
Ballast mass (kg) 3.53 × 107 3.10 × 107 2.86 × 107
Steel mass (kg) 3.77 × 106 3.55 × 106 3.43 × 106
GM (m) 11.89 9.82 8.40
KG (m) 30.09 32.30 33.75
KB (m) 41.91 42.05 42.09
Displacement (m3) 4.26 × 104 3.82 × 104 3.58 × 104
C11 (N/m) 2.39 × 105 2.14 × 105 2.00 × 105
C33 (N/m) 1.99 × 106 1.82 × 106 1.70 × 106
C55 (N m/rad) 5.09 × 109 3.77 × 109 3.02 × 109
C66 (N m/rad) 8.21 × 108 7.13 × 108 6.59 × 108
Mooring system mass (kg) 6.27 × 105 6.10 × 105 6.01 × 105
r𝑦𝑦 (m) 82.46 82.80 83.04
r𝑧𝑧 (m) 11.04 10.87 10.80

T𝑠𝑢𝑟𝑔𝑒 (s) 124.4 121.0 119.0
Tℎ𝑒𝑎𝑣𝑒 (s) 30.8 30.3 30.3
T𝑝𝑖𝑡𝑐ℎ (s) 38.7 44.2 49.1
1st tower FA freq. (Hz) 0.41 0.42 0.42
2nd tower FA freq. (Hz) 1.55 1.54 1.53

Table 9
Distance of platform sections from the keel, for the different spars.
Section Distance from keel (m)

Spar6 Spar8 Spar10

1 13.22 13.00 12.84
2 26.15 25.15 25.75
3 34.88 32.30 33.75
4 47.98 47.27 47.69
5 57.83 56.33 57.63
6 66.77 66.42 66.72
7 79.84 80.14 80.27
8 90.00 90.00 90.00

Table 10
Tower section positions and sectional dimensions.
Section Diameter (m) Thickness (mm) Dist. from tower base (m) Dist. from keel (m)

1 11.74 73.4 0.00 100.00
2 11.27 70.4 17.13 117.13
3 10.55 65.9 40.38 140.38
4 9.99 62.4 55.88 155.88
5 9.15 57.6 79.13 179.13
6 8.46 52.9 102.38 202.38
7 7.87 41.0 125.63 225.63
8 7.52 47.0 141.13 241.13

Table 11
Natural frequency and damping for the eigenvalues mainly associated with the nacelle motion,
with both controllers.

Detuned Motion comp.

𝜔𝑛 (rad/s) 0.1519 0.1487
𝜁 (–) 0.0153 0.2524
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Fig. 8. Poles mainly associated with nacelle motion and rotor dynamics for the controller with motion compensation and the controller with detuned gains.
𝑈 = 13.0 m/s.

Fig. 9. Platform pitch and generator power for Spar6, using a controller with nacelle velocity feedforward and a detuned controller. 𝑈 = 13.0 m/s, 𝐻𝑠 = 2.51 m,
𝑇𝑝 = 10.1 s.

Fig. 10. Tower base fore-aft bending moment PSD for Spar6, using a controller with nacelle velocity feedforward and a detuned controller. 𝑈 = 13.0 m/s,
𝐻𝑠 = 2.51 m, 𝑇𝑝 = 10.1 s.
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Fig. 11. Weighted sectional fatigue damage along the length of the spars.

Fig. 12. One-hour fatigue damage at platform section 8 and tower base, for each of the load cases in Table 5.

6.3. Fatigue analysis

Fig. 11 shows the fatigue damage, weighted with the probabilities of occurrence in Table 5, at sections along the platform and
tower. The damage for the platform sections closer to the bottom is several orders of magnitude lower than for locations near SWL.
At the platform section 8, which coincides with SWL, the damage is larger for the designs with larger pitch at rated thrust (i.e., lower
restoring in pitch). For the tower sections, however, the damage becomes larger for the designs with larger restoring in pitch.

The short-term damage associated with each load case is shown in Fig. 12. For the tower base, the discrepancy between the
different designs is more relevant for higher wind speeds, which are associated with more severe waves. Fig. 13 shows the spectra
of the axial stresses for one realization of the condition associated with 𝑈 = 20.0 m/s, for Spar6 and Spar10. For platform section 8,
the difference between both designs is more visible for low-frequency loads, but for the tower base, the WF response is significantly
larger for Spar6. A possible explanation is that Spar6 has larger WF-related RNA accelerations, due to the larger restoring in pitch.
Other sections at the platform and tower show similar trends, but with lower amplitudes.

The same load cases were also analyzed without including the QTFs, thus neglecting second-order wave loads. The difference in
the weighted sectional fatigue damage shown in Fig. 11 was within 0.8% for the platform sections and 0.3% for the tower sections.
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Fig. 13. Axial stress PSD for platform section 8 and tower base - 𝑈 = 20.0 m/s, 𝐻𝑠 = 3.4 m, 𝑇𝑝 = 8.7 s.

Fig. 14. Relative error in the fatigue damage obtained with the Morison formulation, compared with distributed potential theory, for Spar6 and Spar10.

6.3.1. Alternative hydrodynamic modeling with Morison formulation
Spar6 and Spar10 are also modeled with a pure Morison formulation [33], for comparison against distributed potential theory

in the fatigue analysis. The same drag coefficient is used for the viscous term, while an added mass coefficient 𝐶𝑎 = 1.0 is adopted
for the inertial term. Compared to potential theory, this approach neglects near-field diffraction, resulting in overestimated loads
for shorter wave lengths.

Fig. 14 shows the relative error in the weighted fatigue damage, when Morison formulation is adopted, compared with distributed
potential theory. Morison formulation clearly overestimates the damage for both designs, for both the platform and tower. In Fig. 15
the power spectral density of the bending moment, at the platform section 8, is shown for Spar6 modeled with both methods. The
load case corresponds to mean wind speed of 20.0 m/s, with 𝐻𝑠 = 3.89 m and 𝑇𝑝 = 11.1 s. Near the peak wave frequency the
moment is just slightly overestimated by Morison formulation, while the excitation from the shortest waves is amplified close to
the tower 1st fore-aft bending frequency, leading to the overestimation of the fatigue damage.

6.4. Extreme analysis

The different constraints in the static pitch angle under rated thrust have significant impact on the extreme dynamics, and thus
sectional stresses. Fig. 16 shows the extreme platform pitch angle and nacelle acceleration, for the three spars. The extreme pitch
for Spar6 is 3.0◦ above the static value, while for Spar10 the increase is 4.0◦– resulting in a total of 14◦. The extreme nacelle
acceleration for Spar6, on the other hand, is only 18% larger than for Spar10.
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Fig. 15. Power density spectrum of bending moment at platform section 8, for Spar6, modeled with distributed potential theory and full Morison formulation.
𝑈 = 20.0 m/s 𝐻𝑠 = 3.89 m, 𝑇𝑝 = 11.1 s.

Fig. 16. Extreme platform pitch angle and nacelle acceleration.

Fig. 17. Overall extreme sectional load along the length of the spars.

The extreme axial stresses along the platform and tower of all spars are shown in Fig. 17. The designs with largest static pitch
angle are in general the ones with the largest extremes — except closer to the tower top, where Spar6 has the highest value. The
largest differences between Spar6 and Spar10 are at the platform section 8 and at the tower base. When second-order wave loads
were neglected, the difference in the extreme stresses was less than 1.3% for the platform, and less than 4.0% for the tower.

The load cases associated with the extreme stresses are shown in Table 12. For both the platform and tower, the extremes for all
designs correspond to either the rated or the 50-year wind speeds — but never to conditions at the cut-off contour. For Spar6, the
condition associated with 50-year wind governs the extremes at some platform sections, while for Spar8 and Spar10 all the platform
extremes are associated with the rated wind speed. For the tower base, load cases at the 50-year contour govern the extremes for all
designs, but for other sections along the tower the conditions associated with rated wind can be associated with the extreme loads.
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Table 12
Load cases associated with extreme sectional stresses for each platform (ID as defined
in Table 7).

Spar6 Spar8 Spar10

Platform

Sec. 1 i-50 v-rt v-rt
Sec. 2 v-rt v-rt v-rt
Sec. 3 v-rt v-rt v-rt
Sec. 4 v-rt v-rt v-rt
Sec. 5 i-50 v-rt v-rt
Sec. 6 i-50 v-rt v-rt
Sec. 7 i-50 iv-rt iv-rt
Sec. 8 i-50 iv-rt iv-rt

Tower

Sec. 1 i-50 i-50 i-50
Sec. 2 v-rt i-50 i-50
Sec. 3 v-rt i-50 i-50
Sec. 4 v-rt i-50 i-50
Sec. 5 i-50 i-50 i-50
Sec. 6 i-50 i-50 i-50
Sec. 7 i-50 i-50 i-50
Sec. 8 i-50 iv-rt iv-rt

The relative importance of each contour for the different designs is also illustrated in Fig. 18, which shows the extreme axial
stresses obtained with rated, cut-off, and 50-year wind speed, and associated sea states. For the platform sections, the different
designs affect extreme loads at rated more significantly, due to the mean stress associated with the pitch angle at rated. For the
tower, the extreme loads associated with the 50-year contour are also significantly affected by the design.

For a better understanding of the dynamic effects leading to extreme events, the axial stress time-series can be approximated as
follows:

𝜎𝑡𝑜𝑡 ≈ 𝜎𝑖𝑛𝑒 + 𝜎𝑔 + 𝜎𝑡ℎ , (22)

where 𝜎𝑖𝑛𝑒 is the inertial component; 𝜎𝑔 is the gravitational component; and 𝜎𝑡ℎ is the component associated with the thrust. 𝜎𝑖𝑛𝑒
is obtained from the acceleration time-series multiplied by the structural mass above the sections considered, while for 𝜎𝑔 the
time-varying compression force and bending moments due to the structural weight are used. The thrust multiplied by the distance
to the section is considered for obtaining 𝜎𝑡ℎ.

Fig. 19 shows the axial stress reconstructed according to Eq. (22), for Spar6 and Spar10. Good agreement is obtained with the
actual stresses, which are indicated by the dotted lines in the top subfigures. The time window shown for the platform section 8
(Fig. 19a) is extracted from a rated condition, and it is seen that the main difference is on the LF-varying gravitational component —
indicating that wind loads govern the extremes at this section. For the tower base (Fig. 19b), the time window relates to a condition
associated with 50-year wind. In this case, the largest differences are also observed for the gravitational component, but due to
variations at the wave frequency.

7. Conclusion

In this paper, three 20 MW spar FWTs are designed and compared in terms of global dynamics and structural loading along
the platform and tower. The designs differ regarding the static platform pitch angle at rated wind speed, 𝜃𝑟. The entire structure is
modeled as elastic, and hydrodynamic loads are distributed over the platform with a combination of potential theory and quadratic
drag terms. A control system with a motion compensation strategy is adopted, avoiding the use of detuned controllers. Structural
performance is assessed in terms of fatigue damage and extreme axial stresses at sections over the platform and tower length.

The constraint in 𝜃𝑟 results in designs with distinct platform dynamics. This affects the relative contribution of inertial- and
gravity-related structural loads due to the platform responses to wind and wave loads, resulting in different performance with
respect to fatigue damage and extreme loads. The pitch natural periods, in general, are significantly longer than for published spar
FWTs with 5 MW [46] and 10 MW [21] turbines — reaching 49.1 s for the design with 𝜃𝑟 = 10◦.

One of the consequences of the long natural period in pitch is the inadequacy of a detuned control system, which would require
an excessively low controller bandwidth, leading to unrealistic motions, structural loads, and power quality. In addition, for large
FWTs the relative importance of low-frequency motions to those associated with waves increases — which also favors the use of a
controller with LF motion compensation. The adoption of a motion compensation strategy, based on modifying the reference rotor
speed according to the nacelle velocity, proved to be a simple and effective solution for keeping a realistic controller bandwidth,
while still providing aerodynamic damping to the pitch motions. Future research within structural analysis of large FWTs should
avoid the use of detuned controllers. In addition, the adoption of peak shaving also showed to be beneficial, since the extreme loads
are in general associated with rated wind speed.

Fatigue damage was largest for platform sections closer to SWL, and also to the tower base – a similar pattern to what was
previously obtained for an optimized 10 MW spar [21]. For the platform, the largest damage was observed for designs with larger
𝜃𝑟; for the tower, larger restoring in pitch (i.e., lower 𝜃𝑟) resulted in increased fatigue damage, and the discrepancy in damage for
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Fig. 18. Extreme axial stresses at selected platform and tower sections.

the different designs increased with the wind speed. Spectral analysis of the axial stress at the tower base, for a load case near
cut-off, showed increased response at wave-frequency range for Spar6 than for Spar10, suggesting larger influence of inertial loads
associated with the tower top mass.

The comparison between distributed potential theory with Morison formulation confirms the results from Engebretsen et al. [18],
in that Morison formulation over-predicts the fatigue damage significantly. The overestimation is higher for the design with larger
restoring in pitch. The discrepancy is related to diffraction effects, and seems to be strongly associated with excitation of the 1st
tower bending frequency by short-length waves. For a cylindrical structure like a spar, the MacCamy–Fuchs formulation is expected
to provide similar results as those obtained with potential theory.

For the analyses of extreme responses and axial stresses, the modified environmental contour method (MECM) proposed by Li
et al. [23] was adopted, including 50-year contours associated with rated and cut-off wind speeds, as well as the 50-year wind
condition. An extreme dynamic pitch angle of 7◦ was obtained for Spar6, while for Spar10 it reached 14◦. Nacelle acceleration, on
the other hand, was 18% higher for Spar6 than for Spar10.

Regarding the axial stress, the largest extreme values were observed at the platform sections at SWL and at tower base, and for
the designs with largest 𝜃𝑟. The extreme axial stresses resulted from contours associated with both rated and 50-year wind speed,
depending on the platform design and location of the platform/tower section. An analysis separating the relative contribution of
inertial-, gravity-, and thrust-related loads showed that the difference in extreme loads between the different designs was mainly
caused by the moments associated with RNA weight.

Difference-frequency second-order wave loads had limited effects on fatigue damage (0.3% for the platform and 0.8% for the
tower), and small effects on the extreme stresses, (within 1.3% for the platform and 4.0% for the tower).

Previous research for 5 MW wind turbines [22,23] discarded the relevance of conditions at rated wind for extreme load analysis.
The presented results confirm the need to include them in the extreme analysis of larger FWTs. The analysis also suggests that the
static pitch angle under rated wind speed has large influence on fatigue damage and extreme motions and stresses. A similar study
at the initial design phase of FWTs can be helpful in limiting the range of this variable, and thus reducing the design space.
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Fig. 19. Axial stress components at spar section 8 (rated) and tower base (50-year condition), reconstructed according to Eq. (22). The dotted lines on the top
plots represent the original stress time series, and the vertical dashed lines indicate the instant corresponding to the extreme stress.
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Abstract. In frequency-domain (FD) models of floating wind turbines (FWT), it is common to
regard the interaction between nacelle motions and thrust by means of a constant aerodynamic
damping coefficient. This approach is effective at higher motions frequencies, but does not
consider interactions between nacelle motions and the blade pitch control system. As a result,
the motions and loads at frequencies closer to the controller bandwidth may be underpredicted.
A remedy for this problem is to include the linearized thrust expression in the FD model,
such that the dynamic effects related to control are considered. In this paper, these dynamic
effects are related to frequency-dependent damping and inertia terms. Expressions for damping
and inertia coefficients are obtained with two different methods, and then included in the FD
model. The resulting responses are compared to those obtained with the constant damping
coefficient method, and also with coupled time-domain simulations of a semi-submersible 10
MW FWT. The better performance of the FD model with frequency-dependent inertia and
damping coefficients encourages the adoption of the linearized thrust approach for representing
the interaction between nacelle motions, thrust and control system.

1. Introduction
Frequency-domain (FD) methods can be helpful in the design of floating wind turbines (FWTs),
providing responses for a large number of loading conditions with relatively low computational
time. Previous work has indicated that the response of FWTs in moderate environmental
conditions may be estimated reasonably well using FD models [1, 2, 3]. However, their reliability
depends on an accurate prediction of loads and interactions with linearized models.

An especially interesting interaction takes place between nacelle motions and the rotor thrust.
Fluctuations in the nacelle’s horizontal velocity provoke changes in the flow through the rotor,
leading to oscillations in the rotor speed and thrust. An aerodynamic damping effect results from
this interaction, and is normally included in FD models by means of a constant aerodynamic
damping coefficient. This coefficient may be obtained from the thrust derivative w.r.t. the
relative wind speed [1, 3, 4], or by means of decay simulations of the FWT under different
incident wind speeds [2].

This method is convenient to implement due to its relative simplicity, and is normally adopted
in combination with the frequency-dependent thrust obtained for a fixed wind turbine, installed
on the top of the tower. A disadvantage of this approach is that the interactions of the nacelle
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motions with the blade pitch control system are not considered, an effect that is known to reduce
the damping or even render it negative [5, 6, 7], besides introducing an inertia effect [8]. As a
consequence, the damping effect can be significantly overpredicted at frequencies close to the
controller bandwidth, if the constant coefficient is used.

Control system effects can be included in an FD model by means of linearization of the
thrust and torque. The rotor speed is then included as an additional degree of freedom, and the
blade-pitch controller can be written in terms of the system states [9].

The objective of the present work is to relate the linearized thrust equations to the above-
mentioned inertia and damping effects, providing a visualization of how those effects vary with
wind speed and frequency for a given control system.

The aerodynamic inertia and damping coefficients are calculated both from the linearized
thrust equations and from simulations where the nacelle is forced to oscillate with different
frequencies, under uniform wind. The obtained coefficients are then included in an FD model
of a semi-submersible 10 MW FWT. The responses predicted with the different methods for
obtaining the coefficients are compared to coupled time-domain simulations, where the thrust
is calculated with the blade element momentum (BEM) theory.

Section 2 presents the frequency domain model for the FWT; Section 3 introduces the thrust
linearization procedure and provides formulations for the frequency-dependent aerodynamic
inertia and damping coefficients; the time-domain simulations are explained in Section 4, and
the results are presented in Section 5; final discussions and conclusions are provided in Section 6.

2. Frequency-domain analysis of FWT
The frequency domain model used in the present work consists of three degrees-of-freedom
(DOFs), namely surge, heave, and pitch. The potential-theory hydrodynamic model is the same
as the one adopted in the time-domain simulations, presented in Section 4. Viscous excitation
is neglected, but viscous damping on the platform is added using stochastic linearization of the
drag term in Morison’s equation, where the standard deviation of the velocity along the length
of the columns and pontoons is found using an iteration scheme.

The stiffness matrix includes both hydrostatic restoring and linearized mooring forces. The
mooring stiffness matrix is a function of the mean offset, based on static equilibrium between
mooring forces and mean thrust.

Transfer functions from wind speed to thrust force, FUT (ω), are obtained for each mean wind
speed as the squared root of the ratio between the spectrum of thrust time series, obtained from
simulations with turbulent wind on a fixed turbine, and the incoming wind spectrum. The wind
force vector is then found as

FU (ω) = [FUT (ω) 0 zhubFUT (ω)]> , (1)

where zhub is the hub height above still water level (SWL). Transfer functions from wave and
wind input to platform response, HζX(ω) and HUX(ω) respectively, are expressed as

HζX(ω) = HFX(ω)Fζ(ω), HUX(ω) = HFX(ω)FU (ω) , (2)

where
HFX(ω) =

[
−ω2(M + A(ω)) + iωB(ω) + K

]−1
(3)

is the frequency response function matrix. After solving for the platform motions, the tower
base bending moment response is found by considering dynamic equilibrium.

Using the wind and wave spectra, the response spectrum for an arbitrary response parameter
ξ is then expressed as

Sξ(ω) = |Hζξ(ω)|2Sζ(ω) + |HUξ(ω)|2SU (ω) . (4)
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3. Aerodynamic damping and inertia effects
The FD model described in Section 2 neglects the variations in the thrust caused by the FWT
motions. The interactions between thrust and FWT motions are often represented by a constant
damping coefficient, which is added to the matrix B in equation (3). This approach neglects
the controller action. When the controller is included, its effect results in frequency-dependent
damping and inertia coefficients, as shown further below.

3.1. Thrust linearization without controller
A common way to calculate the aerodynamic damping in FD models [1, 4, 3] is to linearize the
thrust with respect to the relative wind speed at hub height, v, at different mean incoming wind
speeds, Uw, considering no change in the blade pitch angle or rotor speed. Using a first order
Taylor series expansion, the thrust is then expressed as

T = T0 +
∂T

∂v
∆v . (5)

Let the nacelle dynamics be represented by an 1-DOF, 1st-order system:

mẍ+ cẋ+ kx = T . (6)

Uniform, non-turbulent wind is assumed for now. Recalling that v = Uw − ẋ, it is noted that
∆v = v − Uw = −ẋ. Replacing (5) in (6), the damping effect becomes clear:

mẍ+

(
c+

∂T

∂v

)
ẋ+ kx = T0 , (7)

and the coefficient, baer, can be expressed as

baer =
∂T

∂v
. (8)

The damping effect estimated with this method considers the change in the steady-state
thrust for a small perturbation in the uniform wind speed seen by the rotor, while neglecting
the effect of the control system and rotor dynamics. Different coefficients are obtained for
each incident wind velocity, but they are constant with respect to the nacelle frequency of
oscillation. This method is relatively simple to use and normally provides satisfactory results
when the turbine oscillates in a frequency range distant from the controller bandwidth. For
lower frequencies of oscillation, interaction with the control system takes place and the damping
coefficient dependence on frequency becomes more important.

3.2. Thrust linearization including controller
A more comprehensive method, which captures effects from the wind turbine controller, may be
used by including the rotor speed DOF and control system in the FD model, and also linearizing
the thrust with respect to rotor speed, Ω, and blade pitch angle, β:

T = T0 + Tv∆v + TΩ∆Ω + Tβ∆β , (9)

where the index indicates partial derivative w.r.t. the indicated variable, i.e., AB = ∂A
∂B . In order

to find the damping coefficient, Equation (9) must be written in terms of ẋ only. First, the
aerodynamic torque, Q, is also given in its linearized version:

Q = Q0 +Qv∆v +QΩ∆Ω +Qβ∆β , (10)
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In addition, the rotor dynamics are given by

IdΩ̇ = Q−NgE , (11)

where Id is the drivetrain inertia, Ng is the gear ratio and E is the electrical (generator) torque,
here assumed as constant above rated wind speed. In equilibrium, Q0 = NgE, so replacing (10)
in (11):

IdΩ̇ = Qv∆v +QΩ∆Ω +Qβ∆β . (12)

It is assumed that a PI controller commands the blade pitch angle, i.e.,

∆β = Kp∆Ω +Ki

∫
∆Ωdt , (13)

where Kp and Ki are the proportional and integral controller gains. Equations (9) and (12) are

now rewritten replacing ∆β as given in (13), and noting that ∆Ω = φ̇, where φ is the rotor
azimuth angle:

T = T0 − Tvẋ+ (TΩ +KpTβ) φ̇+KiTβφ , (14)

Idφ̈− (QΩ +KpQβ) φ̇−KiQβφ = −Qvẋ . (15)

Assuming harmonic oscillation, Equation (15) can be written in the frequency domain, and the
following transfer function between x(ω) and φ(ω) is obtained:

φ(ω) =
iωQv

Idω2 + (QΩ +KpQβ) iω +KiQβ
x(ω) = C(ω)x(ω) . (16)

The nacelle dynamics (Equation 6) are now written in terms of T as given in (14), and also
expressed in the frequency domain, with φ(ω) as given in (16):




−mω2 + iωc+ k + iωTv − [(TΩ +KpTβ) iω +KiTβ ]C(ω)︸ ︷︷ ︸

−ω2aaer(ω)+iωbaer(ω)




x(ω) = T0 . (17)

Based on the assumption that T responds harmonically to harmonic oscillations of the nacelle,
the thrust can be written as a combination of terms proportional to the nacelle acceleration and
velocity [8]. This assumption is further discussed in Section 3.3, but an immediate consequence
is the definition of frequency-dependent, aerodynamic inertia and damping coefficients:

aaer(ω) = − 1

ω2
Re {iωTv − [(TΩ +KpTβ) iω +KiTβ ]C(ω)} (18)

baer(ω) =
1

ω
Im {iωTv − [(TΩ +KpTβ) iω +KiTβ ]C(ω)} (19)

3.3. Forced oscillations
The thrust and torque derivatives in Section 3 can be calculated analytically, based on the BEM
equations, or numerically, using e.g. the central differences method. Both techniques assume
that the thrust and torque respond immediately to changes in v, Ω and β, while in reality
the time constants associated with rotor dynamics, aerodynamics, and control system, can be
relevant when the nacelle moves at frequencies close to the controller bandwidth.

An alternative method to find the aaer(ω) and baer(ω) coefficients is through simulations
of forced nacelle oscillations, with aerodynamics calculated nonlinearly and under influence of



NAWEA WindTech 2019

Journal of Physics: Conference Series 1452 (2020) 012040

IOP Publishing

doi:10.1088/1742-6596/1452/1/012040

5

100 150 200 250 300 350 400 450 500
Time (s)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

N
ac

el
le

 v
el

oc
ity

 (
m

/s
)

900

920

940

960

980

1000

1020

1040

1060

1080

T
hr

us
t (

kN
)

Figure 1: Thrust response to oscillations of the DTU 10 MW wind turbine, under constant
incident wind speed of 13.0 m/s and period of oscillation of 100.0 s.

the control system. When the turbine oscillates harmonically, the thrust also oscillates nearly
harmonically, but with a phase relative to the nacelle velocity. This can be seen in Figure 1,
where the DTU 10 MW wind turbine is forced to oscillate with period 100.0 s and under constant
incident wind speed of 13.0 m/s. The thrust can then be assumed to be composed of a mean
plus an oscillating component:

T = T0 + Tosc(Uw, ω) . (20)

Writing the nacelle velocity ẋ as

ẋ = v0 cos(ωt) , (21)

the oscillating part of the thrust can then be assumed to be given by [8]

Tosc = f0v0 cos(ωt+ α)

= f0 [v0 cos(ωt) cos(α)− v0 sin(ωt) sin(α)]

= f0 cos(α)ẋ+
f0 sin(α)

ω
ẍ .

(22)

The amplifying factor f0 and the phase α between nacelle velocity and thrust depend on
the dynamic effects mentioned above, and are not straightforward to determine analytically.
However, for a given turbine and control system they vary with the incident wind speed and
frequency of oscillation, while motion amplitude does not seem to have a significant influence.
They can therefore be obtained from forced oscillations covering the ranges of interest for both
parameters. Fast Fourier transforms (FFTs) of the nacelle velocity and thrust are calculated,
and f0 and α can be directly obtained from the ratio between amplitudes or phases of both FFTs
at the period of interest. Formulations for the aerodynamic inertia and damping coefficients are
then directly determined from equation (23):

aaer(Uw, ω) = −f0 sin(α)

ω
, baer(Uw, ω) = −f0 cos(α) , (23)

3.4. Coefficients calculation and comparison
The aerodynamic inertia and damping coefficients were obtained both from the linearized thrust
and the forced oscillations method. For the former case, the thrust and torque derivatives were
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obtained from the linearized BEM equations. For the latter, forced oscillations of the DTU
10 MW wind turbine were performed with a simulator which obtains aerodynamic loads from
AeroDyn [10], updates the blade pitch angle based on the same controller strategy presented
in Section 4, and updates the rotor speed based on the rotor dynamics as in Equation (11).
Oscillation periods varied from 20.0 s to 130.0 s, and uniform wind with the three velocities in
Table 3 was considered. The BEM formulation with dynamic stall is adopted for the AeroDyn
calculations.

The coefficients obtained with both approaches are shown in Figures 2 and 3. In spite of the
oscillatory character of the curves obtained with the oscillation method, the agreement between
both methods looks satisfactory, especially for higher wind velocities. The inertia effect is of
the order of 1% of the mass of typical FWTs, resulting in negligible consequences for the surge
dynamics. The contribution to the moment of inertia in pitch is however considerable, due to
the nacelle height. Important changes in the pitch natural period can then result, as shown
in [8]. The constant damping coefficients as obtained in equation (5) are also plotted in Fig.
3, showing that the discrepancy w.r.t. the frequency-dependent coefficients is larger for lower
frequencies and higher wind velocities.

3.5. The aerodynamic inertia and damping effects on the FWT dynamics
It was already shown that the fluctuations in the aerodynamic thrust resulting from the nacelle
motions may be treated as frequency-dependent inertia and damping effects. The derivation
assumed non-turbulent wind, under the hypothesis that the fluctuations in the apparent wind
flow in the rotor due to turbulence can be decoupled from those caused by the nacelle motions.

Under the same assumption, the fluctuations in the thrust due to nacelle oscillations can now
be added to the FD model presented in Section 2. This is done by noting that, from Equations
(22) and (23), the oscillating component of the thrust can be written as

Tosc = −aaerẍ− baerẋ . (24)

The following aerodynamic and damping matrices, Aaer and Baer, are then defined:

Aaer(ω) =




aaer(ω) 0 aaer(ω)zhub
0 0 0

aaer(ω)zhub 0 aaer(ω)z2
hub


 , Baer(ω) =




baer(ω) 0 baer(ω)zhub
0 0 0

baer(ω)zhub 0 baer(ω)z2
hub


 .

(25)
Aaer and Baer are now summed to A and B in equation (3), which includes the effect of nacelle
motion in the FD analysis.

4. Simulations
The platform considered is the OO-Star 10 MW [11], a semi-submersible concept designed for
the LIFES50+ project. The main properties are summarized in Table 1. The potential-theory
hydrodynamic loads are generated with WADAM, and viscosity is added in form of the Morison
drag term. The platform is installed at a water depth of 130.0 m, and the mooring system
consists on a simplified 3-catenary line arrangement, which differs from the original of taut lines
with clump weights.

The DTU 10 MW turbine (Table 2) is installed at the top of the tower, at a height of 118.4 m.
The blade-pitch controller corresponds to the PI formulation of Equation (13), i.e., the power
error contribution of the original controller [12] is not included. The controller gains are tuned
such that its bandwidth is below the pitch natural period, and a gain scheduling strategy corrects
the gains according to the current blade pitch angle.

The time-domain simulations were performed with SIMA, a workbench which allows for
coupled analyses between floating bodies and slender elements [14, 15]. The platform, nacelle
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Figure 2: Aerodynamic inertia coefficients, calculated with the linearized approach or obtained
from the forced oscillations method.

Draft, D (m) 22.0
Total mass, mtot (kg) 2.36× 107

Center of gravity, V CG (m) -7.9
Surge nat. per., T1 (s) 181.8
Pitch nat. per., T5 (s) 31.3

Table 1: Main properties of the OO-Star 10 MW FWT [11].

and hub are modeled as rigid bodies, while the blades, tower and mooring lines are modeled as
flexible structures, with finite elements. The aerodynamics are based on the BEM theory, with
dynamic stall and dynamic wake effects based on Øye’s models [16]. Hub and tip losses are
modeled with the Prandtl factor, and Glauerts correction is applied for high induction factors.
The environmental conditions are listed in Table 3. Turbulent wind was generated with TurbSim
[17], using the IEC Kaimal spectrum with turbulence characteristic B (moderate). A JONSWAP
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Figure 3: Aerodynamic damping coefficients, calculated with the linearized approach (both
constant and frequency-dependent) or obtained from the forced oscillations method.

Rotor radius, R (m) 89.2
Rated rotor speed, Ω0 (rad/s) 1.0
Drivetrain inertia, Id (kg.m2) 1.6× 108

Gear ratio, Ng (-) 50
Rotor-nacelle assemble mass, mRNA (kg) 6.7× 105

Proportional controller gain, Kp (s) 0.1794
Integral controller gain, Ki (-) 0.0165

Table 2: Main properties of the DTU 10MW wind turbine [13]. The controller gains refer to
β = 0◦.

wave spectrum with a γ factor of 3.3 was used to describe the sea state. The simulations lasted
for one hour, which showed to provide a sufficient number of LF oscillations for the analysis.
Only one realization of each condition was considered.



NAWEA WindTech 2019

Journal of Physics: Conference Series 1452 (2020) 012040

IOP Publishing

doi:10.1088/1742-6596/1452/1/012040

9

Uw (m/s) Hs (m) Tp (s)

C1 13.0 2.7 10.3
C2 19.0 4.0 11.1
C3 25.0 5.8 12.1

Table 3: Environmental conditions.

5. Results
Figure 4 shows the frequency-domain pitch response for the three conditions in Table 3, obtained
with time-domain simulations in SIMA; and with the FD model from Section 2, using the
different approaches for including the aerodynamic damping and inertia effects, as presented in
Section 3. When the constant damping coefficient from Equation (8) is adopted, the method
is referred to as FD constant ; with the frequency-dependent inertia and damping coefficients
as given by Equations (18) and (19), the approach is named FD calculated ; and when the
coefficients are obtained from the forced harmonic oscillations, as in Equation (23), the FD
forced identifier is adopted.

The curves indicate that the adoption of a constant damping coefficient overestimates the
damping effect at lower frequencies, resulting in significantly underpredicted resonant response
for frequencies below 0.05 Hz. When frequency-dependent coefficients are adopted, however,
the situation is the opposite: the damping effect is underestimated, resulting in higher response
for lower frequencies. Using the coefficients based on the forced oscillations leads to improved
results in comparison with those obtained from the linearized thrust equations, in terms of
the pitch motion standard deviation (Table 4). All three methods perform equivalently in the
wave-frequency range (0.05-0.15 Hz), where the response is underpredicted due to the absence
of viscous excitation in the FD model.

Similar conclusions can be obtained regarding the tower-base bending moment (Figure 5).
The most remarkable difference in comparison with the plots for the pitch response is for Uw =
13.0 m/s (Figure 5a), which shows a persistent underprediction for all the three FD models
for frequencies above 0.04 Hz. The errors in predicted tower base bending moment, shown in
Table 4, are in general lower than for the pitch motion, since wave-frequency and 3p loads also
influence the tower-base bending moment, and are less affected by the damping dependence of
frequency. The accuracy is satisfactory for calculated and, especially, forced methods.

Figure 6 compares the low-frequency responses in pitch, for Uw = 19.0 m/s, when the inertia
effect is included or disregarded. The FD model with damping coefficient obtained from forced
oscillations is adopted, but only the blue curve includes the inertia coefficient – resulting in a
peak period about 2.5 s longer then when the inertia effect is not considered.

6. Conclusion
A method was developed to illustrate the importance of including the interaction between
the nacelle motions and thrust in the frequency-domain representation of a FWT. The thrust
fluctuations resulting from nacelle motions can be interpreted as frequency-dependent inertia and
damping effects, which challenges the traditional approach of adopting a constant aerodynamic
damping coefficient.

Expressions were derived for the respective coefficients based both on a linearized expression
for the thrust and on forced oscillations of a wind turbine in the time domain. The obtained
coefficients were included in a 3 DOF FD model of the OOstar semi-submersible FWT.
Comparisons were made between the models using a constant aerodynamic damping coefficient,
the frequency-dependent inertia and damping coefficients obtained in two different ways, and
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Figure 4: Frequency-domain platform pitch response – comparison between SIMA simulations
and frequency-domain analyses with different approaches for calculating the aerodynamic inertia
and damping.

time-domain simulations. Both platform pitch motion and tower base bending moment were
analyzed. It was observed that the constant damping coefficient underestimates the responses
in the frequency range of the FWT surge and pitch natural frequencies.

The frequency-dependent coefficients, on the other hand, overestimated the response in the
same frequency range, but are closer to the time-domain predictions. The aerodynamic inertia
was shown to increase the pitch natural period by about 2.5 s, for a mean incident wind speed
of 19.0 m/s. The differences between using coefficients based on the linearized thrust or on the
forced oscillations were not very significant, but a slightly better agreement of the LF responses
with the time-domain simulations was attained with the latter.

The introduction of inertia and damping coefficients was chosen for its didactic interest, but
the adoption of a linearized thrust as in Equation (9) in a FD model is a simpler and equivalent
approach to include the interaction between nacelle motion and thrust, with due consideration
of controller and rotor dynamic effects.

In any case, a better agreement of the LF response should still be pursued. Other linearization
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Condition FD constant (%) FD calculated (%) FD forced (%)
C1 -0.2 +23.7 +21.8
C2 -24.8 +38.0 +20.0
C3 -29.6 +55.0 +30.6

Table 4: Error in pitch standard deviation compared to time domain simulations.
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Figure 5: Frequency-domain tower base bending moment – comparison between SIMA
simulations and frequency-domain analyses with different approaches for calculating the
aerodynamic inertia and damping.

methods could be attempted, trying to preserve effects other than those obtained with the partial
derivatives of thrust and torque w.r.t. relative wind velocity, rotor speed and blade-pitch angle.
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Condition FD constant (%) FD calculated (%) FD forced (%)
C1 -7.1 +13.0 +10.7
C2 -29.8 +15.1 +2.9
C3 -33.0 +19.2 +5.3

Table 5: Error in tower base bending moment standard deviation compared to time domain
simulations.
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Figure 6: Pitch response estimated in the frequency domain for Uw = 19.0 m/s, with
aerodynamic damping estimated using the forced oscillations method and with/without
considering the aerodynamic inertia effect.
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Strength. (Dr.Ing. Thesis) 

MTA-95-

106 

Ulstein, Tore, MH Nonlinear Effects of a Flexible Stern Seal Bag on 

Cobblestone Oscillations of an SES. (Dr.Ing. 

Thesis) 

MTA-95-

107 

Solaas, Frøydis, MH Analytical and Numerical Studies of Sloshing in 

Tanks. (Dr.Ing. Thesis) 

MTA-95-

108 

Hellan, Øyvind, MK Nonlinear Pushover and Cyclic Analyses in 

Ultimate Limit State Design and Reassessment of 

Tubular Steel Offshore Structures. (Dr.Ing. Thesis) 

MTA-95-

109 

Hermundstad, Ole A., MK Theoretical and Experimental Hydroelastic 

Analysis of High Speed Vessels. (Dr.Ing. Thesis) 

MTA-96-
110 

Bratland, Anne K., MH Wave-Current Interaction Effects on Large-Volume 

Bodies in Water of Finite Depth. (Dr.Ing. Thesis) 

MTA-96-

111 

Herfjord, Kjell, MH A Study of Two-dimensional Separated Flow by a 

Combination of the Finite Element Method and 
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Navier-Stokes Equations. (Dr.Ing. Thesis) 

MTA-96-

112 

Æsøy, Vilmar, MM Hot Surface Assisted Compression Ignition in a 

Direct Injection Natural Gas Engine. (Dr.Ing. 

Thesis) 

MTA-96-

113 

Eknes, Monika L., MK Escalation Scenarios Initiated by Gas Explosions on 

Offshore Installations. (Dr.Ing. Thesis) 

MTA-96-
114 

Erikstad, Stein O., MP A Decision Support Model for Preliminary Ship 

Design. (Dr.Ing. Thesis) 

MTA-96-

115 

Pedersen, Egil, MH A Nautical Study of Towed Marine Seismic 

Streamer Cable Configurations. (Dr.Ing. Thesis) 

MTA-97-

116 

Moksnes, Paul O., MM Modelling Two-Phase Thermo-Fluid Systems 

Using Bond Graphs. (Dr.Ing. Thesis) 

MTA-97-
117 

Halse, Karl H., MK On Vortex Shedding and Prediction of Vortex-
Induced Vibrations of Circular Cylinders. (Dr.Ing. 

Thesis) 

MTA-97-
118 

Igland, Ragnar T., MK Reliability Analysis of Pipelines during Laying, 
considering Ultimate Strength under Combined 

Loads. (Dr.Ing. Thesis) 

MTA-97-
119 

Pedersen, Hans-P., MP Levendefiskteknologi for fiskefartøy. (Dr.Ing. 

Thesis) 

MTA-98-

120 

Vikestad, Kyrre, MK Multi-Frequency Response of a Cylinder Subjected 

to Vortex Shedding and Support Motions. (Dr.Ing. 

Thesis) 

MTA-98-

121 

Azadi, Mohammad R. E., MK Analysis of Static and Dynamic Pile-Soil-Jacket 

Behaviour. (Dr.Ing. Thesis) 

MTA-98-

122 

Ulltang, Terje, MP A Communication Model for Product Information. 

(Dr.Ing. Thesis) 

MTA-98-

123 

Torbergsen, Erik, MM Impeller/Diffuser Interaction Forces in Centrifugal 

Pumps. (Dr.Ing. Thesis) 

MTA-98-
124 

Hansen, Edmond, MH A Discrete Element Model to Study Marginal Ice 
Zone Dynamics and the Behaviour of Vessels 

Moored in Broken Ice. (Dr.Ing. Thesis) 

MTA-98-
125 

Videiro, Paulo M., MK Reliability Based Design of Marine Structures. 

(Dr.Ing. Thesis) 

MTA-99-

126 

Mainçon, Philippe, MK Fatigue Reliability of Long Welds Application to 

Titanium Risers. (Dr.Ing. Thesis) 

MTA-99-

127 

Haugen, Elin M., MH Hydroelastic Analysis of Slamming on Stiffened 

Plates with Application to Catamaran Wetdecks. 

(Dr.Ing. Thesis) 

MTA-99-

128 

Langhelle, Nina K., MK Experimental Validation and Calibration of 

Nonlinear Finite Element Models for Use in Design 

of Aluminium Structures Exposed to Fire. (Dr.Ing. 

Thesis) 

MTA-99- Berstad, Are J., MK Calculation of Fatigue Damage in Ship Structures. 
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129 (Dr.Ing. Thesis) 

MTA-99-

130 

Andersen, Trond M., MM Short Term Maintenance Planning. (Dr.Ing. Thesis) 

MTA-99-

131 

Tveiten, Bård Wathne, MK Fatigue Assessment of Welded Aluminium Ship 

Details. (Dr.Ing. Thesis) 

MTA-99-

132 

Søreide, Fredrik, MP Applications of underwater technology in deep 

water archaeology. Principles and practice. (Dr.Ing. 

Thesis) 

MTA-99-

133 

Tønnessen, Rune, MH A Finite Element Method Applied to Unsteady 

Viscous Flow Around 2D Blunt Bodies With Sharp 

Corners. (Dr.Ing. Thesis) 

MTA-99-

134 

Elvekrok, Dag R., MP Engineering Integration in Field Development 

Projects in the Norwegian Oil and Gas Industry. 

The Supplier Management of Norne. (Dr.Ing. 

Thesis) 

MTA-99-

135 

Fagerholt, Kjetil, MP Optimeringsbaserte Metoder for Ruteplanlegging 

innen skipsfart. (Dr.Ing. Thesis) 

MTA-99-

136 

Bysveen, Marie, MM Visualization in Two Directions on a Dynamic 

Combustion Rig for Studies of Fuel Quality. 

(Dr.Ing. Thesis) 

MTA-

2000-137 

Storteig, Eskild, MM Dynamic characteristics and leakage performance 

of liquid annular seals in centrifugal pumps. 

(Dr.Ing. Thesis) 

MTA-

2000-138 

Sagli, Gro, MK Model uncertainty and simplified estimates of long 

term extremes of hull girder loads in ships. (Dr.Ing. 

Thesis) 

MTA-

2000-139 

Tronstad, Harald, MK Nonlinear analysis and design of cable net 

structures like fishing gear based on the finite 

element method. (Dr.Ing. Thesis) 

MTA-

2000-140 

Kroneberg, André, MP Innovation in shipping by using scenarios. (Dr.Ing. 

Thesis) 

MTA-

2000-141 

Haslum, Herbjørn Alf, MH Simplified methods applied to nonlinear motion of 

spar platforms. (Dr.Ing. Thesis) 

MTA-
2001-142 

Samdal, Ole Johan, MM Modelling of Degradation Mechanisms and 
Stressor Interaction on Static Mechanical 

Equipment Residual Lifetime. (Dr.Ing. Thesis) 

MTA-
2001-143 

Baarholm, Rolf Jarle, MH Theoretical and experimental studies of wave 
impact underneath decks of offshore platforms. 

(Dr.Ing. Thesis) 

MTA-
2001-144 

Wang, Lihua, MK Probabilistic Analysis of Nonlinear Wave-induced 

Loads on Ships. (Dr.Ing. Thesis) 

MTA-

2001-145 

Kristensen, Odd H. Holt, MK Ultimate Capacity of Aluminium Plates under 

Multiple Loads, Considering HAZ Properties. 

(Dr.Ing. Thesis) 

MTA-

2001-146 

Greco, Marilena, MH A Two-Dimensional Study of Green-Water 
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Loading. (Dr.Ing. Thesis) 

MTA-

2001-147 

Heggelund, Svein E., MK Calculation of Global Design Loads and Load 

Effects in Large High Speed Catamarans. (Dr.Ing. 

Thesis) 

MTA-

2001-148 

Babalola, Olusegun T., MK Fatigue Strength of Titanium Risers – Defect 

Sensitivity. (Dr.Ing. Thesis) 

MTA-
2001-149 

Mohammed, Abuu K., MK Nonlinear Shell Finite Elements for Ultimate 
Strength and Collapse Analysis of Ship Structures. 

(Dr.Ing. Thesis) 

MTA-
2002-150 

Holmedal, Lars E., MH Wave-current interactions in the vicinity of the sea 

bed. (Dr.Ing. Thesis) 

MTA-

2002-151 

Rognebakke, Olav F., MH Sloshing in rectangular tanks and interaction with 

ship motions. (Dr.Ing. Thesis) 

MTA-

2002-152 

Lader, Pål Furset, MH Geometry and Kinematics of Breaking Waves. 

(Dr.Ing. Thesis) 

MTA-
2002-153 

Yang, Qinzheng, MH Wash and wave resistance of ships in finite water 

depth. (Dr.Ing. Thesis) 

MTA-

2002-154 

Melhus, Øyvin, MM Utilization of VOC in Diesel Engines. Ignition and 

combustion of VOC released by crude oil tankers. 

(Dr.Ing. Thesis) 

MTA-

2002-155 

Ronæss, Marit, MH Wave Induced Motions of Two Ships Advancing 

on Parallel Course. (Dr.Ing. Thesis) 

MTA-

2002-156 

Økland, Ole D., MK Numerical and experimental investigation of 

whipping in twin hull vessels exposed to severe wet 

deck slamming. (Dr.Ing. Thesis) 

MTA-

2002-157 

Ge, Chunhua, MK Global Hydroelastic Response of Catamarans due 

to Wet Deck Slamming. (Dr.Ing. Thesis) 

MTA-

2002-158 

Byklum, Eirik, MK Nonlinear Shell Finite Elements for Ultimate 

Strength and Collapse Analysis of Ship Structures. 

(Dr.Ing. Thesis) 

IMT-

2003-1 

Chen, Haibo, MK Probabilistic Evaluation of FPSO-Tanker Collision 

in Tandem Offloading Operation. (Dr.Ing. Thesis) 

IMT-
2003-2 

Skaugset, Kjetil Bjørn, MK On the Suppression of Vortex Induced Vibrations 
of Circular Cylinders by Radial Water Jets. (Dr.Ing. 

Thesis) 

IMT-
2003-3 

Chezhian, Muthu Three-Dimensional Analysis of Slamming. (Dr.Ing. 

Thesis) 

IMT-

2003-4 

Buhaug, Øyvind Deposit Formation on Cylinder Liner Surfaces in 

Medium Speed Engines. (Dr.Ing. Thesis) 

IMT-

2003-5 

Tregde, Vidar Aspects of Ship Design: Optimization of Aft Hull 

with Inverse Geometry Design. (Dr.Ing. Thesis) 

 
 

IMT-

 
 

Wist, Hanne Therese 

 

Statistical Properties of Successive Ocean Wave 
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2003-6 Parameters. (Dr.Ing. Thesis) 

IMT-

2004-7 

Ransau, Samuel Numerical Methods for Flows with Evolving 

Interfaces. (Dr.Ing. Thesis) 

IMT-
2004-8 

Soma, Torkel Blue-Chip or Sub-Standard. A data interrogation 
approach of identity safety characteristics of 

shipping organization. (Dr.Ing. Thesis) 

IMT-
2004-9 

Ersdal, Svein An experimental study of hydrodynamic forces on 
cylinders and cables in near axial flow. (Dr.Ing. 

Thesis) 

IMT-
2005-10 

Brodtkorb, Per Andreas The Probability of Occurrence of Dangerous Wave 

Situations at Sea. (Dr.Ing. Thesis) 

IMT-

2005-11 

Yttervik, Rune Ocean current variability in relation to offshore 

engineering. (Dr.Ing. Thesis) 

IMT-

2005-12 

Fredheim, Arne Current Forces on Net-Structures. (Dr.Ing. Thesis) 

IMT-

2005-13 

Heggernes, Kjetil Flow around marine structures. (Dr.Ing. Thesis 

IMT-
2005-14 

Fouques, Sebastien Lagrangian Modelling of Ocean Surface Waves and 
Synthetic Aperture Radar Wave Measurements. 

(Dr.Ing. Thesis) 

IMT-
2006-15 

Holm, Håvard Numerical calculation of viscous free surface flow 

around marine structures. (Dr.Ing. Thesis) 

IMT-

2006-16 

Bjørheim, Lars G. Failure Assessment of Long Through Thickness 

Fatigue Cracks in Ship Hulls. (Dr.Ing. Thesis) 

IMT-

2006-17 

Hansson, Lisbeth Safety Management for Prevention of Occupational 

Accidents. (Dr.Ing. Thesis) 

IMT-
2006-18 

Zhu, Xinying Application of the CIP Method to Strongly 
Nonlinear Wave-Body Interaction Problems. 

(Dr.Ing. Thesis) 

IMT-

2006-19 

Reite, Karl Johan Modelling and Control of Trawl Systems. (Dr.Ing. 

Thesis) 

IMT-
2006-20 

Smogeli, Øyvind Notland Control of Marine Propellers. From Normal to 

Extreme Conditions. (Dr.Ing. Thesis) 

IMT-

2007-21 

Storhaug, Gaute Experimental Investigation of Wave Induced 

Vibrations and Their Effect on the Fatigue Loading 

of Ships. (Dr.Ing. Thesis) 

IMT-

2007-22 

Sun, Hui A Boundary Element Method Applied to Strongly 

Nonlinear Wave-Body Interaction Problems. (PhD 

Thesis, CeSOS) 

IMT-

2007-23 

Rustad, Anne Marthine Modelling and Control of Top Tensioned Risers. 

(PhD Thesis, CeSOS) 

IMT-

2007-24 

Johansen, Vegar Modelling flexible slender system for real-time 

simulations and control applications 

IMT-
2007-25 

Wroldsen, Anders Sunde Modelling and control of tensegrity structures. 
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(PhD Thesis, CeSOS) 

IMT-

2007-26 

Aronsen, Kristoffer Høye An experimental investigation of in-line and 

combined inline and cross flow vortex induced 

vibrations. (Dr. avhandling, IMT) 

IMT-

2007-27 

Gao, Zhen Stochastic Response Analysis of Mooring Systems 

with Emphasis on Frequency-domain Analysis of 

Fatigue due to Wide-band Response Processes 

(PhD Thesis, CeSOS) 

IMT-

2007-28 

Thorstensen, Tom Anders Lifetime Profit Modelling of Ageing Systems 

Utilizing Information about Technical Condition. 

(Dr.ing. thesis, IMT) 

IMT-

2008-29 

Refsnes, Jon Erling Gorset Nonlinear Model-Based Control of Slender Body 

AUVs (PhD Thesis, IMT) 

IMT-

2008-30 

Berntsen, Per Ivar B. Structural Reliability Based Position Mooring. 

(PhD-Thesis, IMT) 

IMT-
2008-31 

Ye, Naiquan Fatigue Assessment of Aluminium Welded Box-

stiffener Joints in Ships (Dr.ing. thesis, IMT) 

IMT-

2008-32 

Radan, Damir Integrated Control of Marine Electrical Power 

Systems. (PhD-Thesis, IMT) 

IMT-

2008-33 

Thomassen, Paul Methods for Dynamic Response Analysis and 

Fatigue Life Estimation of Floating Fish Cages. 

(Dr.ing. thesis, IMT) 

IMT-

2008-34 

Pákozdi, Csaba A Smoothed Particle Hydrodynamics Study of 

Two-dimensional Nonlinear Sloshing in 

Rectangular Tanks. (Dr.ing.thesis, IMT/ CeSOS) 

IMT-

2007-35 

Grytøyr, Guttorm A Higher-Order Boundary Element Method and 

Applications to Marine Hydrodynamics. 

(Dr.ing.thesis, IMT) 

IMT-

2008-36 

Drummen, Ingo Experimental and Numerical Investigation of 

Nonlinear Wave-Induced Load Effects in 
Containerships considering Hydroelasticity. (PhD 

thesis, CeSOS) 

IMT-
2008-37 

Skejic, Renato Maneuvering and Seakeeping of a Singel Ship and 

of Two Ships in Interaction. (PhD-Thesis, CeSOS) 

IMT-

2008-38 

Harlem, Alf An Age-Based Replacement Model for Repairable 

Systems with Attention to High-Speed Marine 

Diesel Engines. (PhD-Thesis, IMT) 

IMT-

2008-39 

Alsos, Hagbart S. Ship Grounding. Analysis of Ductile Fracture, 

Bottom Damage and Hull Girder Response. (PhD-

thesis, IMT) 

IMT-

2008-40 

Graczyk, Mateusz Experimental Investigation of Sloshing Loading 

and Load Effects in Membrane LNG Tanks 
Subjected to Random Excitation. (PhD-thesis, 

CeSOS) 

IMT-
2008-41 

Taghipour, Reza Efficient Prediction of Dynamic Response for 
Flexible amd Multi-body Marine Structures. (PhD-
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thesis, CeSOS) 

IMT-

2008-42 

Ruth, Eivind Propulsion control and thrust allocation on marine 

vessels. (PhD thesis, CeSOS) 

IMT-
2008-43 

Nystad, Bent Helge Technical Condition Indexes and Remaining Useful 

Life of Aggregated Systems. PhD thesis, IMT 

IMT-

2008-44 

Soni, Prashant Kumar Hydrodynamic Coefficients for Vortex Induced 

 Vibrations of Flexible Beams,  PhD 

thesis, CeSOS 

IMT-

2009-45 

Amlashi, Hadi K.K. Ultimate Strength and Reliability-based Design of 

Ship Hulls with Emphasis on Combined Global and 

Local Loads. PhD Thesis, IMT 

IMT-

2009-46 

Pedersen, Tom Arne Bond Graph Modelling of Marine Power Systems. 

PhD Thesis, IMT 

IMT-

2009-47 

Kristiansen, Trygve Two-Dimensional Numerical and Experimental 

Studies of Piston-Mode Resonance. PhD-Thesis, 

CeSOS 

IMT-

2009-48 

Ong, Muk Chen Applications of a Standard High Reynolds Number   

Model and a Stochastic Scour Prediction Model for 

Marine Structures. PhD-thesis, IMT 

IMT-

2009-49 

Hong, Lin Simplified Analysis and Design of Ships subjected 

to Collision and Grounding. PhD-thesis, IMT 

IMT-
2009-50 

Koushan, Kamran Vortex Induced Vibrations of Free Span Pipelines, 

PhD thesis, IMT 

IMT-

2009-51 

Korsvik, Jarl Eirik Heuristic Methods for Ship Routing and 

Scheduling. PhD-thesis, IMT 

IMT-
2009-52 

Lee, Jihoon Experimental Investigation and Numerical in 
Analyzing the Ocean Current Displacement of 

Longlines. Ph.d.-Thesis, IMT. 

IMT-

2009-53 

Vestbøstad, Tone Gran A Numerical Study of Wave-in-Deck Impact usin a 

Two-Dimensional Constrained Interpolation Profile 

Method, Ph.d.thesis, CeSOS. 

IMT-

2009-54 

Bruun, Kristine Bond Graph Modelling of Fuel Cells for Marine 

Power Plants. Ph.d.-thesis, IMT 

IMT 

2009-55 

Holstad, Anders Numerical Investigation of Turbulence in a Sekwed 

Three-Dimensional Channel Flow, Ph.d.-thesis, 

IMT. 

IMT 
2009-56 

Ayala-Uraga, Efren Reliability-Based Assessment of Deteriorating 

Ship-shaped Offshore Structures, Ph.d.-thesis, IMT 

IMT 
2009-57 

Kong, Xiangjun A Numerical Study of a Damaged Ship in Beam 

Sea Waves. Ph.d.-thesis, IMT/CeSOS. 

IMT 

2010-58 

Kristiansen, David Wave Induced Effects on Floaters of Aquaculture 

Plants, Ph.d.-thesis, CeSOS. 
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IMT 
2010-59 

Ludvigsen, Martin An ROV-Toolbox for Optical and Acoustic 

Scientific Seabed Investigation. Ph.d.-thesis IMT. 

IMT 

2010-60 

Hals, Jørgen Modelling and Phase Control of Wave-Energy 

Converters. Ph.d.thesis, CeSOS. 

 

IMT 

2010- 61 

Shu, Zhi Uncertainty Assessment of Wave Loads and 

Ultimate Strength of Tankers and Bulk Carriers in a 
Reliability Framework. Ph.d. Thesis, IMT/ CeSOS 

IMT 

2010-62 

Shao, Yanlin Numerical Potential-Flow Studies on Weakly-

Nonlinear Wave-Body Interactions with/without 

Small Forward Speed, Ph.d.thesis,CeSOS.  

IMT 

2010-63 

Califano, Andrea Dynamic Loads on Marine Propellers due to 

Intermittent Ventilation. Ph.d.thesis, IMT. 

IMT 

2010-64 

El Khoury, George Numerical Simulations of Massively Separated 

Turbulent Flows, Ph.d.-thesis, IMT 

IMT 

2010-65 

Seim, Knut Sponheim Mixing Process in Dense Overflows with Emphasis 

on the Faroe Bank Channel Overflow. Ph.d.thesis, 

IMT 

IMT 
2010-66 

Jia, Huirong Structural Analysis of Intect and Damaged Ships in 
a Collission Risk Analysis Perspective. Ph.d.thesis 

CeSoS. 

IMT 
2010-67 

Jiao, Linlin Wave-Induced Effects on a Pontoon-type Very 
Large Floating Structures (VLFS). Ph.D.-thesis, 

CeSOS. 

IMT 

2010-68 

Abrahamsen, Bjørn Christian Sloshing Induced Tank Roof with Entrapped Air 

Pocket. Ph.d.thesis, CeSOS. 

IMT 

2011-69 

Karimirad, Madjid Stochastic Dynamic Response Analysis of Spar-

Type Wind Turbines with Catenary or Taut 

Mooring Systems. Ph.d.-thesis, CeSOS. 

IMT -

2011-70 

Erlend Meland Condition Monitoring of Safety Critical Valves. 

Ph.d.-thesis, IMT. 

IMT – 

2011-71 

Yang, Limin Stochastic Dynamic System Analysis of Wave 

Energy Converter with Hydraulic Power Take-Off, 
with Particular Reference to Wear Damage 

Analysis, Ph.d. Thesis, CeSOS. 

IMT – 
2011-72 

Visscher, Jan Application of Particla Image Velocimetry on 

Turbulent Marine Flows, Ph.d.Thesis, IMT. 

IMT – 

2011-73 

Su, Biao Numerical Predictions of Global and Local Ice 

Loads on Ships. Ph.d.Thesis, CeSOS. 

IMT – 

2011-74 

Liu, Zhenhui Analytical and Numerical Analysis of Iceberg 

Collision with Ship Structures. Ph.d.Thesis, IMT. 

IMT – 
2011-75 

Aarsæther, Karl Gunnar Modeling and Analysis of Ship Traffic by 
Observation and Numerical Simulation. 

Ph.d.Thesis, IMT. 
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Imt – 
2011-76 

Wu, Jie Hydrodynamic Force Identification from Stochastic 
Vortex Induced Vibration Experiments with 

Slender Beams. Ph.d.Thesis, IMT. 

Imt – 

2011-77 

Amini, Hamid Azimuth Propulsors in Off-design Conditions. 

Ph.d.Thesis, IMT. 

 

 

IMT – 
2011-78 

Nguyen, Tan-Hoi Toward a System of Real-Time Prediction and 
Monitoring of Bottom Damage Conditions During 

Ship Grounding. Ph.d.thesis, IMT. 

IMT- 
2011-79 

Tavakoli, Mohammad T. Assessment of Oil Spill in Ship Collision and 

Grounding, Ph.d.thesis, IMT. 

IMT- 

2011-80 

Guo, Bingjie Numerical and Experimental Investigation of 

Added Resistance in Waves. Ph.d.Thesis, IMT. 

IMT- 

2011-81 

Chen, Qiaofeng Ultimate Strength of Aluminium Panels, 

considering HAZ Effects, IMT 

IMT- 
2012-82 

Kota, Ravikiran S. Wave Loads on Decks of Offshore Structures in 

Random Seas, CeSOS. 

IMT- 
2012-83 

Sten, Ronny Dynamic Simulation of Deep Water Drilling Risers 

with Heave Compensating System, IMT. 

IMT- 

2012-84 

Berle, Øyvind Risk and resilience in global maritime supply 

chains, IMT. 

IMT- 
2012-85 

Fang, Shaoji Fault Tolerant Position Mooring Control Based on 

Structural Reliability, CeSOS. 

IMT- 

2012-86 

You, Jikun Numerical studies on wave forces and moored ship 

motions in intermediate and shallow water, CeSOS. 

IMT- 

2012-87 

Xiang ,Xu Maneuvering of two interacting ships in waves, 

CeSOS 

IMT- 
2012-88 

Dong, Wenbin Time-domain fatigue response and reliability 
analysis of offshore wind turbines with emphasis on 

welded tubular joints and gear components, CeSOS 

IMT- 
2012-89 

Zhu, Suji Investigation of Wave-Induced Nonlinear Load 
Effects in Open Ships considering Hull Girder 

Vibrations in Bending and Torsion, CeSOS 

IMT- 

2012-90 

Zhou, Li Numerical and Experimental Investigation of 

Station-keeping in Level Ice, CeSOS 

IMT- 
2012-91 

Ushakov, Sergey Particulate matter emission characteristics from 
diesel enignes operating on conventional and 

alternative marine fuels, IMT 

IMT- 
2013-1 

Yin, Decao Experimental and Numerical Analysis of Combined 
In-line and Cross-flow Vortex Induced Vibrations, 

CeSOS 
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IMT- 
2013-2 

Kurniawan, Adi Modelling and geometry optimisation of wave 

energy converters, CeSOS 

IMT- 

2013-3 

Al Ryati, Nabil Technical condition indexes doe auxiliary marine 

diesel engines, IMT 

IMT-
2013-4 

Firoozkoohi, Reza Experimental, numerical and analytical 
investigation of the effect of screens on sloshing, 

CeSOS 

IMT- 
2013-5 

Ommani, Babak Potential-Flow Predictions of a Semi-Displacement 
Vessel Including Applications to Calm Water 

Broaching, CeSOS 

IMT- 

2013-6 

Xing, Yihan Modelling and analysis of the gearbox in a floating 

spar-type wind turbine, CeSOS 

IMT-7-

2013 

Balland, Océane Optimization models for reducing air emissions 

from ships, IMT 

IMT-8-

2013 

Yang, Dan Transitional wake flow behind an inclined flat 

plate-----Computation and analysis,  IMT 

IMT-9-

2013 

Abdillah, Suyuthi Prediction of Extreme Loads and Fatigue Damage 

for a Ship Hull due to Ice Action, IMT 

IMT-10-

2013 

Ramìrez, Pedro Agustìn Pèrez Ageing management and life extension of technical 

systems- 

Concepts and methods applied to oil and gas 

facilities, IMT 

IMT-11-

2013 

Chuang, Zhenju Experimental and Numerical Investigation of Speed 

Loss due to Seakeeping and Maneuvering. IMT 

IMT-12-
2013 

Etemaddar, Mahmoud Load and Response Analysis of Wind Turbines 
under Atmospheric Icing and Controller System 

Faults with Emphasis on Spar Type Floating Wind 

Turbines, IMT 

IMT-13-

2013 

Lindstad, Haakon Strategies and measures for reducing maritime CO2 

emissons, IMT 

IMT-14-
2013 

Haris, Sabril Damage interaction analysis of ship collisions, IMT 

IMT-15-
2013 

Shainee, Mohamed Conceptual Design, Numerical and Experimental 
Investigation of a SPM Cage Concept for Offshore 

Mariculture, IMT 

IMT-16-
2013 

Gansel, Lars Flow past porous cylinders and effects of 
biofouling and fish behavior on the flow in and 

around Atlantic salmon net cages, IMT 

IMT-17-

2013 

Gaspar, Henrique Handling Aspects of Complexity in Conceptual 

Ship Design, IMT 

IMT-18-
2013 

Thys, Maxime Theoretical and Experimental Investigation of a 
Free Running Fishing Vessel at Small Frequency of 

Encounter, CeSOS 

IMT-19-

2013 

Aglen, Ida VIV in Free Spanning Pipelines, CeSOS 
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IMT-1-
2014 

Song, An Theoretical and experimental studies of wave 
diffraction and radiation loads on a horizontally 

submerged perforated plate, CeSOS 

IMT-2-

2014 

Rogne, Øyvind Ygre Numerical and Experimental Investigation of a 

Hinged 5-body Wave Energy Converter, CeSOS 

IMT-3-

2014 

Dai, Lijuan  Safe and efficient operation and maintenance of 

offshore wind farms ,IMT 

IMT-4-

2014 

Bachynski, Erin Elizabeth Design and Dynamic Analysis of Tension Leg 

Platform Wind Turbines, CeSOS 

IMT-5-

2014 

Wang, Jingbo Water Entry of Freefall Wedged – Wedge motions 

and Cavity Dynamics, CeSOS 

IMT-6-
2014 

Kim, Ekaterina Experimental and numerical studies related to the 
coupled behavior of ice mass and steel structures 
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