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ABSTRACT

ABSTRACT

District heating (DH) systems, which can integrate various available heat sources, have proven
to be an energy-efficient and environment-friendly way to satisfy buildings’ heating demands.
However, with the transition from current energy systems to future sustainable energy
solutions, the DH system, as an essential part of the energy systems, must undergo a
generational transition to maintain its competitiveness compared with alternative heating
technologies. As a result, the current DH systems are transitioning to the 4" and 5™ generation
DH systems. Developing intelligent control strategies to optimally operate the DH system is
one of the crucial measures to realize the transition. Numerous studies have reported that
intelligent control strategies can notably reduce energy use, mitigate greenhouse gas emissions
and improve economic performance for heating systems. However, most of the existing DH
systems still use rule-based control (RBC) strategies with limited energy-saving and cost-saving

potential.

This thesis, therefore, aimed to explore the intelligent control strategies for the existing DH by
utilizing model predictive control (MPC) strategies. With a focus on the DH systems dedicated
to Nordic climate conditions, this thesis investigated the implementation of MPC on both the
demand and supply side of the DH system to improve the energy and economic performance
of the system. To achieve this goal, a step-by-step simulation-based study, was conducted,

driven by four research questions.

Question 1: What is the economic boundary when using MPC to improve the economic
performance of a DH system? Literature reviews and energy contract investigations revealed
that generalized heating and electricity price models can be used as the basis for the economic
boundary for the MPC schemes. The generalized heating price model included the load demand
component (LDC) and the energy demand component (EDC), and the generalized electricity
price model was made up of the power price and the grid rent. This economic boundary was

incorporated into the objective functions of the MPC schemes based on their specific needs.

Question 2: What is the system energy and economic performance when using MPC on the
demand side of the DH systems? The research on the MPC application in a building space

heating (SH) system was conducted to answer this question. The modelling method for a
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building SH system was proposed, and then an MPC scheme was formulated by defining an
economic-related objective function and system constraints, as well as incorporating the
developed SH system model and an optimization framework. Finally, this MPC scheme was
evaluated by comparing its performance to that of a conventional RBC strategy. A case study
on the SH system in a university building showed that the MPC scheme with perfect future
weather information could cut the weekly heating cost by 4.1% and decrease the violation
numbers of indoor temperature by 65% compared to an RBC strategy. However, these benefits
may be impaired when the MPC scheme directly used weather forecast information. Since any
prediction has some uncertainties and hence the MPC controller may receive inaccurate weather
information, leading to incorrect control actions that may deteriorate the system performance.

Therefore, the third research question was proposed as follows.

Question 3: What is the impact of weather forecast uncertainty on MPC performance, and how
to handle it? To answer the impact of weather forecast uncertainty on MPC performance,
another MPC scenario that directly used weather forecast information was proposed. The
simulation results showed that the MPC scheme directly using weather forecast information cut
the heating cost by only 0.7% and even increased the violation numbers of indoor temperature
by 20% compared to the RBC strategy. To tackle the weather forecast uncertainty, an error
model was proposed to improve the quality of weather forecast information. Meanwhile, one
more MPC scenario that incorporated weather forecast information and the error model was
proposed. Results showed that introducing the error model for the MPC scheme was able to
address the weather forecast uncertainty and hence achieve almost the full theoretical potential
of the MPC in terms of heating cost-saving and indoor temperature control. The MPC scheme
with weather forecast information and the error model cut the weekly heating cost by 3.4% and

decreased the violation numbers of indoor temperature by 73% compared to the RBC strategy.

Question 4: What is the system energy and economic performance when using MPC on the
supply side of the DH systems with distributed sources? The research on the MPC application
for a heat prosumer with data centre (DC) waste heat recovery and thermal energy storage
(TES) was conducted to answer this question. The modelling method for a typical heat
prosumer with DC waste heat and TES was proposed firstly, and then an MPC scheme was
formulated by defining an economic-related objective function and system constraints, as well
as incorporating the developed DH system model and an optimization framework. A case study

on a campus DH system showed that the MPC scheme optimized the heat supply allocation

Vi
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between the multiple heat sources and the TES so that the economic performance of the DH
system was improved. The MPC scheme was more stable and robust expressed as the smaller
fluctuating ranges of the outlet temperature at the heat pump (HP) evaporator, which is crucial
for the DC cooling system's safe operation. In addition, the MPC scheme made an optimized
trade-off between the heat and electricity use to achieve the best economic performance of the

heat prosumer, and the resulting monthly energy cost saving was up to 3.2%.

In conclusion, this thesis provided a systematic research method on the implementation of MPC
in DH systems with distributed sources from both the demand and supply sides. Meanwhile,
the investigation of weather forecast uncertainty may facilitate the real application of the MPC
in building energy systems. Lastly, this study may enrich the research on the intelligent control

strategies for the DH system.
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INTRODUCTION

1 INTRODUCTION

This chapter introduces the motivation, research questions and tasks of the doctoral work. The

thesis structure and list of publications that support this thesis are presented as well.

1.1 Motivation

The energy use of buildings accounts for a large share of total energy use and significantly
contributes to global warming. In the European Union countries, buildings are responsible for
nearly 40% of the total energy use and about 36% of the total greenhouse gas emissions [1].
Moreover, in the EU's residential sector, around 80% of the buildings’ energy use is for heating
purposes including space heating (SH) and domestic hot water, especially during the winter
season [2]. District heating (DH) systems, which can integrate various available heat sources,
have proven to be an energy-efficient and environment-friendly way to satisfy buildings’
heating demands. Nowadays, the total number of DH systems has been estimated to be around
80 000 all overall the world, and thereof about 6 000 systems in Europe [3, 4]. However, with
the transition from current energy systems to future sustainable energy solutions, the DH system,
as an essential part of the energy systems, must undergo a generational transition to maintain
its competitiveness compared with alternative heating technologies [5]. As a result, the current
DH systems are transitioning to the 4™ and 5" generation DH systems. Developing intelligent
control strategies to optimally operate the DH system is one of the crucial measures to realize
the transition [6]. Numerous studies have reported that intelligent control strategies can notably
reduce energy use, mitigate greenhouse gas emissions and improve economic performance for
heating systems [7-11]. However, most of the existing DH systems still use rule-based control
(RBC) strategies with limited energy-saving and cost-saving potential. With decreasing
computational and sensing costs, a digital age that is paving the way for the adoption of
intelligent control strategies is coming. In the last decade, model predictive control (MPC) has

dominated the research on intelligent control strategies in building energy systems [12].

MPC is a potential control solution that can be focused on the reduction of energy use, energy
cost, and associated greenhouse gas emissions while maintaining and potentially improving
occupant comfort [13]. MPC uses a dynamic system model to predict the future behaviour of
the system and generates an optimal control vector that minimizes an objective function over

the prediction horizon in the presence of disturbances and technical operational constraints. The
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objective function can combine several conflicting performance targets, such as maximization
of thermal comfort and minimization of energy use, and an optimal trade-off among them can
be obtained by running the MPC algorithm [14, 15]. However, despite intensive research efforts,
the transfer of this technique to real application in building energy systems is still in the early
stages [12]. One difficulty stems from the fact that every energy system is unique, which
requires a tailored modelling method and control design for its MPC scheme. Building an MPC
scheme to control a district-level energy system even increases the complexity, and this is the
reason that most previous MPC research has been dedicated to the heating, ventilation and air-
conditioning systems of single buildings [16]. The implementation of MPC at the district level,
i.e. the control of the energy supplied to a cluster of buildings has not yet been fully explored
[17]. Moreover, weather forecast uncertainty is one challenge as well hindering the
implementation of the MPC. A building MPC is based on the prediction of future weather and
many studies consider a perfect weather forecast for MPC. However, any prediction has some
uncertainties that may influence system performance such as energy use and thermal comfort.
Therefore, the MPC controller may receive inaccurate information and lead to incorrect control
actions that may cause thermal discomfort or energy waste [18]. Finally, the MPC performance
may vary depending on the test cases and climate conditions [19]. Further research should be
conducted to test the concept in different types of climates and buildings. This thesis, therefore,
aimed to contribute to the implementation of MPC in DH systems dedicated to Nordic climate
conditions to improve their economic performance, and weather forecast uncertainty was
investigated as well. This study was conducted in two steps: 1) design an MPC scheme on the
demand side of a DH system and then investigate the impact of weather forecast uncertainty on
the MPC performance; 2) design an MPC scheme on the supply side of a DH system and then

realize the optimal control of the heat supplied to a cluster of buildings.

Nowadays, in most DH systems, SH demand is managed by a weather compensation controller
(WCC) at the building substation level. Meanwhile, proportional control valves are often
installed inside buildings to regulate the water flow rate to maintain the indoor air temperature
close to its set point. However, this control technique does not contain any information about
the building dynamics and lacks flexibility. It does not consider making smart decisions like
strategically lowering the heating output to exploit the intrinsic building thermal inertia and
hence reduce the heating cost [11]. In contrast, MPC can realize the intelligent management of

SH systems, as the building dynamic model, future disturbances, energy price, energy demand,

20
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and intelligent algorithms are incorporated into the controller. Particularly, the passive thermal
mass storage of the buildings can be considered in the MPC control strategy to further improve
the system's economic performance. However, the weather forecast uncertainty may impair the
benefits brought by using the MPC control strategy, as explained before. Therefore, the
implementation of MPC in the SH system to improve the system energy and economic
performance, as well as the impact of weather forecast uncertainty on MPC performance were

investigated as the first step of this thesis.

Moreover, integrating renewables and waste heat into the DH system is one significant
characteristic of the future DH system [5, 20]. Specifically, the renewables and waste heat may
be integrated into the heat user side as distributed heat sources (DHSs), and these heat users
with DHSs are known as heat prosumers because of their dual roles of producer and consumer.
Heat prosumers will become critical participants in future DH systems due to the increasing
integration of renewables and waste heat [21]. Among these DHSs, waste heat recovery from
data centres (DCs) is a promising option. DCs are energy-intensive facilities that continuously
convert most of their energy use into waste heat, resulting in a considerable amount of stable
and available waste heat. In addition, many DCs are built close to an existing DH network,
which makes the DC waste heat easy to access for the DH network. As a result, there is an
increasing effort to capture DC waste heat for DH systems, and many studies have explored the
possibilities and proposed technical solutions for recovering DC waste heat for DH systems
[22-27]. However, the solutions for optimal control of the DH system after recovering DC waste
heat to further improve the economic performance of the system are rarely investigated,
particularly for a heat prosumer with DC waste heat and thermal energy storage (TES). The
optimal control of a heat prosumer with DC waste heat and TES is challenging, and the
difficulties come from the following aspects: 1) a complex economic boundary involving not
only dynamic heating prices but also electricity prices due to the electricity use of DC waste
heat recovery units, 2) multi-level technical operation constraints from both the DH system and
the DC cooling system and 3) numerous manipulated variables need to be optimized originating
from the multi-components, such as heat substation, heat users, DC and TES. An MPC scheme,
which can employ an economic-related objective function for real-time control, may be one
way to realize the maximized possible economic performance of the system while satisfying
different technical operational constraints [12, 15]. Therefore, the implementation of MPC in a

heat prosumer with DC waste heat and TES was investigated in this thesis as the second step,

21
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particularly focusing on the heat supply allocation between the multiple heat sources to realize

the optimal control of the heat supplied to a cluster of buildings.

1.2 Research questions and research tasks

The following research questions and tasks were proposed as a step-by-step approach to achieve

the thesis's aim.

Question 1: What is the economic boundary when using MPC to improve the economic

performance of a district heating system?

Task 1.1: Identify key factors that affect heating and electricity costs based on literature

reviews and widely used energy contracts in Nordic countries.

Task 1.2: Define the economic boundary by developing a generalized heating price model as

well as a generalized electricity price model that incorporates the identified key factors.

Question 2: What is the system energy and economic performance when using MPC on

the demand side of the DH systems?
Task 2.1: Propose the modelling method for a building SH system.

Task 2.2: Formulate an MPC scheme by defining an economic-related objective function and
system constraints, as well as incorporating the developed SH system model and an

optimization framework.

Task 2.3: Evaluate the MPC scheme by comparing its performance to that of a conventional

RBC strategy.

Question 3: What is the impact of weather forecast uncertainty on MPC performance,

and how to handle it?
Task 3.1: Develop an error model to estimate the error existing in the weather forecast.

Task 3.2: Propose an improved MPC scheme that integrates with the error model to tackle

weather forecast uncertainty.
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Task 3.3: Evaluate the improved MPC scheme by comparing its performance to that of the

standard one without the error model.

Question 4: What is the system energy and economic performance when using MPC on

the supply side of the DH systems with distributed sources?

Task 4.1: Propose the modelling method for a typical heat prosumer with DC waste heat and
TES.

Task 4.2: Formulate an MPC scheme by defining an economic-related objective function and
system constraints, as well as incorporating the developed DH system model and an

optimization framework.

Task 4.3: Evaluate the MPC scheme by comparing its performance to that of a conventional
RBC strategy.

The above research questions are logically connected and organized in Figure 1-1.

23
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1.3 Structure of the thesis

The main body of the thesis is illustrated in Figure 1-2. Chapter 2 introduces the background of
the study. Chapter 3 presents the research methodology, including the modelling language,
optimization framework, economic boundary, formulation of MPCs on the demand and supply
sides of a DH system and the error model to handle weather forecast uncertainties. Chapter 3.5
describes the case studies: a university building SH system and the university campus DH
system connected to the introduced SH system. Chapter 5 presents and discusses the key results.
Chapter 6 outlines the main conclusions, acknowledges the major limitations and gives
recommendations for future research. As shown in Figure 1-2, the first research question,
Question 1, which establishes the economic boundary of the study, is addressed in Chapter 3.
The other research questions, from Question 2 to Question 4, are addressed and answered in
Chapter 3 to Chapter 5 of the thesis.

25
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INTRODUCTION

1.4 List of publications

This thesis is built on four journal papers and one conference paper. Figure 1-3 presents an
overview of these papers and distinguishes them into primary and supporting papers. The
primary papers address the key research questions and the supporting papers present the
preparatory work for the primary papers. The following are the papers that make up this thesis,

as well as the author's contributions.
Primary papers:
Paper 1:

Hou J, Li H, Nord N. Nonlinear model predictive control for the space heating system of a

university building in Norway. Energy. 2022; 253: 124157.

Contribution: The paper is invited to the ‘Special Issue of Energy Dedicated to SDEWES
2021°. The type of this paper is Full Length Article. The conceptualization was done together
with Haoran Li and Natasa Nord. The methodology and the original draft preparation were

done in collaboration with Haoran Li. Natasa Nord reviewed and commented on the work.

Paper 2:

Hou J, Li H, Nord N, Huang G. Model predictive control under weather forecast uncertainty
for HVAC systems in university buildings. Energy and Buildings. 2022; 257: 111793.

Contribution: The type of this paper is Full Length Article. The conceptualization was done
together with Haoran Li. The methodology and the original draft preparation were done in
collaboration with Haoran Li. Natasa Nord and Gongsheng Huang reviewed and commented

on the work.

Paper 3:

Hou J, Li H, Nord N, Huang G. Model predictive control for a university heat prosumer with
data centre waste heat and thermal energy storage. Submitted to Journal of Energy (Status:

Under review).

Contribution: The type of this paper is Full Length Article. The conceptualization was done

together with Haoran Li. The methodology and the original draft preparation were done in

27



INTRODUCTION

collaboration with Haoran Li. Natasa Nord and Gongsheng Huang reviewed and commented

on the work.
Supporting papers
Paper 4.

Li H, Hou J, Tian Z, Hong T, Nord N, Rohde D. Optimize heat prosumers' economic
performance under current heating price models by using water tank thermal energy storage.
Energy. 2022; 239: 122103.

Contribution: The type of this paper is Full Length Article. The author assisted in the

methodology and original draft preparation.
Paper 5:

Hou J, Li H, Nord N. Model predictive control for a data centre waste heat-based heat
prosumer in Norway. Submitted to BuildSim Nordic 2022 conference. (Status: Accepted for

full paper, and oral presentation).

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, methodology and original draft preparation. Haoran Li and Natasa Nord

reviewed and commented on the work.
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INTRODUCTION

Additional papers:

Collaboration within the research project ‘Understanding Behaviour of District Heating

Systems Integrating Distributed Sources’ has led to further publications:
Paper 6:

Hou J, Li H, Nord N. Optimal control of secondary side supply water temperature for
substation in district heating systems. E3S Web Conf. 2019; 111: 06015. The 13th REHVA
World Congress CLIMA 2019.

Contribution: The type of this paper is Full Length Article. The author did the
conceptualization, methodology and the original draft preparation. Haoran Li and Natasa

Nord reviewed and commented on the work.
Paper 7:

Li H, Hou J, Hong T, Ding Y, Nord N. Energy, economic, and environmental analysis of
integration of thermal energy storage into district heating systems using waste heat from data
centres. Energy. 2021; 219: 119582.

Contribution: The type of this paper is Full Length Article. The author assisted in the

conceptualization and the original draft preparation.
Paper 8:

Li H, Hou J, Hong T, Nord N. Distinguish between the economic optimal and lowest
distribution temperatures for heat-prosumer-based district heating systems with short-term

thermal energy storage. Energy. 2022; 248: 123601.

Contribution: The type of this paper is Full Length Article. The author assisted in the

conceptualization and the original draft preparation.
Paper 9:

Li H, Hou J, Nord N. Using thermal storages to solve the mismatch between waste heat
feedin and heat demand: a case study of a district heating system of a university campus.

Energy Proceedings. 2019;04. The 11th International Conference on Applied Energy.
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Contribution: The type of this paper is Full Length Article. The author assisted in the
original draft preparation.

Paper 10:

Li H, Hou J, Ding Y, Nord N. Techno-economic analysis of implementing thermal storage
for peak load shaving in a campus district heating system with waste heat from the data
centre. E3S Web Conf; 2021;246: 09003. The 10th International SCANVAC Cold Climate

Conference.

Contribution: The type of this paper is Full Length Article. The author assisted in the

original draft preparation.
Paper 11:

Li H, Hou J, Nord N. Optimal design and operation for heat prosumer-based district heating
systems. The 14th REHVA HVAC World Congress CLIMA 2022.

Contribution: The type of this paper is Full Length Article. The author assisted in the

original draft preparation.
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2 BACKGROUND

This chapter introduces how the MPC scheme was applied in building energy systems and

reviews the literature on the MPC application in DH systems.

2.1 Introduction of MPC

MPC originated in the late 1970s and early 1980s in the process industries, and it recently has
been receiving extensive attention from researchers in the field of building energy system
control. MPC is a constrained optimal control approach that minimizes a given objective
function over a finite prediction horizon to calculate an optimal trajectory of control inputs.
Figure 2-1 illustrates a typical abstract closed-loop MPC scheme that can describe most of the

control applications in building energy systems [12].

Future disturbance

) | Xk
predictions —>| System dynamic model |<—|—| Current measured state |

dk+11dk+2! "'rdkH\f v

Future behaviour predictions

X+ 10 Xpe+2s o r Xk N
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Figure 2-1. MPC scheme for building energy system control [12]

As shown in Figure 2-1, the fundamental components of an MPC are 1) a system dynamic
model, 2) future disturbance predictions, 3) an objective function and system constraints, and
4) an optimization algorithm. At each time step, the future disturbance predictions

(dy, dk11, > drsn—1) together with the candidate MPC control input trajectory are used as
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simulation inputs to the system dynamic model. This simulation is carried out over the
prediction horizon (N) that typically ranges between 8 and 72 hours in building energy system
applications [14]. The optimizer evaluates the objective function for each simulation run and
adapts the candidate MPC control input trajectory until an optimal solution
(Ug, Ugg1s oo Ugsir - Ugsn—1) IS Obtained. Only the first control inputs in the optimal
trajectory (u;) are supplied to the system that is affected by the current actual disturbance (d,,).
At the next time step, the MPC changes the initial states of the system dynamic model according
to the current measurement system state (x;), receives a new sequence of future disturbance

predictions (dy11, dxs2, -, dxsn), and restart the optimization [15].

2.2 MPC application in district heating systems

The application of MPC in heating systems has attracted lots of attention in recent years, but
most of these studies are exclusively devoted to buildings with individual heating systems [7,
8, 28-31]. The building heating systems connected to a DH system imply higher system
complexity and a larger computational burden, and this leads the MPC application in DH
systems to be challenging. However, despite the inherent difficulties, some researchers still
proved the feasibility of the MPC application in DH systems from both the demand side and
the supply side.

Currently, studies focused on the MPC application on the demand side of the DH system to
minimize operating costs of the SH system and maximize occupant comfort are relatively rare.
One example is from Aoun et al [11]. They proposed a mixed-integer linear programming-
based MPC strategy to optimize the operation of the SH system connected to a DH system
based on minimizing operating costs. The proposed methods were tested on a DH system
located in France by numerical simulation method, and the results showed that the adopted
MPC proved to be more cost-effective than a conventional WCC while maintaining satisfying
indoor temperature [11].

More researchers focused on the MPC application on the supply side of the DH system to
optimize the operation of the heat production plants. Verrilli et al. designed an MPC controller
to optimize the operation of a DH system that integrates TES and uses a combined heat and
power (CHP) plant as a heat source. The designed MPC focused on reducing the operating and
maintenance cost of the CHP plant by scheduling boilers, TES units, and flexible loads. The
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proposed approach was tested using the data obtained from a DH system in Finland by both
simulation and experiment methods, and the results showed the cost benefits of the approach
[32]. Moreover, Saletti et al. developed an MPC controller to optimize the management and
heat distribution of the CHP in a DH system by utilizing the thermal capacity of the connected
buildings as TES. The approach was tested on a DH system located in central Sweden, and one
week’s simulation results demonstrated the effectiveness of the MPC with a peak load shaving
of 16% and a mass flow rate reduction of 23% [33]. Similarly, Zwan et al. presented an MPC
approach to minimize fossil peak loads and maximize the use of renewable sources for DH
systems with multi-heat sources by using the thermal mass of buildings as daily storage without
violating temperature constraints. The approach was tested on a virtual DH system. Simulation
results showed that the peak fossil heat supply was reduced by 50%, and the cheap renewable
heat source could deliver most of the heat demand in continuous operation since the supply
temperature was minimised [34]. Furthermore, Hermansen et al. proposed an MPC strategy for
a heat booster substation in an ultra-low temperature DH system to minimize the operation costs
of the heat pump, which was used to charge the TES, by optimizing the charging schedule of
the TES. The proposed MPC strategy was successfully implemented in a real DH system in
Copenhagen to verify the control strategy. A comparison of the proposed MPC scheduling to a

standard RBC showed average daily savings of 23% on the electricity costs [35].

In summary, these previous studies have demonstrated the enormous energy and economic
benefits of applying MPC schemes in DH systems. However, these limited literature resources
reveal the fact that the research on the application of MPC in DH systems is still a relatively
new field both from the demand side and the supply side due to some inherent challenges.
Regarding the demand side, although many researchers have investigated the MPC application
in electricity-based SH systems, like electrical radiators and electric underfloor heating, the
research on the MPC application in a hydronic SH system connected to a DH system is still
limited as illustrated in the literature review. One challenge is that typical building heating
systems connected to DH networks are comprised of hydronic heat emitters, such as radiators,
that are characterized by nonlinearities in their heat rate output driven by the temperature
difference between the radiator and room [4]. In a real DH system, the supply water temperature
and the water flow rate for a radiator system are often used as the manipulated variables to
achieve the desired heating rate. As a result, a nonlinear radiator model involving the supply

water temperature and the water flow rate as the manipulated variables is needed to support the
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simulation of the real control strategy, which results in a nonlinear MPC. Nonlinear MPCs are
much more challenging in terms of stability and robustness issues. Regarding the supply side,
the literature review shows that MPC is commonly used to optimize the operation of a single
heat production plant, like a CHP plant, in a DH system. The research on the DH system with
multiple heat sources, especially on the DH system integrated with renewables and TES, is hard
to find. The challenge is that the DH systems with multiple heat sources are much more complex
than the DH systems with a single heat source, which makes the already complex modelling
and control design method of the MPC schemes even more complicated. Moreover, most of the
research on the MPC application in DH systems considers a perfect future disturbance
prediction. However, any prediction has some uncertainties that may impair the MPC
performance. Since the MPC controller may receive inaccurate information and lead to
incorrect control actions that may cause thermal discomfort or energy waste [18]. Finally, the

MPC performance may vary depending on the test cases and climate conditions [19].

Therefore, this thesis aimed to contribute to the implementation of MPC in DH systems as well,
from both the demand side and the supply side. The investigated DH system was a heat
prosumer with DC waste heat and TES, which is affected by the Nordic climate conditions.
Regarding the demand side, a nonlinear MPC scheme involving a hydronic heat emitter model
was designed for a typical SH system connected to the investigated heat prosumer. Weather
forecast uncertainty was investigated as well on the demand side. Regarding the supply side, an
MPC scheme was designed to optimize the operation and management of the multiple heat

sources and TES in the investigated heat prosumer.
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3 METHODOLOGY

This chapter presents the methodology used in the thesis. Section 3.1 introduces the modelling
language and the simulation and optimization platform. Afterwards, the MPC optimization
framework used in this doctoral work is elaborated. Section 3.2 formulates the economic
boundary used in the MPC scheme. Section 3.3 presents the MPC application on the demand
side of a DH system. Based on the methods and results of Section 3.3, Section 3.4 introduces
an error model to address the weather forecast uncertainty in the MPC scheme. Finally, Section
3.5 presents the MPC application on the supply side of a DH system that is a DC waste heat-
based heat prosumer.

3.1 Modelling language and optimization framework

This doctoral work was a simulation-based study. Modelica language was chosen as the
modelling language and JModelica.org was used as the simulation and optimization platform.
Modelica language is an object-oriented, declarative, multi-domain modelling language for
component-oriented modelling of complex systems, such as systems containing hydraulic,
thermal, control, or process-oriented subcomponents. It supports the acausal connection of
components governed by mathematical equations to facilitate modelling from first principles
and provides object-oriented constructs that facilitate the reuse of subcomponent models [36].
JModelica.org is a platform for modelling, simulation and optimization of complex dynamic
systems that are based on the Modelica modelling language. JModelica.org can formulate and
solve dynamic optimization problems, including optimal control, trajectory optimization,
parameter optimization and model calibration. The platform promotes open interfaces for
integration with numerical packages, such as the nonlinear programming (NLP) solver, Interior
Point OPTimizer (IPOPT), and the symbolic framework for automatic differentiation, CasADi.
Moreover, JModelica.org supports user interaction by integrating a Python package. Python
provides access to all parts of the platform, including model compilation and loading,
simulation and optimization [37]. Based on the optimization platform JModelica.org, Figure

3-1 presents the main steps of the MPC optimization framework in this doctoral work.
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Update the initial condition at the next time step based on feedback

Equality constraint
(system dynamic model)
Inequality constraints » Optimization problem «———| Objective function
Future distirbance l Direct collocation
predictions (existing
uncertainty) and Finite-dimensional
energy price NLP
l Interior point method
Equality-constrained
NLP
l KKT conditions, Newton's iteration method
Optimized manipulated
variable trajectory
Manipulated variables at the first time step only
Y
Disturbances at the System dynamic
first time step only > model i

Figure 3-1. Main steps of the MPC optimization framework based on the optimization

platform JModelica

The optimization algorithm applied in the optimization process is illustrated in the upper part
of Figure 3-1. The optimization problem in the optimization process was an infinite-
dimensional problem, which is challenging for computers to handle. In this doctoral work, a

direct collocation method was used to transcribe the original infinite-dimensional problem into
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a finite-dimensional NLP problem, which can be solved using NLP solvers. However, the
discretised finite-dimensional NLP problem had inequality constraints, which led the Karush-
Kuhn-Tucker (KK T) conditions of the NLP cannot be solved using Newton’s iteration method.
To tackle this problem, an interior-point method was used to approximate the discretised NLP
problem by an equality-constrained NLP problem. Finally, a local optimized manipulated
variable trajectory was found by solving the KKT conditions of the equality-constrained NLP
based on Newton’s iteration method. A more comprehensive description of the optimization

algorithm is presented in Paper 2.

3.2 Economic boundary formulation

The economic boundary was formulated based on the system energy bill, and the formulated
economic boundary was incorporated into the objective functions of the MPC schemes to
improve system economic performance. The system energy bill comes from two parts: 1)
heating bill paid for the DH use and 2) electricity bill paid for the electricity use. Therefore, this
section illustrates the economic boundary by considering the pricing mechanism in Nordic

countries for the heating price model and electricity price model simultaneously.

3.2.1 Heating price model

A generalized heating price model was proposed and used in this doctoral work. This
generalized heating price model only considered the energy demand component (EDC) and the
load demand component (LDC), because the EDC and the LDC are the most commonly used
components in the existing heating price models in Nordic countries. For example, one survey
on heating pricing models in Sweden shows that the EDC and LDC together account for around
96% of the total heating cost [38]. The EDC is used to cover the DH companies’ fuel costs, and
it is charged based on the total heat use of heat users. The LDC is typically used to compensate
DH companies' costs of maintaining a particular level of capacity for peak load, as well as new
facility investment costs, depreciation, and other expenses, and it is charged based on the peak
load of the heat users. This generalized heating price model is discussed in detail and presented
in Paper 4, and it is described by Equations (1), (2), and (3).

Chea = Ceqc + Crac 1)
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tf .
Cose = f EP(t) - 0(t) - dt @)

0
Cigc = LP - Qp (3)

where Cy.q is the total heating cost. C.4. is the EDC and calculated by Equations (2). Cyq4. is
the LDC and calculated by Equation (3). EP(t) and Q(t) are the EDC heating price and the
heat rate supplied to the heat user at time t, respectively. LP and Q'p are the LDC heating price

and the peak heat rate. The units of EP(t) and LP are NOKY/kWh and NOK/kW, respectively.

3.2.2 Electricity price model

A generalized electricity price model was proposed and used in this doctoral work. This
generalized electricity price model was based on the investigation of electricity contracts in
Norway. In Norway, the end-users have to pay for two parts when using electricity: 1) power
price to a power supplier for purchasing electricity and 2) grid rent to the local grid distribution
company for transporting the power [39, 40]. Regarding the power price paid to a power
supplier, it is determined by the different contracts provided by the power supplier. According
to Statistics Norway, the spot-price contract is the most common and widely used contract type
in Norway [41]. Therefore, the spot-price contract was used regarding the power price paid to
a power supplier. In a spot-price contract, the power price follows the market price determined
by Nord Pool [42]. A mark-up must also be paid by the customer [43]. The power price for the
spot-price contract is calculated by Equations (4), (5) and (6).

Cele_pow = Cspo + Coyr + Cmfi (4)
tf .
Cspo = f PP, () - E(t)-dt ()
to
tf .
Csur = f PPy - E(E) - dt (6)
t

[

where C, pow IS the power price paid to a power supplier. Cs,, is the spot price-related fee

and calculated by Equation (5). Cs,,,- is the surcharge-related fee and calculated by Equation (6).

1 The currency rate between NOK and EUR can be found from https://www.xe.com/, in this study 1 EUR=10.0
NOK.
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Crmy; is the monthly fixed fee. PPy, (t) is the spot price at time ¢ and obtained from Nord Pool

[42]. PP,,, is the surcharge including electricity certificate, and E (t) is the electricity use at
time t. Both the units of PPy, (t) and PPy, are NOK/kWh.

Regarding the grid rent paid to the grid distribution company, it is decided by the local grid
distribution company. For a big business end-user, the grid rent consists of an energy link fee,
a power link fee and an annual fixed link fee [44]. The grid rent price is calculated by Equations
(7), (8) and (9).

Cele_gri = Cene t Cpow + Cafi (7)
L’f .

Cene = f GPene - E(t) - dt (8)
Lo

Cpow = GPpow ' Ep (9)

where Cepe_gr; is the grid rent paid to the local grid distribution company. C,,, is the energy
link fee and calculated by Equation (8). C,,,, is the power link fee and calculated by Equation
(9). Cqy; is the annual fixed fee. GP.,, is the energy link fee per energy unit, and E(t) is the
electricity use at time t. GB,,,, is the power extraction price per power unit, and Ep is the
highest hourly power output. The units of GF,,, and GP,,,, are NOK/kWh and NOK/kW,

respectively.

Finally, a generalized electricity price model was proposed based on the above explanation. A
more comprehensive description of this generalized electricity price model is presented in
Paper 3, and it is calculated as Equation (10).

Cete = ele_pow T Cele_gri (10)

where C,,, is the total electricity cost, C,, 0w IS the power price paid to a power supplier as
shown in Equation (4), and Cg;, g4 is the grid rent paid to the local grid distribution company

as shown in Equation (7).

Based on the above explanation, the first research question of this thesis is answered:
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Question 1: What is the economic boundary when using MPC to improve the economic

performance of a district heating system?

Answer: The generalized heating price model and the generalized electricity price model
formulate the basis of the economic boundary for the MPC schemes. The generalized heating
price model consists of the LDC and the EDC, and the generalized electricity price model

consists of the power price and the grid rent.

3.3 MPC application in a building space heating system

This section briefly introduces the method of MPC application on the demand side of DH
systems. It addresses the second research question - Question 2: What is the system energy and
economic performance when using MPC on the demand side of the DH systems? A more

comprehensive description of the methods can be found in Paper 1.

Firstly, an SH system dynamic model was developed by Modelica language. Afterwards, the
developed model together with the economic boundary, future disturbances and system
constraints formulated the MPC optimization problem. Finally, the formulated MPC
optimization problem was solved on the JModelica.org optimization platform as described in

Figure 3-1. The following content presents the above steps and the research scenarios.

3.3.1 System dynamic model

Among commonly used models, the resistance-capacitance (RC) model has been demonstrated
to be reliable and precise in predicting the thermal behaviour of buildings [45]. Therefore, an
RC model was developed in this work to capture the key characteristics of the building, and it
was built by using the Modelica language. Figure 3-2 illustrates the components of the
developed RC model and the heat fluxes exchanged among them. The model mainly consists
of four components including the internal thermal mass, indoor air, building envelopes, and
outdoor environment. Due to the low solar radiation in the analysed location during the study
period, solar radiation was not taken into account in this work [46]. In addition, this work aimed
to incorporate the building thermal mass as TES into the MPC controller to further improve the
energy and economic performance of the system. Therefore, as presented in Figure 3-2, a third-
order RC model was developed with special attention to the thermal mass of building envelopes
and the interior thermal mass, besides considering the thermal mass of indoor air, because their

corresponding thermal inertia is necessary for the short-term TES in the intended MPC [11].
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Figure 3-2. Schematic of building resistance-capacitance model structure

In this work, the parameters, including heat resistance and heat capacitance, were determined
by an estimation method according to the available information of the investigated building and
the recommended values in the European standard ISO 52016-1 [47]. Detailed calculations for
the energy balances among each component given in Figure 3-2 are shown in Equations (11),
(12) and (13), as the following:

dTenv Tia - Tenv Toa - Tenv

Cor - = + 11
env " Ty R, Ro. (11)
aT; T — T; Torny — T; T,, —T; T, — T; .
Cia - ia _ Ima ia env ia , Loa ia | “oa ia Ora
dt Rim R Ryin Ryen (12)
+ Qven + Qin

C . dTma — Tia - Tma
madt Rim

(13)

where R and C represent the heat resistance and capacitance, respectively, whose values were
obtained by the estimation method. T denotes the temperature. Subscripts ia, oa, env, ma,
win, and ven represent indoor air, outdoor air, building envelopes, internal thermal mass,
windows, and ventilation, respectively. In addition, R; . represents the heat resistance between
the indoor air and the building envelopes. R, . represents the heat resistance between the
outdoor air and the building envelopes. R; ,,, represents the heat resistance between the indoor

air and the interior thermal mass. Q;,, is the internal heat gains, Q., is the heat flow rate from
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the mechanical ventilation system, and Q, is the heat flow rate from the radiator system.
Specifically, Q;,, was obtained by historical measurement data and the Norwegian standard SN-
NSPEK 3031 [48]. Q. is described as Equation (14) according to Norwegian standard SN-
NSPEK 3031 [48]. Q,, is determined by Equations (15), (16), (17) and (18). In this work, to
get a more accurate dynamical description of the radiator, a discrete-element radiator model
with N lumps was utilized and coupled to the RC model. This discrete-element radiator model
was based on the European Standard EN 442-2 [49], which refers to it as the characteristic
equation of the radiator. Meanwhile, previous studies have confirmed this model [50-52]. Qg

is the total heat flow rate of the SH system as shown in Equation (19).

Qven =0.33- Vair “(I—ng)- (Ti;ef = Toa) (14)
N

Qra = Z Qn (15)
n=1

Qn = Ky By (Th — Tia) (16)

Kn = (T — Ti)* (7)
dr, _ .

Cpra W =Cpw Mpg- (Tn—l - Tn) —Qn (18)

Qsh = Qven + Qra 19)

where V,;, describes the mechanical ventilation volume flow rate, which was determined by
the measured data and the Norwegian standard SN-NSPEK 3031 [48]. T/ is the indoor
temperature’s reference value. n denotes the temperature efficiency of heat recovery in the
mechanical ventilation system. For each radiator section n, Q,, represents the heat flow rate, T,,
describes the average water temperature, F, is the surface area and K, is the equivalent heat
transfer coefficient. a is a characteristic coefficient of the radiator, which can be obtained from
the radiator manufacturer. In addition, ¢, ,4 is the radiator material’s heat capacity for each
section n. ¢, ,, and m,, are the specific water heat capacity and the water mass flow rate,
respectively. The radiator model was nonlinear in this work due to the definition of K,,, and

hence made the dynamic system model in this work nonlinear.
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3.3.2 Optimization formulation

The proposed MPC control strategy was used to improve the energy and economic performance
of the SH system with satisfying indoor temperatures. Therefore, the generalized heating price
model was utilized in the objective function. In addition, the achieved indoor temperature was
used as an indicator to estimate the thermal environment. Finally, a multi-objective optimization
problem was formulated with two conflicting optimization goals as presented in Equations (20),
(21), (22), (23) and (24).

Minimize:
H H
f EP(t) - Qsp(t) -dt +LP-Q, + W - f (Tia(t) — Tl.fff(t))z - dt (20)
0 0
subject to:
x(0)=A (21)
x(t) — F(x(6),u(t)) =0 (22)
Q(t) < Qp (23)
Umin < u(t) < Umax (24)

where H denotes the prediction horizon and was 12 hours in this work. EP(t) and LP are the
dynamic EDC price at time t, and the LDC price, respectively. Qg (t) is the heat rate at time ¢
and Qp denotes the peak heat rate which is a free parameter that needed to be optimized. The
first two terms in Equation (20) are the heating cost, including the EDC and the LDC. In
addition, the third term in Equation (20) is the achieved indoor temperature target, which is
expressed as a quadratic form to avoid high violations of the desired indoor temperature. A
weighting factor W was used in the achieved indoor temperature term to represent the “price”
that the occupants are willing to pay for certain indoor temperatures, just like the energy prices
in the heating cost term of the objective function [12]. In this work, the value of W was decided
by the following criterion: when the deviation between the indoor temperature and the reference

value was 0.5 K, the heating cost term and the achieved indoor temperature term contributed

equally to the objective function. T;,(t) and Tifff(t) are the achieved indoor temperature and
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the reference value at time t. The initial states of the dynamic system are described as Equation
(21), and the values of these initial states are represented by the vector A. Equation (22) is the
equality constraint of the formulated optimization problem, which is the developed dynamic
system model. Equations (23) and (24) are the inequality constraints of the formulated
optimization problem, of which Equation (24) describes the bounds of manipulated variables.
Upmin aNd U, are the lower and upper bounds of manipulated variables. In this work, the
manipulated variables u(t) was defined as u(t) = [Ty, (t) g, (£)]7, of which Ty, (t) and

mgy, (t) are the supply water temperature and the water mass flow rate of SH system.

3.3.3 Simulation scenarios

In this section, the occupancy schedule was based on historical measurement data in the case
building and the Norwegian standard SN-NSPEK 3031 [32], and it was assumed to be perfectly
predicted. In addition, the measured outdoor temperature from the case building was used

instead of the weather forecast information to explore the theoretical potential of the MPC.

Two research scenarios were proposed to evaluate the proposed MPC method for the SH system
in a building, as shown in Figure 3-3. The reference scenario was based on an RBC strategy,
which was the common control strategy of the SH system in a building. As presented in Figure
3-3 a), the supply water temperature was controlled by a WCC according to the current outdoor
temperature. In addition, a proportional (P) controller was used to adjust the SH system’s water
flow rate according to the deviation between the indoor temperature and its reference value. In
this scenario, the optimal control of the SH system was difficult to realize, as the future
disturbances (weather and occupancy), energy price, and the system dynamics were not able to
be incorporated into the controllers. The MPC scenario proposed in this work, however, was
able to realize the optimal control of the SH system. As shown in Figure 3-3 b), during the
optimization process, the perfect future disturbance predictions (weather and occupancy)
together with a candidate manipulated variable trajectory (the water flow rate and the supply
water temperature) were used as simulation inputs for the dynamic system model. An iterative
simulation was conducted over a certain prediction horizon. The optimizer assessed the
objective function for each simulation run and updated the candidate manipulated variable
trajectory until an optimized trajectory was found. Afterwards, only the optimized manipulated

variables at the first time step were used to control the SH system of the building. In the next
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time step, the MPC updated the initial states of the dynamic system model based on the
feedback from the building and restart the optimization [15].
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Figure 3-3. Research scenarios utilizing rule-based control and model predictive control for

the space heating system in a building
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3.4 Weather forecast uncertainty in MPC

This section followed the research methods of Section 3.3, by introducing an error model. This
error model was used to handle the weather forecast uncertainty in the MPC scheme, and
address the third research question- Question 3: What is the impact of weather forecast
uncertainty on MPC performance, and how to handle it? A comprehensive description of the

work is presented in Paper 2.

3.4.1 An error model for weather forecast

One challenge with the direct use of the weather forecast data in the MPC is the uncertainty of
forecasted data resulting from the uncertainty of the numerical weather prediction model
(NWPM). Inherent uncertainty lies in the NWPM due to the stochastic nature of atmospheric
processes, the imperfect knowledge of the weather model’s initial conditions, as well as
modelling errors [53]. Therefore, the exact actual weather data may not be reflected by the
forecasted data well. The forecast weather data in this work considered only the outdoor
temperature due to the low solar radiation in the studied area during the studied period [46].

The actual outdoor temperature acting on the building can be decomposed as in Equation (25):
Tk = Tk + ey (25)

where T, and T, denote the actual and the NWPM forecasted outdoor temperature at the time

step k, and ey, is the prediction error of NWPM at the time step k.

To improve the prediction of future disturbance acting on the building, the prediction error of
the NWPM, e,, may be estimated by an error model. The prediction error of the NWPM means
the deviation between the actual outdoor temperature and the corresponding NWPM forecasted
data. In practice, the current prediction error is known, because of the availability of the
measured data. According to [54, 55], this work assumed that the unknown future prediction
error of the NWPM was correlated to the known current prediction error, however, the
correlation decreased along with the increasing time distance. For example, the NWPM
prediction error in the near future was approximated by the current prediction error, while the
NWPM prediction error in the distant future had a limited relationship with the current
prediction error and hence the forecasted data from the NWPM was the best estimation for the

outdoor temperature. The error model is illustrated as Equation (26).

48



METHODOLOGY

Gore =7(0) €r, t=123,..,12 (26)

where &, is the estimated prediction error of the NWPM in the future, e, is the known
prediction error of the NWPM at the current time step k. Parameter 0 < r(t) < 1 which is a
weighting function, describes the decreasing predictive effect of the current prediction error on
the future NWPM prediction error along with the increasing time distance. In this work, the
value of parameter r(t) was given by Equation (27) based on [54]. Therefore, the future

outdoor temperature was estimated as Equation (28).

t—6
=1-— t=123,..,12 27
r(t) e ¢ 3 (@7)
Tiewr = Towe + Eqe, t=1,23,..,12 (28)

where T, is the estimated outdoor temperature in the future, Ty, is the forecasted outdoor
temperature from NWPM, and é,. . is the estimated prediction error of NWPM given by the

error model as illustrated by Equation (26).

3.4.2 Simulation scenarios

Two more MPC research scenarios were proposed in this section except the scenarios
introduced in Section 3.3.3. Therefore, four research scenarios were used in this section,
including a reference scenario, two benchmark MPC scenarios, and one improved MPC
scenario integrated with the error model. The reference scenario represented the RBC strategy
for the SH system without using any MPC controller, as introduced in Section 3.3.3. The other
scenarios represented the MPC strategies with different weather information provided for their
MPC controllers. The ideal benchmark MPC scenario assumed perfect weather forecasts, i.e.
providing the actual weather data for its MPC controller, as presented in Section 3.3.3. The
standard benchmark MPC scenario did not address the weather forecast error, i.e. directly
providing the forecasted weather data for its MPC controller. Finally, the improved MPC
scenario handles the weather forecast error by integrating with the error model, i.e. providing

the estimated weather data from the error model for its MPC controller.

The four research scenarios were presented in Figure 3-4. The reference scenario, RBC in
Figure 3-4 a), presented the RBC strategy for the SH system and has been described in Section
3.3.3.
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Figure 3-4. Schematics of the four scenarios
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i.e. assuming no deviation between the forecasted weather and the actual weather. As shown in
Figure 3-4 b), the actual outdoor temperature was used by the MPC controller to present the
perfect weather prediction. This is not an implementable controller but a concept, which was

used to investigate the theoretical potential of MPC.

The standard MPC scenario, MPC_fore in Figure 3-4 c), was a standard MPC control strategy
in practice. It used the imperfect weather forecast of the NWPM but determined its control
actions under the assumption that the predictions were correct. As presented in Figure 3-4 ¢),
the forecasted outdoor temperature from the NWPM was used by the MPC controller. This

scenario demonstrated the practical potential of MPC.

The improved MPC scenario, MPC _esti in Figure 3-4 d), was proposed considering the
uncertainty of weather predictions in the MPC control strategy. As shown in Figure 3-4 d), the
error model described in Section 3.4.1 was integrated to improve the quality of forecasted
outdoor temperature from the NWPM, and then the high-quality estimated outdoor temperature
was used by the MPC controller. This scenario made the handling of the weather forecast

uncertainty straightforward, meanwhile maintaining the computationally tractable MPC.

3.5 MPC application in a heat prosumer with data centre waste heat
recovery and thermal energy storage

This section briefly introduces the method of MPC application on the supply side of DH

systems with distributed sources. It addressed the fourth research question - Question 4: What

is the system energy and economic performance when using MPC on the supply side of the DH

systems with distributed sources? A more comprehensive description of the methods can be

found in Paper 3.

Firstly, a typical DC waste heat-based heat prosumer with short-term TES was proposed and
its dynamic model was developed by Modelica language. Afterwards, the developed model
together with the economic boundary, future heating demand and system constraints formulated
the MPC optimization problem. Finally, the formulated MPC optimization problem was solved
on the JModelica.org optimization platform as described in Figure 3-1. The following content

presents the above steps and the research scenarios.
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3.5.1 System dynamic model

Figure 3-5 illustrates a typical DC waste heat-based heat prosumer with short-term TES. A
water tank thermal energy storage (WTTES) was chosen as the short-term TES in this work

because it is easily implemented and economically reasonable for DH systems [21].

Heat prosumer
From HE2

] |

MS

Short — term TES
Buildings

I Electricity

Legend

——>—— Pipeline of the city DH system
———>—— Pipeline of the heat prosumer’s local DH system
——>—— Pipeline of the cooling system in DC

———>—— Pipeline of the electrical grid

Figure 3-5. Typical data centre waste heat-based heat prosumer with short-term thermal

energy storage

A main substation (MS) is usually used to connect the city DH network with the distribution
network of the heat prosumer and to physically separate the flows so that the local DH system
of the heat prosumer can be managed independently from its city DH network. There are two
heat exchangers (HESs) in the MS, HEL is used to charge the WTTES and HE2 is used to supply
heat from the city DH network to the heat prosumer’s local DH network. A heat pump (HP)
was used to cool down the DC and harvest the DC waste heat for the heat prosumer’s local DH

network, as shown in Figure 3-5. There are usually two common connection ways between the
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DC and the DH systems: the return to supply (R2S) and the return to return (R2R) connection.
The R2S connection implies that water is extracted from the return pipe, heated to a proper
temperature, and then fed into the supply pipe of the DH system. The R2R connection implies
that water is extracted from the return pipe and heated to any temperature, because it already
has a higher temperature than the return water of the DH system, and fed into the return pipe
[56, 57]. In this work, the R2R connection was chosen, because it is preferable for low-
temperature heat sources and no extra heat sources are required to raise the temperature of water
delivered into the DH system [20, 56]. Finally, a cluster of buildings is the heat user, and a
circulator pump (CP) is used to circulate the hot water for the heat prosumer’s local DH

network.

The system dynamic model was based on the energy and mass flow exchanging connection
between the individual component models. The individual components consisted of the MS,
DC, buildings, WTTES, CP and pipeline, as shown in Figure 3-5. The energy and mass flow
exchanges between various components, as well as the modelling method for each component
of the MS, buildings, WTTES and pipelines, are elaborated in Paper 4. The modelling methods
of the DC’s HP and CP are discussed in this section.

Based on research [58], the operational conditions are the key factors that determine an HP's
electricity use, aside from the HP's inherent performance characteristics. The operational
conditions include the inlet and outlet water temperature as well as the water mass flow rate
both at the evaporator and condenser sides of an HP. Moreover, extensive measured data on
these operational conditions were available in this study. Therefore, an HP model including
these operational conditions was developed, as shown in Equation (29).

EHP =a: Tin,eva +b- Tout?eva +c- Tin?con +d- Tout,con + e Meyq
+ f - Meon

where Eyp is the simulated HP compressor power. Ti, epq aNd Toy enq are the inlet and outlet

(29)

water temperatures at the evaporator side. Ty, con and T,y con are the inlet and outlet
temperatures at the condenser side. m,,, and m,, are the water mass flow rate at the
evaporator and condenser sides, respectively. a, b, ¢, d, e, and f are the parameters needed to
be identified. In this work, the Evolutionary Engine provided by the Excel Solver was used to

identify these parameter values.
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To overcome pipeline hydraulic resistance and local pipeline accessory resistance, a CP was
employed to circulate warm water for the campus DH network. This work used a variable-speed
CP because it can dramatically minimize pumping electricity use [59]. The total pumping power
needed to circulate the water in a distribution system can be calculated by Equations (30) and
(31).

APV
Ecp = (30)
Ncp
AP = S - 1h? (31)

where Ep is the CP electricity use. V is the water volume flow rate. n.p is the total conversion
efficiency of the CP and was 0.7 in this study [60]. AP is the total pressure drop of the DH
distribution network. m is the mass flow rate of water. S is the resistance friction coefficient of
the DH distribution network that is related to the characteristics of the pipeline. One assumption
was adopted in this study: the water mass flow rate was regulated by the variable-speed CP,
and the pipeline valves had no actions. As a result, the resistance friction coefficient S was a

constant value that could be inferred from the DH system's design condition.

3.5.2 Optimization formulation

In this work, the MPC scheme employed an economic-related objective function to maximize
the heat prosumer’s economic performance. The heating and electricity price models described
in Section 3.2 were involved in this objective function as shown in Equation (32). However,
the monthly fixed fee involved in the power price and the annual fixed fee involved in grid rent
were not included, because they are not related to real-time electricity use. In addition, the
power link fee involved in the grid rent of electricity price model was not considered as well.
This is because only the electricity use for the HP and CP was involved in the optimization
problem, the electricity use for other equipment, lighting, etc. was not involved, but the power
link fee is charged based on the highest hourly total electricity use of the whole energy system.
Therefore, at each time step, the MPC controller solves the following optimization problem:
Minimize:

H
j EP(t) - Ous(®) - dt + LP - Qyrs
0

H
+ f (PPspo (t) + PPy, + GPene) ’ (EHP(t) (32)
0

+ Ecp(t)) - dt
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subject to:
Qus(t) < Qus p (33)
F(t,z(t)) =0 (34)
Fo(to, 2(ts)) = 0 (35)
7z, <2(t) < zy (36)

where H is the predictive horizon, which was 12 hours in this work. Q,s(t) is the heat flow
rate of MS at time t. QMS_p is the peak heat rate of MS, and it was a parameter to be optimized.
EP(t), LP, PPy,,(t), PPy, and GP,,. have been explained in Section 3.2. Moreover, Eyp(t)
and E¢p(t) are the electricity use of the HP and CP at time t, respectively. The equality
constraints of Equation (34) and Equation (35) are the system dynamics as explained in Section
3.5.1 and the initial condition of the system, respectively. Finally, Equation (36) defines the
inequality constraint including the technical operational constraints. z € R™z is the set of time-
dependent variables, which includes the manipulated variables u € R to be optimized, the
differential variables x € R™x, and the algebraic variables y € R". z; € [—o0,00]"z and z, €

[—o0, 0]"z are the lower and upper limits, respectively.

3.5.3 Simulation scenarios

Two research scenarios were proposed to evaluate the MPC scheme. The reference scenario
was based on an RBC strategy, as shown in Figure 3-6. A WCC was used to control the supply
water temperature of HE2 based on the outdoor air temperature. The water flow rate of HE2
was adjusted by a proportional-integral (PI) controller based on the feedback of return water
temperature. The reference values of return water temperature were obtained by the linear
regression based on the measured data of the case system, as explained in Paper 4. Another Pl
controller was used to determine the HP compressor power based on the feedback of the outlet
water temperature of the evaporator. The reference value of the outlet water temperature of the
evaporator was set as 6.5°C because most of the measured outlet temperatures of the evaporator
fluctuated between 6.0 and 7.0°C and the average value was 6.5°C based on the case system.
Finally, the charging and discharging processes of the WTTES were decided by a pre-defined

schedule elaborated in Paper 3.
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Figure 3-6. The scenario of rule-based control

The MPC scenario is illustrated in Figure 3-7. In this scenario, the building’s heating demand
and the energy price over the predictive horizon were incorporated into the MPC controller.
The controller evaluated the objective function with various manipulated variable trajectories
until an optimal trajectory was found. As presented in Figure 3-7, the manipulated variables
were the supply water temperature and water mass flow rate of the HEs, the water mass flow
rate of the WTTES and the power of the HP compressor. These manipulated variables were
constrained to their feasible regions in the real system, which formulates the technique
operational constraints of the MPC. The constraint settings for the supply water temperature
and water mass flow rate of the HEs, and the water mass flow rate of the WTTES were
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elaborated in Paper 4. Moreover, the upper bound and lower bound of the HP compressor
power were defined by the measured data. Another critical operational constraint was that the
DC cooling requirement had to be satisfied. In this work, the DC cooling requirement was
guaranteed by maintaining the outlet water temperature of the evaporator in the range of 6.0-
7.0°C, because the measured inlet water temperature and mass flow of the evaporator for the
case system were almost constant values while most of the measured outlet water temperature
of the evaporator fluctuated in the range of 6.0- 7.0°C.
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Figure 3-7. The scenario of model predictive control
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4  CASE STUDY

This chapter briefly introduces the case studies of the thesis. Firstly, the case study of an SH
system in a university building is described. This typical SH system was used for the study on
the demand side of the DH system. Afterwards, the campus DH system connected to the
described SH system is presented, which is a heat prosumer with DC waste heat. This campus
DH system was used for the study on the supply side of the DH systems.

4.1 Space heating system in a university building

A university building that is located in Trondheim, Norway was used as the case study for the
SH system, as shown in Figure 4-1 a). The building was built in 1962, and it has six floors with

a total floor area of 15 000 m2. This building is mainly used for education, offices, and
laboratory [61].

Space heating system
From DH system

]
—
[Q |
oW
.
—
[ |

To DH system e e e e e e e e e e e e ==

1. Heat exchanger
2. Radiator system
3. Mechanical ventilation system

a) The university building b) Space heating system in the building

Figure 4-1. The university building and its space heating system investigated in the case study

The SH system in this building is presented in Figure 4-1 b). A HE in the building heat
substation is used to connect the SH system and the campus DH system. The SH system
includes a radiator system and a mechanical ventilation system. The radiator system is used to
compensate for the heat loss to the environment through building envelopes, as well as heat the

entering cold air due to air infiltration. The mechanical ventilation system consists of several
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air-handling units (AHUS) and is used to heat the entering cold air due to mechanical ventilation

and provide the occupants with heated fresh air.

To improve the energy and economic performance of the SH system, the MPC scheme proposed
in Section 3.3 was tested on this university building by simulation. Meanwhile, the MPC
scheme integrated with the error model was simulated on this building as well. Table 4-1
summarizes the key information of the case building. Detailed information on the estimation

method of heat resistance and capacitance and the local heating prices can be found in Paper 1

and Paper 2.
Table 4-1. The key information of the case building

Category Parameter Value

Areas of building elements (m?) Exterior wall 5504
Roof 4315
Windows, doors, and glass 2293
Interior wall 8 256

U-values of building elements (W/( m?-K)) Exterior wall 0.35
Roof 0.35
Windows, doors, and glass 2.04

Specific heat capacities of elements (J/ m2-K)!  Exterior opaque 175 000
Interior wall 75 000
Air and furniture 10 000

Ventilation Air infiltration (h) 2.702
Mechanical ventilation (h) 0-1.50°
Temperature efficiency of heat 62
recovery (%)
Heated air volume (m?®) 73 600

Internal heat gains Equipment, lighting, person (W/ m?) 5.5-19.0°

1 Based on the thermal properties of the building, the European standard 1SO 52016-1 [47], and
the Norwegian standard SN-NSPEK 3031 [48].

2 Air change rate at 50 Pa, nso.

3 Based on the measurement data and the Norwegian standard SN-NSPEK 3031 [48].

4.2 DH system at a university campus

The campus DH system connected to the introduced SH system was used as the case study for
the heat prosumer, as presented in Figure 4-2. There is an MS to connect the campus DH system
with the city DH network via HEs, and hence the campus DH system can be managed
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independently. A DC acts as a DHS because the return water of the campus DH network is used
to harvest the DC’s waste heat by cooling down the high-temperature refrigerant vapour at the
HP condenser. The heat users in this campus DH system are buildings whose total building area
is about 300 000 m2, and more detailed information about the buildings can be found in research

[61].
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Figure 4-2. Campus district heating system

According to the measurement data from June 2017 to May 2018, as shown in Figure 4-3, the
total heating demand of the buildings was 32.8 GWh. The DC provided around 20% of the heat
for buildings, while the rest 80% of the heat was supplied from the city DH network via the
MS. Therefore, this campus DH system is a DC waste heat-based heat prosumer. Another
phenomenon observed in Figure 4-3 is that the buildings’ heating demand was not evenly
distributed and there were high peak loads from the MS, especially during the heating season.
The heating price model adopted by the local DH company takes peak loads into account, and
the peak load-related heating cost, LDC, accounted for about 26% of the total heating cost each

year. Paper 7 has proven that introducing a short-term TES, WTTES, for the case system was
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able to address the high peak load problem and improve the system’s economic performance
[21]. Moreover, an in-depth investigation of the optimal storage size of WTTES has been
conducted in Paper 4. Therefore, considering the trade-off between investment and heating
cost-saving, a WTTES with a storage volume of 900 m?, which was able to supply heat to the
campus DH system for up to 12 hours, was introduced in this study.

——Building heating demand =~ —— Waste heat from DC

Heat rate (MW)

0 T T T T T
Jun-2017  Aug-2017  Oct-2017 Dec-2017 Feb-2018  Apr-2018 Tun-2018

Date (month-year)
Figure 4-3. Heating demand and waste heat recovery of the campus district heating system
To further improve the economic performance of this DH system integrated with the DC waste

heat, the MPC scheme proposed in Section 3.5 was tested on this campus DH system by

simulation. Detailed simulation settings including the local heating and electricity prices, can
be found in Paper 3.
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5 RESULTS AND DISCUSSION

This chapter presents the key results of this doctoral work and answers research questions from
Question 2 to Question 4. The results evaluate the MPC schemes applied on both the demand

and supply side of a DH system and identify the effectiveness of the error model.

5.1 MPC performance in a building space heating system

This section summarizes the key results of the research in Section 3.3 on the MPC scheme
applied on the demand side of a DH system under perfect future disturbances. By presenting
the achieved indoor temperature, peak load shaving effect and heating cost saving in the
proposed research scenarios, it answers the second research question - Question 2: What is the
system energy and economic performance when using MPC on the demand side of the DH
systems? A more comprehensive elaboration on the results and the model validation can be

found in Paper 2.

5.1.1 Indoor air temperature

The proposed MPC scheme in Section 3.3 was tested on the case building by simulation for one
week (from 17th to 24th of January 2018), and measured outdoor air temperature was used in
this MPC scheme to explore its theoretical potential. Figure 5-1 shows the indoor air
temperature and the violation numbers of indoor temperature for the MPC scenario and its
corresponding RBC scenario. The indoor temperature was collected every ten minutes, and the
violation number was counted when the difference between the indoor temperature and the

reference value was higher than 0.5 K.
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Figure 5-1. Simulated indoor air temperatures for RBC and MPC scenarios
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According to the measured data and the Norwegian standard SN-NSPEK 3031 [48], the
reference indoor temperature values for the two research scenarios were both defined as 21°C
from 8:00 am to 10:00 pm and 19°C from 10:00 pm to 8:00 am, as shown by the red solid line
in Figure 5-1 a). The P controller in the RBC scenario was tuned to achieve the required indoor
temperature under all the conditions according to the principle of the actual building controller,
as shown by the black dash line in Figure 5-1 a). The proposed MPC scenario achieved better
indoor temperature control performance than the conventional RBC. As shown by the blue solid
line in Figure 5-1 a), the over-heating phenomenon that occurred in the RBC scenario was
effectively decreased in the MPC scenario, and the deviations between the indoor temperature
and its reference values were decreased as well. Furthermore, as presented in Figure 5-1 b), the
violation numbers of the indoor temperature were also decreased by the MPC control strategy
from 430 to 152, with a reduction of nearly 65%.

5.1.2 Peak load shaving

The proposed MPC scheme for the SH system incorporated the building thermal mass as TES
to shift the heat loads away from peak hours and realize peak load shaving. Figure 5-2 illustrates
the heat rate for the MPC and RBC scenarios.
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Figure 5-2. Simulated heat rates of space heating systems for RBC and MPC scenarios

As presented in Figure 5-2, significant peak loads were observed around 8:00 am in the RBC
scenario, when the reference values of the indoor temperature raised from 19°C to 21°C.
Meanwhile, these peak hours coincided with the occupancy as well. The MPC scenario,

however, handled this sudden rise of the reference indoor temperature by preheating the
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building one hour ahead (from 7:00 am to 8:00 am). Afterwards, the MPC control strategy
slightly lowered its heat supply for the building to avoid the peak loads that appeared in the
RBC scenario. Meanwhile, the indoor temperature of the MPC scenario was controlled at its
acceptable range, as shown in Figure 5-1. Therefore, the MPC scenario shifted part of its heat
load from the peak hours to the non-peak hours, and this heat load shifting contributed to its
peak load shaving effect.

5.1.3 Heating cost

The heating price model used in this work only considered the LDC and the EDC. Therefore,
the peak load and the heat use for the two scenarios are presented firstly. Figure 5-3 presents
the peak load and heat use for two scenarios. Coinciding with Section 5.1.2, the MPC scenario
presented a significant peak load shaving effect, and the peak load was decreased from 549 kW
to 506 kW, a reduction of almost 8.0% compared to the benchmark scenario RBC, as shown in
Figure 5-3 a). In addition, due to the elimination of the over-heating phenomenon, heating use
was saved as well in the MPC scenario. As presented in Figure 5-3 b), the MPC scenario saved
the heat use from 54.9 MWh to 53.1 MWh, with a heat use saving of around 3.2%.
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Figure 5-3. Simulated peak loads and heat use of space heating system for RBC and MPC

scenarios

Figure 5-4 presents the heating cost including the LDC and the EDC for different scenarios. In
the MPC scenario, both the LDC and the EDC were reduced because of the peak load shaving
and heat use saving effects brought by the MPC controller, as illustrated in Figure 5-4. As a
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result, the MPC scenario saved the heating cost from 38 600 NOK to 37 000 NOK, a weekly

heating cost saving of 4.1%.
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Figure 5-4. Simulated heating costs of space heating systems for RBC and MPC scenarios

5.2 MPC performance considering weather forecast uncertainty

This section summarizes the key results of the research in Section 3.4 on the weather forecast
uncertainty in the MPC scheme. By firstly evaluating the error model and then presenting the
achieved indoor temperature and heating cost saving in the proposed research scenarios, it
answers the third research question - Question 3: What is the impact of weather forecast
uncertainty on MPC performance, and how to handle it? A more comprehensive elaboration on

the results and the error model can be found in Paper 2.

5.2.1 Evaluation of error model for weather forecast

Two more MPC scenarios, one directly using the weather forecast data and one using the
estimated weather data generated by the error model, were tested during the same week (from
17th to 23rd of January 2018). Figure 5-5 presents the comparison between the forecasted and
the actual outdoor temperature during the simulation period. The weather forecast data were
given by the archived forecasts of the NWPM, MetCoOp Ensemble Prediction System (MEPS),
which is cooperated by the meteorological services of Norway, Sweden, and Finland. The
location of the case building was used as the input for the NWPM to download the
corresponding historical weather forecast data. As shown in Figure 5-5, the deviations between

the forecasted and the actual outdoor temperature were large and most of the forecasted values
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were lower than the actual values. The mean value of these deviations was -2.7 K, and the
maximum deviation was -9.2 K. To improve the quality of MEPS forecasted outdoor
temperature as shown in Figure 5-5, the error model proposed in Section 3.4.1 was used to
estimate the prediction error of MEPS, and then the estimated MEPS prediction error together
with the MEPS forecasted outdoor temperature were combined to generate a sequence of
estimated outdoor temperature. According to [62, 63], the accuracy of these estimated outdoor
temperatures was quantified using a standard metric, root mean square error (RMSE). RMSE

represents the sample standard deviation of the differences between predicted values and actual

values.
—Actual MEPS forecast
10 4
£ 51
g
E 0~
k)
g 5
5] Vg
e
= -10 1
=)
=
= -15 4
e}
=20 T T T
17-Jan-2018 19-Jan-2018 21-Jan-2018 23-Jan-2018

Time (day-month)
Figure 5-5. Forecasted and actual outdoor air temperature

Figure 5-6 presents the RMSEs of each hour in the predictive horizon, in which the black line
represents the RMSE of the MEPS forecasted outdoor temperature, and the orange line
represents the RMSE of the estimated outdoor temperature. The predictive horizon was 12
hours in this work, and hence the X-axis of Figure 5-6 ranged from 1 to 12. In addition, the
studied typical week had 168 hours, and therefore the RMSEs of each hour in the predictive
horizon were calculated based on 168 pairs of data including actual and predicted values. As
presented in Figure 5-6, the RMSEs of the forecasted outdoor temperature direct from MEPS
were larger and fluctuated around 4.2 K for each hour in the predictive horizon. In contrast,
after introducing the error model for MEPS forecasted outdoor temperature, the accuracy of the
outdoor temperature was increased. As shown in Figure 5-6, the estimated outdoor temperatures
had higher accuracy with the lower RMSEs from 0.5 to 4.2 K, especially for the near future as

presented on the left side of Figure 5-6.
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Figure 5-6. RMSEs of the MEPS forecasted and the estimated outdoor temperature

5.2.2 Indoor air temperature

Figure 5-7 presents the indoor air temperature and its reference values for different scenarios.
Moreover, the violation numbers of the indoor temperature are presented in Figure 5-8. The
indoor temperature reference values and violation numbers were set as described in Section
5.1.1. The ideal MPC scenario that used the measured outdoor air temperature, MPC_actu,
demonstrated the theoretical control performance of the MPC and it coincides with the MPC
scenario in Section 5.1.1. This ideal MPC scenario eliminated the over-heating phenomenon
occurring in the reference scenario RBC, and reduced the deviations between indoor

temperature and its reference values. The violation numbers were decreased from 430 to 152,

with a reduction of almost 65%.
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Figure 5-7. Simulated indoor temperature for RBC and MPC scenarios

68



RESULTS AND DISCUSSION

600 1
517

500 A

430

400 A

300 A

Violation numbers

200 A 152
113

100 A

RBC MPC _fore MPC esti MPC actu

Figure 5-8. Simulated violation numbers of indoor temperature for RBC and MPC scenarios

The standard MPC scenario that directly used weather forecast outdoor air temperature,
MPC_fore, presented the practical indoor temperature control performance of MPC, as
depicted in Figure 5-7 by the green solid line. The MEPS forecasted outdoor temperature was
directly used by the MPC controller in this scenario. Due to receiving inaccurate outdoor
temperature, this scenario did not perform well, especially when the MEPS forecasted weather
largely varied from the actual one. The over-heating phenomenon in this scenario was even
worse than that in the reference scenario RBC, as shown in Figure 5-7. In addition, compared
to the reference scenario, RBC, the deviations between the indoor temperature and its reference
values were increased and the violation numbers of the indoor temperature were even higher,
an increase of 20%, as shown in Figure 5-8. Due to receiving the low-quality predictions for
the future weather, this standard MPC scenario presented even worse control performance than

the conventional RBC in terms of the indoor temperature.

In contrast, the improved MPC scenario that used the estimated outdoor air temperature from
the error model, MPC _esti, was able to guarantee satisfying indoor temperature by introducing
the error model. As presented in Figure 5-6, the error model together with the MEPS forecasted
outdoor temperature generated the high-quality estimated future outdoor temperature, and then
the estimated outdoor temperature was used by the MPC controller in this scenario. Due to
receiving the high-quality weather data, this scenario achieved almost the same indoor
temperature control performance as the ideal MPC scenario, as depicted in Figure 5-7 by the
orange solid line. The over-heating phenomenon was removed and the deviations between the
indoor temperature and its reference values were small in this scenario. Moreover, as presented

in Figure 5-8, the violation numbers of the indoor temperature dropped by almost 80%
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compared to the standard MPC scenario (MPC_fore) and by 73% compared to the reference
scenario RBC.

5.2.3 Heating cost

The heating cost was charged based on the peak heat rate and the heat use of end-users. Figure
5-9 presents the peak heat rate for different scenarios. The ideal MPC scenario, MPC_actu,
presented a remarkable peak load shaving effect with a reduction of 8.0% compared to the
reference scenario RBC. However, due to receiving inaccurate weather data, the peak load
shaving performance of the MPC deteriorated. As shown in Figure 5-9, the standard MPC
scenario, MPC_fore, shaved the peak load by only 3.6% compared to the reference scenario
RBC. In contrast, introducing the error model was able to improve the peak load shaving
performance of MPC a bit. As the improved MPC scenario (MPC_esti) showed, the peak load
was decreased by 4.6%, which was higher than the standard MPC scenario (MPC_fore).
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Figure 5-9. Simulated peak load for RBC and MPC scenarios

Figure 5-10 presents the heat use for different scenarios. The ideal MPC scenario, MPC _actu,
demonstrated the theoretical heat use saving potential of the MPC, with a heat use saving of
3.3%. However, the low-quality predictions of weather degraded the heat use saving
performance of the MPC. As the standard MPC scenario (MPC_f ore) showed, its heat use was
almost the same as the reference scenario RBC. In this scenario, its MPC controller received
lower forecasted outdoor temperatures, which led to incorrect control actions of MPC. The
MPC controller provided more heat than the building demand and hence resulted in the over-
heating phenomenon and heat waste. Introducing the error model was able to improve the
quality of weather information and significantly improve the MPC performance in terms of heat
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use saving. As shown in Figure 5-10, the improved MPC scenario (MPC _esti) reduced the heat

use by 3.0%, which was very close to the theoretical heat use saving potential of the MPC.
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Figure 5-10. Simulated heat use for RBC and MPC scenarios

Figure 5-11 presents the heating cost for different scenarios. The theoretical heating cost saving

was 4.1%, as the ideal MPC scenario MPC_actu showed. The standard MPC scenario,

MPC_fore, saved only 0.7% of heating cost compared to the reference scenario RBC. The

heating cost saving performance of the MPC was degraded a lot due to the low-quality weather

forecast information. However, introducing the error model for the weather forecast brought

remarkable improvement in terms of heat use saving for the MPC controller, as described

above. Therefore, about 3.4% of the heating cost was saved by the improved MPC scenario
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Figure 5-11. Simulated heating costs for RBC and MPC scenarios
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5.3 MPC performance in a heat prosumer with data centre waste heat
recovery and thermal energy storage

This section summarizes the key results of the research in Section 3.5 on the MPC scheme
applied on the supply side of a DH system with distributed sources. The DH system used in the
case study is a heat prosumer with DC waste heat. By presenting the DC performance, the local
DH system performance and the overall performance of heat prosumer in the proposed research
scenarios, it answers the fourth research question - Question 4: What is the system energy and
economic performance when using MPC on the supply side of the DH systems with distributed
sources? A more comprehensive elaboration on the results and the model validation can be

found in Paper 3.

5.3.1 Data centre performance

This simulation-based study was conducted during the heating season (from October to April)
of the year 2017- 2018. January and April of 2018 were chosen as the typical month for the
midwinter and the transitional period, respectively, to conduct the study. The outlet temperature
of the evaporator, the coefficient of performance (COP) of the HP, and the electricity use of the
HP were used as indicators to evaluate the DC performance. Figure 5-12 presents the outlet
temperature of the evaporator in January and April, respectively. Two obvious phenomena can
be observed: 1) Both the MPC scenarios had smaller outlet temperature fluctuating ranges
compared to the RBC scenarios, especially in April; 2) Both the MPC scenarios preferred lower
outlet temperatures with average values of 6.0 and 6.1°C, respectively. The average values of
the outlet temperatures were 6.5°C in the RBC scenarios. Moreover, one conclusion was
obtained as well: the cooling requirement of DC was satisfied in both MPC and RBC scenarios
because most of the outlet water temperatures of the evaporator were within its feasible region
from 6.0 to 7.0°C.
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Figure 5-12. Simulated outlet temperatures of the evaporator for RBC and MPC scenarios (a)
January 2018 (b) April 2018

Figure 5-13 presents the COPs of HP in January and April. Similar to the outlet temperature of
the evaporator, the COPs of the HP in the MPC scenarios varied within a smaller range
compared to the RBC scenarios, especially in April. In terms of the average value of COP, the
MPC scenario was higher than that of the RBC scenario in January, with values of 3.1 and 2.9
respectively. However, the average value of COP in the RBC scenario was a bit higher than
that of the MPC scenario in April, with values of 3.1 and 3.0 respectively. These results

indicated that the MPC scheme was more robust than the RBC scheme expressed by the smaller
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fluctuating ranges of both the outlet temperature of the evaporator and the COP of the HP,

which are crucial for the DC cooling system's safe operation.
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Figure 5-13. Simulated COPs of the heat pump for RBC and MPC scenarios (a) January 2018
(b) April 2018

Figure 5-14 presents the monthly electricity use of the HP for two scenarios, respectively. Two
main phenomena can be noticed in Figure 5-14: 1) The MPC scenarios used more electricity
for HPs than the RBC scenarios in both January and April; 2) The electricity use of the HP in
the MPC scenarios had no big difference in January and April, while the RBC scenario used
much more electricity in January than in April. These phenomena indicated that the electricity
use of the HP in the MPC scenarios was much more stable, and the MPC scenarios preferred to
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generate more waste heat from the HP by using more electricity because the COPs of the HP
were always higher than 1.0 and maintained at around 3.0-3.1.
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Figure 5-14. Simulated electricity use of heat pump for RBC and MPC scenarios

5.3.2 Local district heating performance

Peak heat rate and heat use were chosen as the indicators to evaluate the performance of the
local DH system. Figure 5-15 presents the peak load of the MS for the two scenarios in January
and April, respectively. As shown in Figure 5-15, both MPC scenarios, in January and April,
took better advantage of the WTTES flexibilities, which was demonstrated by the lower peak
loads compared to their corresponding RBC scenarios. In January, the peak load of the MPC
scenario dropped to around 10.9 MW, a reduction of about 5.6% compared to the RBC scenario.
In April, the peak load reduction of the MPC scenario was even more, with a reduction of almost
12.0% compared to the RBC scenario. Figure 5-16 presents the heat use of the local DH system
for two scenarios in January and April, respectively. As shown in Figure 5-16, each MPC
scenario saved the heat use compared to its corresponding RBC scenario, with savings of 2.0%

and 3.7%, respectively.
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Heat use (GWh)

Month

Figure 5-16. Simulated heat use for RBC and MPC scenarios

5.3.3 Overall performance of heat prosumer

The total energy use and energy bill were used to evaluate the heat prosumer’s overall
performance. Figure 5-17 presents the monthly total energy use for the two scenarios. The
energy use included the heat supplied from the MS and the electricity supplied to power the
DC’s HP and the CP. One obvious result that can be noticed in Figure 5-17 was that both the
MPC scenarios preferred to use more electricity but less heat. In January, the heat supplied from
the MS for the MPC scenario was decreased by 2.0% compared to the RBC scenario. In contrast,

more electricity was used in the MPC scenario, with an increase of 8.1%. A similar phenomenon
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could be found in April as well: the heat use decrease was 3.7% and the electricity use increase
was almost 19.0% in the MPC scenario. This result can be explained by the following reason:
the MPC scenarios tended to gain heat as much as possible from the HP of DC to achieve the
maximum economic performance because the COPs of HP were always higher than 1.0 and
maintained at around 3.0-3.1. For example, to supply 3.0 kWh of heat for the heat user, the
electricity use of HP would be only around 1.0 kWh while the MS would need to supply exactly
3.0 kwh heat. Meanwhile, the prices of electricity were only a bit higher than the heat during
the studied period. Therefore, gaining heat as much as possible from the HP was the way that
the MPC scheme used to achieve the maximum possible economic performance, and this will

be further illustrated in the following text.
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Figure 5-17. Simulated energy use for RBC and MPC scenarios

Figure 5-18 presents the monthly total energy bill for the two scenarios. The energy bill
consisted of heating cost and electricity cost. Thereof, the heating cost included the LDC based
on the heat user’s peak load and the EDC based on the total heat use of the heat user. There
were several similar results presented both in January and April as follows: 1) Both the MPC
scenarios saved the total energy bill compared to their corresponding RBC scenarios, with
savings of 1.8% and 3.2% in January and April, respectively; 2) Both the MPC scenarios
reduced the heating costs, which were brought by both the reductions of the LDC and the EDC,
with the reduction of 2.3% and 5.1% in January and April; 3) Both the MPC scenarios increased
the electricity cost due to the increased electricity use as explained by Figure 5-17. The

increases were 8.2% and 19.1% in January and April, respectively. However, the electricity
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cost accounted for less than 10% of the total energy bill and hence the increased electricity cost
was not able to impair the total economic performance of MPC scenarios. Based on the above
analysis, one important result was found as follows: the MPC scheme made an optimized trade-
off between the heat use and the electricity use to achieve the possible maximum economic

performance of the heat prosumer.
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Figure 5-18. Simulated energy bill for RBC and MPC scenarios
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6 CONCLUSIONS

This chapter highlights the key results of this thesis. Section 6.1 presents the key conclusions,
while Section 6.2 acknowledges the limitations of this doctoral work. In Section 6.3,

recommendations for future research are given.

6.1 Concluding remarks

This thesis aimed to contribute to the implementation of MPC in DH systems that are dedicated
to Nordic climate conditions to improve the energy and economic performance of the system.

The most important conclusions are listed as follows.

Firstly, the MPC application on the demand side of the investigated DH system can realize the
intelligent management of SH systems, as the building dynamic model, future disturbances,
energy price, energy demand, and intelligent algorithms are incorporated into the controller.
Particularly, the passive thermal mass storage of the buildings can be considered as TES in the
MPC strategy to further improve the system's economic performance. The case study indicated
that the MPC scheme with perfect future weather information could cut the weekly heating cost
by 4.1% and decrease the violation numbers of indoor temperature by 65% compared to the
current RBC strategy. However, the weather forecast uncertainty impaired these benefits
brought by using the MPC, which was illustrated by the deteriorated economic performance of
the SH system when the MPC scheme directly used weather forecast information. The MPC
scheme with direct weather forecast information cut the heating cost by only 0.7% and even
increased the violation numbers of indoor temperature by 20% compared to the RBC strategy.
Introducing the error model for the MPC scheme was proven an efficient way to tackle the
weather forecast uncertainty existing in the practical MPC. Therefore, the second important
conclusion is obtained: introducing the error model for the MPC scheme was able to address
the weather forecast uncertainty and hence achieve almost the full theoretical potential of the
MPC in terms of heating cost-saving and indoor temperature control. The MPC scheme with
weather forecast information and the error model cut the weekly heating cost by 3.4% and
decreased the violation numbers of indoor temperature by 73% compared to the RBC strategy.

Lastly, the MPC application on the supply side of the investigated DH system can obtain the

optimal heat supply allocation between the multiple heat sources and hence further improve the

79



CONCLUSIONS

economic performance of the DH system after introducing DC waste heat. The case study
indicated that the MPC scheme was more stable and robust expressed as the smaller fluctuating
ranges of both the outlet temperature of the evaporator and the COP of the HP in DC, which
are crucial for the DC cooling system's safe operation. In addition, the MPC scheme took better
advantage of the WTTES flexibilities, which was demonstrated by the lower peak loads. The
peak load reduction of the MPC scheme was up to 12.0% compared to the RBC strategy.
Finally, the MPC scheme tended to gain waste heat as much as possible from the DC by using
more electricity for the HP but extracting less heat from the MS to achieve the maximum
possible economic performance, and the resulting monthly energy cost saving was up to 3.2%.
In total, the MPC scheme made an optimized trade-off between heat use and electricity use to

achieve the best economic performance of the heat prosumer.

6.2 Limitation

The first limitation comes from the RC model used in the research on the MPC application on
the demand side of the DH system. As for the parameter settings of the RC model, it is
commonly conducted either by estimation methods if the detailed information of the building
geometry and thermal properties is well-known, or by system identification methods that use
historical measured data to tune the values of the parameters, or a mix of both [64]. In this work,
the parameter values of the RC model were determined by an estimation method according to
the known detailed information of the case building, the on-site measured data, and the
recommended values in the European standard I1SO 52016-1 [47], which results in a white-box
RC model. However, for many buildings, detailed building information and complete on-site
measured data are often unavailable. In this case, it is challenging to develop a white-box model

based on the limited information about the building.

The second limitation is the objective function used in the research on the MPC application on
the supply side of the DH system. The objective function was set to minimize the energy bill of
the system by incorporating the heating and electricity costs. Spot price-related components
account for a large share of both the heating and electricity costs according to the local DH
company [65] and the power supplier company [66]. Therefore, the MPC controller tended to
control both the MS and the HP providing more heat and storing the heat in the TES during the
low spot price period and then reusing the heat during the high spot price period to minimize

the energy bill. However, the objective function based solely on the energy bill may cause an
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increase in CO2 emissions. Time-varying CO> intensity was commonly used to evaluate the
CO- emissions of electricity generation, and the low CO intensity period does not coincide
with the low spot price period in some countries [28, 67]. In Norway, electricity is mostly
generated from hydropower, which features lower CO: intensities. However, the interaction
between the continental European and the Norwegian power grids significantly increases the
CO:z intensity, i.e. the CO: intensity is increased a lot when importing electricity from other
European countries. The Norwegian hydropower reservoirs are generally operated in a cost-
optimal way, with electricity imported at night when electricity is cheap and exported to
continental Europe during the day when electricity is expensive, which results in the negative
correlation between the spot price and the CO> intensity [67]. Figure 6-1 shows one example
that is from the research [67] to explain it. For the illustrated biding zone in Norway, electricity
is generated from hydropower during the high demand period (high spot prices), which results
in low CO: intensities. In contrast, electricity is imported from continental Europe during the
low demand period (low spot price), which results in high CO: intensities. This negative
correlation between the spot price and the CO> intensity results that the proposed MPC scheme

may increase CO2 emissions despite the reduction of the energy bill.
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Figure 6-1. Hourly CO; intensities and spot prices for a biding zone in Norway [67].

6.3 Future research

Possible future studies are suggested based on the presented research results and the

acknowledged limitations.

Firstly, a more generalized research method to set the parameter values of the RC model is
needed. Using system identification techniques to develop a grey-box RC model may be one
way when the building information is limited. A grey-box RC model builds the model structure
using the system's dominating physical attributes and estimates the model parameters using

measurement data. Grey-box models have better generalization properties and usually require
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less building information compared to white-box models. Therefore, to have a more generalized
research method, a grey-box RC model may be developed in future work to test the MPC

schemes proposed in this work.

Secondly, with the concerns of energy and climate crisis, it is better to involve CO2 emissions
as one performance target in the objective function of the MPC that is applied on the supply
side of the DH system. The objective function of the MPC can be set by adding a weighting
factor for the energy costs and a weighting factor for the CO» emissions. These two weighting
factors can be adjusted either to balance the performance of the MPC with respect to both targets
or to minimize it with respect to one target of particular interest. To achieve this goal, the
method to determine the time-varying CO: intensity for the biding zone where the case system

is located may be investigated firstly in future work.
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Space heating accounts for a significant share of a building's energy use; moreover, occupants' desires for
better thermal comfort may further increase the energy use and peak load of the space heating system,
as well as its total energy cost. The goal of this study was to use an optimal control technique: model-
based predictive controller, to improve the energy and economic performance of space heating sys-
tems with satisfying indoor temperature. The proposed optimal controller incorporated the dynamic
energy prices, the disturbances from weather and occupancy, as well as a nonlinear system dynamic
model that considered the building thermal mass as thermal energy storage. The model-based predictive

Keywords: . . . . S .
Thermal energy storage controller was tested by simulation on a university building in central Norway, and its control perfor-
Peak load mance was compared to a conventional rule-based control approach, which is currently employed by the

case system. The model-based predictive controller's effectiveness was demonstrated by a 2.8% reduction
in heat use, 8.8% shaving in peak load, 3.8% saving in heating cost, and a 59% drop in indoor temperature
violation. Furthermore, a sensitivity study revealed that the model-based predictive controller still
maintained high energy and economic performance even under lightweight building constructions with

Heating cost
Indoor temperature
Optimal control

decreased building thermal mass.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

The energy use of buildings accounts for a large share of total
energy use and significantly contributes to global warming. In the
European Union (EU) countries, buildings are responsible for nearly
40% of the total energy use and about 36% of the total greenhouse
gas emissions [1]. Among buildings' energy use, heating and cool-
ing accounts for a significant portion and plays a crucial role in the
EU's ambition to transition into a clean and carbon-neutral econ-
omy by 2050. According to 2019 figures from Eurostat, approxi-
mately 75% of heating and cooling is still generated from fossil fuels
while only 22% is generated from renewable energy [2]. As a result,
reducing the energy use of the heating and cooling sector is
imperative, and many researchers contribute to it by exploring
different techniques. Regarding the cooling system, some re-
searchers focus on the techniques of energy monitoring and diag-
nosis to facilitate energy use saving. Sorrentino et al. proposed a
method, which joints deployment of two estimators, for online

* Corresponding author.
E-mail address: juan.hou@ntnu.no (J. Hou).

https://doi.org/10.1016/j.energy.2022.124157
0360-5442/© 2022 Elsevier Ltd. All rights reserved.

monitoring of cooling load supplied by Telecommunication (TLC)
cooling systems. The results confirmed the suitability of the pro-
posed procedure as a reliable and effective energy monitoring and
diagnostic tool for TLC applications [3]. Afterwards, D'Aniello et al.
deepened the theme of monitoring and energetic diagnosis of TLC
central offices, via the development and application of innovative
performance parameters [4]. Meanwhile, Sorrentino et al. devel-
oped a model-based tool for advanced monitoring and diagnosis of
TLC sites, and pointed out that the proposed diagnostic tools could
be embedded in advanced energy intelligence platforms [5].
Despite building cooling being an important element of the
decarbonisation policy, the building heating system plays an even
more important role in the EU's residential sector. In the EU resi-
dential sector, around 80% of the buildings' energy use is for heating
purposes including space heating (SH) and domestic hot water,
especially during the winter season [6]. This figure indicates that
minor energy savings in building heating systems might have a
significant impact on the energy use of the building sector, and
hence on the energy use of the entire energy system. Therefore, this
study focus on exploring techniques for reducing the energy use of
building heating systems. Nevertheless, there is a growing trend for
building occupants to demand higher thermal comfort, which may
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result in increased building energy use. As a result, building heating
system control must make a trade-off between the two conflicting
goals: 1) improve thermal comfort, and 2) reduce energy use as
well as energy costs. The application of intelligent control tech-
niques for the SH system may be one way to achieve the above
conflicting goals simultaneously [7]. Model predictive control
(MPC), originated in the process industries (oil refineries, chemical
plants, etc.), is an ideal intelligent control strategy to deal with an
optimal control problem of buildings [8]. In the presence of dis-
turbances and constraints, an MPC controller in a building employs
a dynamic building model to predict the building's thermal
behaviour and outputs a control vector minimizing an objective
function over the prediction horizon. MPC is a potential control
solution that may be focused on the reduction of energy use, energy
cost, and associated greenhouse gas emissions while maintaining
and potentially improving occupant comfort [9].

The suitability of MPC to tackle the optimal control of the SH
system has been proven both by theory and real-life experiments.
Aoun et al. proposed a mixed-integer linear programming-based
MPC strategy to improve the operation of the SH systems in
buildings. The proposed methods were tested by numerical simu-
lation method, and the simulation results showed that the adopted
MPC proved to be more cost-effective than the conventional
weather compensation controller (WCC), while maintaining satis-
fied indoor temperature [10]. Seal et al. implemented a centralized
MPC for a zone with a hybrid electric heating system, considering
indoor temperature and energy management. Results showed that

Energy 253 (2022) 124157

a 13.5% reduction of the energy cost was achieved by the proposed
MPC during a 7-day simulation period [11]. Lawrynczuk et al.
investigated the optimization of an underfloor electric heating
system in a residential building by using an MPC controller.
Simulation results demonstrated the effectiveness of the MPC
regarding energy use saving, and around 1430 kWh electricity was
reduced during the investigated heating season [12]. Privara et al.
explored applying an MPC controller for the building heating sys-
tem. The MPC controller was tested on a real university building.
During the studied heating season, the achieved energy savings by
the MPC controller were 17—24% compared to the conventional
controller [13]. Similarly, Siroky et al. analysed the implementation
of MPC for the SH system in buildings and tested the proposed
methods on a real building. Two months’ experiments showed that
the energy savings potential of the investigated building were 15%—
28% by using an MPC controller [14].

Another benefit from the implementation of MPC in building
energy systems is that thermal energy storage (TES) can be easily
incorporated into the MPC design. TESs together with control
techniques are becoming increasingly significant in shifting the
peak energy demand and consequently reducing the system energy
cost. For example, the peak energy demand contributes signifi-
cantly to the energy cost for both heat suppliers and heat users in a
district heating (DH) system. Regarding the heat supplier side, the
peak loads decide the installed capacity of the heat production
plants, which directly affects the investment and operation costs of
the plants [15]. In some cases, peaks loads are provided by fossil-

Nomenclature

Abbreviations

AHU Air-handling unit

CV(RMSE) Coefficient of variation of the root mean square error
DH District heating

FXC Fix component

HDC Heat demand component

LDC Load demand component

MPC Model predictive control

NLP Nonlinear programming

NMBE Normalized mean bias error

NMPC Nonlinear model predictive control

RBC Rule-based control

RC Resistance-capacitance

SH Space heating

SSE Sum of squared errors

TES Thermal energy storage

TLC Telecommunication

VFC Volume flow rate component

WCC Weather compensation controller

Symbols

a Characteristic coefficient of the radiator [—]
C Heat capacitance [J/K]

[ Specific heat capacity [J/(kgeK)]

EP Heat demand component price [NOK'/kWh]
F Surface area [m?]

H Predictive horizon [h]

K Equivalent heat transfer coefficient [W/(m?eK)]

LP Load demand component price [NOK/KW/month]

m Water mass flow rate [kg/s]

N Number of radiator sections [—]

Q Heat flow rate [W]

R Heat resistance [(mZeK)/W]

T Temperature [°C]

w Weighting factor [—]

Qp Peak heat rate of space heating system [W]

Vair Mechanical ventilation volume flow rate [m?/h]

nr Temperature efficiency of heat recovery in the
mechanical ventilation system [%]

Subscripts

env Building envelopes

ia Indoor air

in Internal heat gains

ma Internal thermal mass

n Radiator section

oa Outdoor air

ra Radiator

sh Space heating

ven Ventilation

win Windows

ie Indoor air and the building envelopes

o,e Outdoor air and the building envelopes

i,m Indoor air and the interior thermal mass

Superscripts

ref Reference

! The currency rate between NOK and EUR can be found from https://www.xe.com/, in this study 1 EUR = 10.0 NOK.
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based boilers, which makes peak load shaving even more impera-
tive [16]. This is why many heating suppliers include the peak loads
of heat users as an important component in their heating price
models. For instance, a survey on Swedish heating price models
finds that around 87% of the investigated heating price models take
heat users' peak load into account, with the peak load charging fee
accounting for 10—50% of the total heating cost for the heat users
[17]. Therefore, the investigation of control techniques integrated
with TESs has attracted lots of attention in recent years. Some re-
searchers have investigated the possibility of reducing energy costs
by introducing a borehole TES or a water tank as TESs into building
heating systems and incorporating these TESs with control tech-
niques. Rohde et al. introduced an ice TES and a borehole TES into
an integrated heating and cooling system for a building complex.
Afterwards, a dynamic optimization control technique was applied
to optimize the system operation. The simulation results showed
that the electricity use of the system was reduced by about 5% for
the analysed year [18]. Similarly, Li et al. introduced a water tank
and a borehole TES to a campus DH system, and incorporated these
TESs with control techniques to improve system performance in
terms of energy, economy and environment. The simulation results
showed the effectiveness of the proposed method with an annual
energy cost saving of 5—6% and CO, emission reduction of up to 8%
[19]. However, integrating these TESs into buildings necessitates
additional initial investment as well as maintenance costs. Build-
ings with large thermal mass, in fact, can be used as short-term
TESs and have been proven to have large energy flexibility poten-
tial that allows peak load shaving and energy cost-saving [20].
Therefore, many researchers have started to explore the potential of
integrating building thermal mass with control techniques, espe-
cially with MPC control strategy, to reduce the energy cost of the
building heating system.

Dominkovi¢ et al. investigated the potential of using building
thermal mass as TESs for DH systems to optimize the energy sys-
tems' operation from the energy supply side, whose cost function
was set to minimize the energy plants’ investment, operating and
maintenance costs, as well as their fuel costs and CO, emission
costs. Simulation results showed that the building thermal mass
could be used as intra-day storage to perform peak load shaving,
and the operational cost saving of the investigated DH system was
up to 4.6%, which was originated from the less utilized peak boilers
and more effectively utilized solar thermal sources [21]. Pedersen
et al. studied incorporating the building thermal mass as TES into
an MPC scheme to perform peak load shaving and reduce heating
costs for an individual electrical heating system. The cost function
was set to minimize the electricity cost used by the SH system.
Simulation results showed that around 6% of the electricity cost can
be saved for the heat user [22]. Hu et al. designed an economic MPC
controller for floor heating systems considering building thermal
mass as TES. Simulation results showed that the designed MPC
controller was able to utilize the thermal mass of the building to
optimally shift energy use to low-price periods [23].

In summary, MPC assists in realizing the energy-efficient oper-
ation of the building heating system and ensuring satisfying indoor
temperature. Moreover, the incorporation of the building thermal
mass into an MPC controller as TES can lead to further improve-
ments. However, as pointed in Ref. [24], the MPC's performance
may vary depending on the building type and climate conditions.
Therefore, further research on the application of MPC in various
types of buildings under various climate conditions is required.
Additionally, most previous research focused on the implementa-
tion of linear MPC in building heating systems. The dynamics of a
building heating system, however, are usually nonlinear, especially
in the case of a hydronic heating system connected to a DH system.
Typical building heating systems connected to DH networks are
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comprised of hydronic heat emitters, such as radiators, that are
characterized by nonlinearities in their heat rate output driven by
the temperature difference between the radiator and room [25]. In
areal DH system, the supply water temperature and the water flow
rate for a radiator system are often used as the manipulated vari-
ables to achieve the desired heating rate. As a result, a nonlinear
radiator model involving the supply water temperature and the
water flow rate as the manipulated variables may support the
simulation of the real control strategy. Therefore, the purpose of
this study was to explore the utilization of nonlinear MPC (NMPC)
for SH systems of university buildings in Nordic climates. A uni-
versity building located in Trondheim, Norway, was selected as the
case study, which has detailed measurements from the building
energy management system to support the research. The proposed
NMPC controller optimized the operation of the building SH sys-
tem, making a trade-off between the heating costs and the indoor
temperature, while taking into account future disturbances
(weather and occupancy), energy price, and energy demand. The
main contributions of this study are summarized as the following.
Firstly, this study investigated a university building located in
central Norway, whose building type and climate zone are rarely
addressed by previous studies. Secondly, this research proposed
and validated a nonlinear dynamic model that can be used in NMPC
controllers, enabling a reasonable compromise between the model
accuracy and computational tractability. Finally, a sensitivity study
was carried out to assess the impact of building thermal mass on
MPC performance, providing a full picture of MPC's effectiveness
over a wide variety of building constructions, from lightweight to
heavyweight.

The remainder of this article is organised as follows. Section 2
presents the modelling approach for the nonlinear system model,
the formulation method of the objective function and constraints
for the MPC, and the optimization framework to solve the MPC.
Section 3 introduces the case study and research scenarios. Section
4 shows the model validation and the simulation results. Section 5
conducts a sensitivity analysis to investigate the impacts of building
thermal mass on the MPC performance, and discusses the limita-
tion of this study. Finally, in Section 6, conclusions are summarized.

2. Method

This section firstly presents the modelling methods for the
building and SH system, and then detailed information on the
formulation of MPC and the optimization framework is introduced.

2.1. System model

As highlighted in Ref. [8], the performance of MPC strongly
depends on its embedded model, and developing an appropriate
model is typically the most challenging part when designing an
MPC controller. The main factor driving how to develop an appro-
priate model is the compromise between the model accuracy and
computational tractability. The model must be accurate enough to
predict the thermal behaviour of buildings, meanwhile, it should be
as simple as possible to be computationally tractable and numerical
stable [26]. Among commonly used models, the resistance-
capacitance (RC) model has been demonstrated to be reliable and
precise in predicting the thermal behaviour of buildings [27].
Therefore, an RC model was developed to capture the key charac-
teristics of the building. The model was built by using the Modelica
language, which is an object-oriented language to conveniently
model physical systems [28]. Fig. 1 illustrates the components of
the developed RC model and the heat fluxes exchanging among
them.

The model mainly consists of four components including the
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Fig. 1. Schematic of building resistance-capacitance model structure.

internal thermal mass, indoor air, building envelopes, and outdoor
environment. Due to the low solar radiation in the analysed loca-
tion during the study period, solar radiation was not taken into
account in this study [29]. In addition, this study aimed to incor-
porate the building thermal mass as TES into the MPC controller to
further improve the energy and economic performance of the
system. Therefore, as presented in Fig. 1, a third-order RC model
was developed with special attention to the thermal mass of
building envelopes and the interior thermal mass, besides consid-
ering the thermal mass of indoor air, because their corresponding
thermal inertia is necessary for the short-term TES in the intended
MPC [10]. As for parameters’ setting, it is commonly conducted
either by estimation methods if the detailed information of the
building geometry and thermal properties is well-known, or by
system identification methods that use historical measured data to
tune the values of the parameters, or a mix of both [30]. In this
study, the parameters, including heat resistance and heat capaci-
tance, were determined by an estimation method according to the
available information of the investigated building and the recom-
mended values in the European standard ISO 52016—1 [31].
Detailed calculations for the energy balances among each compo-
nent given in Fig. 1 are shown in Equations (1)—(3) as the following:

dTel’lV

Tia — Tenv | Toa — Tenv

Ceny x a TR, + TRee (1)
dT; Tma —Tiq Tenv —Tiq  Toa —Tig . Toa —Tj :
C:. x a _ ma 1 + env ia + oa ia + oa ia +
" de Ri,m Ri,e Rwin Ryen Qm
+ eren + Qin
(2)
Crma % dTing _ Tia —Tna (3)

where R and C represent the heat resistance and capacitance,
respectively, whose values were obtained by the estimation
method. T denotes the temperature. Subscripts ia, oa, env, ma, win,
and ven represent indoor air, outdoor air, building envelopes, in-
ternal thermal mass, windows, and ventilation, respectively. In
addition, R; . represents the heat resistance between the indoor air
and the building envelopes. R, represents the heat resistance
between the outdoor air and the building envelopes. R;,, repre-
sents the heat resistance between the indoor air and the interior
thermal mass. Q;, is the internal heat gains, Q,e; is the heat flow
rate from the mechanical ventilation system, and Q,q is the heat
flow rate from the radiator system. All the above heat capacitances,
heat resistances, temperatures, and heat flow rates in Equations
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(1)—(3) are depicted in Fig. 1. Specifically, Q;, was obtained by
historical measurement data and the Norwegian standard SN-
NSPEK 3031 [32]. Qyen is described as Equation (4) according to
Norwegian standard SN-NSPEK 3031 [32]. Q,4 is determined by
Equations (5)—(8). In this study, to get a more accurate dynamical
description of the radiator, a discrete-element radiator model with
N lumps was utilized and coupled to the RC model. This discrete-
element radiator model was based on the European Standard EN
442-2 [33], which refers to it as the characteristic equation of the
radiator. Meanwhile, previous studies have confirmed this model.
In research [34], this discrete-element radiator model was devel-
oped and validated. Comparisons between simulation and experi-
mental data indicated the effectiveness of the model. Similarly, in
research [35], this discrete radiator model was validated using
measured data, and the results suggested that the model is capable
of accurately describing the dynamics of radiators. Furthermore,
the Modelica IBPSA library, which was co-developed by research
teams from RWTH Aachen University and the Lawrence Berkeley
National Laboratory, etc., uses this discrete radiator model as well
[36]. Finally, Qg is the total heat flow rate of the SH system as
shown in Equation (9).

Quen = 0.33 x Vair x (1 =) x (i — Toa) )
Qra = Z Qn (5)
n=1
Qn =Kn x Fy x (Tn*Tia) (6)
Kn= (Tn - Tia>a (7)
dTy . .
Cp_ra X ar - Cp_w X Mg X (Tp_1 —Tn) — Qp (8)
Qsh = Qven + Qra (9)

where Vg describes the mechanical ventilation volume flow rate,
which was determined by the measured data and the Norwegian
standard SN-NSPEK 3031 [32]. T,.';f is the indoor temperature's
reference value. 7y denotes the temperature efficiency of heat re-
covery in the mechanical ventilation system. For each radiator
sectionn, Q, represents the heat flow rate, T, describes the average
water temperature, Fy is the surface area and Kj is the equivalent
heat transfer coefficient. a is a characteristic coefficient of the
radiator, which can be obtained from the radiator manufacturer
and was 0.28 in this study [37]. In addition, ¢p_rq is the radiator
material's heat capacity for each section n. ¢,_w and my, are the
specific water heat capacity and the water mass flow rate, respec-
tively. The radiator model was nonlinear in this study due to the
definition of K;, and hence made the dynamic system model in this
study nonlinear.

2.2. Formulation of model predictive control

In this study, the proposed MPC control strategy was used to
improve the energy and economic performance of the SH system
with satisfying indoor temperature. According to the research [17],
heating price models generally include four components, fixed
component (FXC), volume flow rate component (VFC), heat de-
mand component (HDC), and load demand component (LDC). The
FXC is the fee that a user must pay to stay connected to the DH
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network. The VFC is a fee based on the volume of hot water
required to provide heat to users and is intended to encourage a
low return temperature. The HDC covers the cost of fuel and is
charged based on the users' heat use. The LDC covers the costs of
DH companies maintaining a certain level of capacity for peak
loads, as well as the initial investment in new facilities, deprecia-
tion, and other expenses. It is charged based on the users’ peak
loads. However, the FXC and the VFC usually only account for
around 1-2% of the total heating cost. The HDC and the LDC
contribute to about 96% of the total heating cost. Therefore, the
generalized heating price model in Ref. [38], which only considered
the HDC and LDC, was utilized as well in this study. In addition, the
achieved indoor temperature was used as an indicator to estimate
the thermal environment. Finally, a multi-objective optimization
problem was formulated with two conflicting optimization goals as
presented in Equations (10)—(14).

Minimize:

H H 3
JEP(t) x Qgy(t) x dt +LP x Qp + W x J (T,»a(t) - Tijff(o) x dt
0 0

(10)
subject to:
x(0)=A (11)
X(t) — F(x(t), u(t)) =0 (12)
Q) <Qp (13)
Ui < U() < Umax (14)

where H denotes the prediction horizon and was 12 h in this study.
EP(t) and LP are the dynamic HDC price at time t, and the LDC price,
respectively. These energy prices were gained from the website of
the local DH company [39]. The HDC price varied between 0.5 and
0.8 NOK/kWHh, and the LDC price was 47 NOK/kW/month in this
study. Qg (¢) is the heat rate at time t and Qp denotes the peak heat
rate which is a free parameter that needed to be optimized. The
peak heat rate was defined as the maximum hourly heat use in the
simulation period in this study according to the research [40]. The
first two terms in Equation (10) are the heating cost, including the
HDC and the LDC. In addition, the third term in Equation (10) is the
achieved indoor temperature target, which is expressed as a
quadratic form to avoid high violations of the desired indoor
temperature. In MPC, the sum of squared errors (SSE) is usually
used in the trajectory-tracking target of an objective function [41].
Meanwhile, previous research has shown that minimizing SSE in
the reference signal tracking problem is effective regarding the
control of building energy systems [42]. Afterwards, a weighting
factor W was used in the achieved indoor temperature term to
represent the “price” that the occupants are willing to pay for
certain indoor temperatures, just like the energy prices in the
heating cost term of the objective function [42]. In this study, the
value of W was decided by the following criterion: when the de-
viation between the indoor temperature and the reference value
was 0.5 K, the heating cost term and the achieved indoor temper-
ature term contributed equally to the objective function. However,
the value of W can be modified to other values based on the pref-

erences of the system operators. Tj,(t) and Tiraef (t) are the achieved

indoor temperature and the reference value at time t. The initial
states of the dynamic system are described as Equation (11), and
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the values of these initial states are represented by the vector A.
Equation (12) is the equality constraint of the formulated optimi-
zation problem, which is the dynamic system model developed in
Section 2.1. Equation (13) and (14) are the inequality constraints of
the formulated optimization problem, of which Equation (14) de-
scribes the bounds of manipulated variables. u,,;, and umqx are the
lower and upper bounds of manipulated variables. In this study, the
manipulated variables u(t) was defined as u(t) = [Ty, (t) mg,(t)])7, of
which Ty, (t) and myg,(t) are the supply water temperature and the
water flow rate of SH system.

2.3. Optimization framework

In this study, the optimization problem formulated in Section
2.2 was solved on the optimization platform JModelica. JModelica is
a software platform for modelling, simulation, and optimization of
complex dynamic systems that are based on the Modelica model-
ling language [43]. This section describes the main steps of the
optimization framework, as shown in Fig. 2, which includes two
main processes, the optimization process and the simulation pro-
cess. At each time step, the future disturbances (weather and oc-
cupancy) and energy price, the objective function, and the equality
and inequality constraints were incorporated into an optimization
problem. This optimization problem was solved over the prediction
horizon, and an optimized manipulated variable trajectory was
generated for the next several hours to several days. However, only
the optimized manipulated variables at the first time step were
sent to the system dynamic model for the simulation process. In the
simulation process, the system dynamic model was simulated un-
der the first time step's disturbances by using the received opti-
mized manipulated variables from the optimization process, and
then yielded the state variables. These state variables were sent
back to the system dynamic model used in the optimization pro-
cess. The initial conditions of the system dynamic model were
updated based on the feedback, and a new optimization problem
was formulated and solved over the next prediction horizon.

The optimization algorithm applied in the optimization process
is illustrated in the upper part of Fig. 2. The optimization problem in
the optimization process was an infinite-dimensional problem,
which is challenging for computers to handle. One common
method to solve the infinite-dimensional problem is to discretize it
firstly and optimize it afterwards by direct approaches [44]. The
main idea of the direct approach is to discretize the original
infinite-dimensional problem into a finite-dimensional nonlinear
programming (NLP) problem, which can be solved using NLP
solvers. The direct approaches can be classified into two categories:
simultaneous and sequential methods. The simultaneous method
discretizes the state and manipulated variables simultaneously,
while the sequential method only discretizes the manipulated
variables [44]. In this study, a direct collocation method belonging
to the simultaneous category was used to transcribe the original
infinite-dimensional problem into a finite-dimensional NLP prob-
lem, as shown in Fig. 2. The more detailed information about the
direct collocation method was presented in previous research [45].
However, the discretised finite-dimensional NLP problem had the
inequality constraints defined by the constraints of manipulated
variables as described in Section 2.2, which led the Karush-Kuhn-
Tucker (KKT) conditions of the NLP cannot be solved using the
Newton's iteration method. To tackle this problem, an interior-
point method was used to approximate the discretised NLP prob-
lem by an equality-constrained NLP problem. Finally, a local opti-
mized manipulated variable trajectory was found by solving the
KKT conditions of the equality-constrained NLP based on Newton's
iteration method.
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Fig. 2. Main steps of the optimization framework based on the optimization platform JModelica.

3. Case study and research scenarios

The method introduced in Section 2 was tested on a university
building by simulation. The background of the case building and
the research scenarios are illustrated in this section.

3.1. Background of the case building

A university building that is located in Trondheim, Norway was
used to test the method proposed in Section 2, as shown in Fig. 3 a).
The building was built in 1962, and it has six floors with a total floor
area of 15 000 m?. This building is mainly used for education, of-
fices, and laboratory [46]. The SH system in this building is pre-
sented in Fig. 3 b). A heat exchanger in the building heat substation
is used to connect the SH system and the DH system of the campus.
The SH system includes a radiator system and a mechanical
ventilation system. The radiator system is used to compensate for
the heat loss to the environment through building envelopes, as
well as heat the entering cold air due to air infiltration. The me-
chanical ventilation system consists of several air-handling units
(AHUs) and is used to heat the entering cold air due to mechanical
ventilation and provide the occupants with heated fresh air.

Table 1 summarizes the key information of the case building.
The estimation method was used to acquire the heat resistance and
heat capacitance values for the RC model proposed in Section 2.1.
Firstly, the heat resistance and heat capacitance of each exterior
thermal mass component exposed to the outdoor environment,
such as the exterior walls or roof et al., were estimated by using the
calculation method described in the European standard ISO 6946
[47]. Secondly, all of the building's exterior thermal mass compo-
nents' heat resistances and capacitances were lumped into a single
equivalent heat resistance and capacitance according to the sug-
gested method in Ref. [48]. The equivalent heat resistance and
capacitance reflected the overall thermal characteristics of all the
exterior thermal mass components. When calculating the win-
dow's heat capacitance, one specific assumption was made: the
window's thermal mass was assumed as zero because it could be
neglected in comparison to the other exterior thermal mass com-
ponents. The heat resistance and capacitance of interior thermal
mass were estimated by using the same method described above.
Finally, the estimated values for the heat resistance and capacitance
marked in Fig. 1 are listed in Table 2.
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Fig. 3. The university building and its space heating system investigated as the case study in this research.

Table 1
The key parameters of the case building used to develop the building resistance-capacitance model, except the parameters of heat resistance and heat
capacitance.
Category Parameter Value
Areas of building elements (m?) Exterior wall 5504
Roof 4315
Windows, doors, and glass 2293
Interior wall 8256
U-values of building elements (W/(m?-K)) Exterior wall 0.35
Roof 0.35
Windows, doors, and glass 2.04
Specific heat capacities of elements (J/m?-K)? Exterior opaque 175 000
Interior wall 75 000
Air and furniture 10 000
Ventilation Air infiltration (h~) 2.70°
Mechanical ventilation (h~1) 0-1.50¢
Temperature efficiency of heat recovery (%) 62
Heated air volume (m>) 73 600
Internal heat gains Equipment, lighting, person (W/m?) 5.5-19.0°

¢ Based on the thermal properties of the building, the European standard 1SO 52016—1 [31], and the Norwegian standard SN-NSPEK 3031 [32].

b Air change rate at 50 Pa, nso.

¢ Based on the measurement data and the Norwegian standard SN-NSPEK 3031 [32].

Table 2

The estimated values of heat resistance and heat capacitance
of the case building used to develop the building resistance-
capacitance model.

Parameter Value

Roe 1.39 x 104 K/W
Rie 1.52 x 1074 K/W
Rim 7.37 x 1075 KW
Ruin 213 x 1074 K/W
Cenv 1.72 x 10° J/K
Cia 8.74 x 107 J|K
Cima 6.88 x 10° J/K

3.2. Research scenarios

In this study, the occupancy schedule was based on historical
measurement data and the Norwegian standard SN-NSPEK 3031
[32], and it was assumed to be perfectly predicted. In addition, the
measured outdoor temperature from the campus energy manage-
ment platform was used instead of the weather forecast

information to explore the theoretical potential of the MPC. Two
research scenarios were proposed in this study to evaluate the
proposed MPC method, as shown in Fig. 4. The reference scenario
was based on a rule-based control (RBC) strategy, which was the
control strategy of the current SH system in the case study building.
As presented in Fig. 4 a), the supply water temperature was
controlled by a WCC according to the current outdoor temperature.
In addition, to achieve better control performance than a simple
on-off controller, a proportional (P) controller was used to adjust
the SH system's water flow rate according to the deviation between
the indoor temperature and its reference value. In this scenario, the
optimal control of the SH system was difficult to realize, as the
future disturbances (weather and occupancy), energy price, and the
system dynamics were not able to be incorporated into the
controllers.

The MPC scenario proposed in this study, however, was able to
realize the optimal control of the SH system. As shown in Fig. 4 b),
during the optimization process, the perfect future disturbance
predictions (weather and occupancy) together with a candidate
manipulated variable trajectory (the water flow rate and the supply
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Fig. 4. Research scenarios utilizing different control strategies for the space heating system of case building.

water temperature) were used as simulation inputs for the dynamic
system model. An iterative simulation was conducted over a certain
prediction horizon. The optimizer assessed the objective function
for each simulation run and updated the candidate manipulated
variable trajectory until an optimized trajectory was found. After-
wards, only the optimized manipulated variables at the first time
step were used to control the SH system of the building. At the next
time step, the MPC updated the initial states of the dynamic system
model based on the feedback from the building and repeated the
optimization [8].

4. Results
The model validation is presented firstly in this section, and
then one-week simulation results of the two research scenarios

were evaluated in terms of achieved indoor temperature, peak load
shaving, and heating cost.

4.1. Model validation

As explained in Section 2.1, the system model must be
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sufficiently precise to predict the thermal behaviour of the building.
To ensure the accuracy of the embedded model of the MPC
controller, the dynamic system model proposed in Section 2.1 was
validated by one month's measured data from the university en-
ergy management platform. A Building Energy Management Sys-
tem and a web-based Energy Monitoring System were utilized for
the data collection on the campus building energy use. Besides the
total energy use of the entire campus, the real-time energy use data
of each building were intensively monitored, such as the heat use
and the electricity use [46]. Therefore, these measured data of the
case building with an hourly resolution were available to validate
the developed model. For the validation process, a reasonable
initial guess was given for the state variables of the dynamic system
model, and the mechanical ventilation and internal heat gains
specified in Table 1 were used as inputs for the system model. Af-
terwards, the dynamic system model was simulated under the
given weather conditions and tracked the reference values of in-
door temperature by using the RBC control strategy. The indoor
temperature reference values were defined as 21 °C from 8:00 a.m.
to 10:00 p.m., and 19 °C from 10:00 p.m. to 8:00 a.m., according to
the measured data and modified by the recommended values of the
Norwegian standard SN-NSPEK 3031 [32]. The simulation was
conducted in the Dymola environment. Finally, the simulated
hourly heat rate was compared to the measured hourly heat rate.

The validation results are presented in Fig. 5. The measured and
simulated hourly heat rate of the SH system showed the same
trend. During working hours, the hourly heat rate was higher
because of the higher airflow rate of the AHUs. During non-working
hours or weekends, the hourly heat rate was lower due to the lower
airflow rate of the AHUs caused by fewer occupants. To quantify the
deviation between the simulated and the measured data, coeffi-
cient of variation of the root mean square error (CV(RMSE)) and
normalized mean bias error (NMBE) were used according to the
ASHRAE Guideline 14—2014 [49]. ASHRAE Guideline 14—2014 re-
quires the validation criteria within +30% for CV(RMSE) and within
+10% for NMBE when using hourly data. In this study, the
CV(RMSE) and the NMBE were 16.9% and 0.4%, respectively, which
satisfied the requirements.

4.2. Indoor air temperature

The proposed MPC scenario was tested on the case building by
simulation for one week (from 17th to 24th of January of 2018), and
the simulation results for the achieved indoor air temperature are
presented in this section. The simulation inputs including outdoor
air temperature, internal heat gains and mechanical ventilation
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during this period are shown in Section Appendix A. The time
period studied was a typical week during the heating season, with
an average outdoor temperature of —5.4 °C and no holidays other
than weekends. In addition, for the investigation of the MPC
application in SH systems, a one-week simulation is a common
time period. For example, both the research [50,51] adopted one
week as the simulation period to investigate the MPC application in
SH systems. Fig. 6 shows the indoor air temperature and the
violation numbers of indoor temperature for different scenarios.
The indoor temperature was collected every 10 min, and the
violation number was counted when the difference between the
indoor temperature and the reference value was higher than 0.5 K.

According to the measured data and modified by the Norwegian
standard SN-NSPEK 3031 [32], the indoor temperature reference
values for the two research scenarios were both defined as 21 °C
from 8:00 a.m. to 10:00 p.m. and 19 °C from 10:00 p.m. to 8:00 a.m.,
as shown by the red solid line in Fig. 6 a). The P controller in the RBC
scenario was tuned to achieve the required indoor temperature
under all the conditions according to the principle of the actual
building controller, as shown by the black dash line in Fig. 6 a). The
proposed MPC scenario achieved better indoor temperature control
performance than the conventional RBC. As shown by the blue solid
line in Fig. 6 a), the over-heating phenomenon that occurred in the
RBC scenario was effectively decreased in the MPC scenario, and the
deviations between the indoor temperature and its reference
values were decreased as well. Furthermore, as presented in Fig. 6
b), the violation numbers of the indoor temperature were also
decreased from 374 to 153, with a reduction of nearly 59%, by the
MPC control strategy.

4.3. Peak load shaving

As explained in Section 2.2, the LDC based on a heat use's peak
load is one of the most important components in the heating price
model, and hence peak load shaving is a critical measure to reduce
heating cost. The proposed MPC in this study incorporated the
building thermal mass as TES to shift the heat loads away from peak
hours and realize peak load shaving.

Fig. 7 illustrates the heat rate for the RBC and the MPC scenario.
In the RBC scenario, significant peak loads were observed around
8:00 a.m., when the reference values of the indoor temperature
raised from 19 °C to 21 °C. Meanwhile, these peak hours coincided
with the occupancy as well. The MPC scenario, however, handled
this sudden rise of the reference indoor temperature by preheating
the building 1 h ahead (from 7:00 a.m. to 8:00 a.m.). Afterwards, the
MPC control strategy slightly lowered its heat supply for the
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Fig. 5. Comparison between simulated and measured hourly heat use of the space heating system in the case building.
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Fig. 7. Comparison between simulated heat rates of space heating system in different research scenarios.

building to avoid the peak loads that appeared in the RBC scenario.
Meanwhile, the indoor temperature of the MPC scenario was
controlled at its acceptable range, as shown in Section 4.2. There-
fore, the MPC scenario shifted part of its heat load from the peak
hours to the non-peak hours, and this heat load shifting contrib-
uted to its peak load shaving effect.

4.4. Heating cost

As described in Section 2.2, the heating price model used in this
study only considered the LDC and the HDC. Therefore, the peak
load and the heat use for the two scenarios are presented firstly in
this section.

Fig. 8 presents the peak load and heat use for two scenarios. As
mentioned in Section 4.3, the passive thermal mass storage of the
building was integrated into the MPC control strategy to shave the
peak load of the SH system. Therefore, the MPC scenario presented
a significant peak load shaving effect, and the peak load was
decreased from 555 kW to 506 kW, a reduction of almost 8.8%
compared to the benchmark scenario RBC, as shown in Fig. 8 a). In
addition, due to the elimination of the over-heating phenomenon,
heating use was saved as well in the MPC scenario. As presented in
Fig. 8 b), the MPC scenario saved the heat use from 55.4 MWh to
53.9 MWh, with a heat use saving of around 2.8%.

Finally, Fig. 9 presents the heating cost including the LDC and
the HDC for different scenarios. In the MPC scenario, both the LDC
and the HDC were reduced because of the peak load shaving and
heat use saving effects brought by the MPC controller, as illustrated
in Fig. 9. As a result, the MPC scenario saved the heating cost from
39 000 NOK to 37 500 NOK, a weekly heating cost saving of 3.8%.

5. Discussion

The impact of building thermal mass on the MPC performance is
discussed firstly in this section to get more generalized conclusions,
followed by the limitation of this study.

5.1. Impact of building thermal mass

The results from Section 4 assumed that the specific heat ca-
pacity of the building exterior opaque element was 175 000 J/m?-K,
which was based on the recommended value for the ‘Heavy Class’
construction in the European standard ISO 52016—1 [31]. However,
the construction materials of building exterior envelopes vary from
case to case, and hence the building exterior envelopes may range
from ‘Very light Class’ to ‘Very heavy Class’ construction. Different
construction classes of building exterior envelopes may lead to
different TES capacities when the building thermal mass is used as
short-term TES, and thus the MPC performance may be influenced.
To get more generalized conclusions, a sensitivity analysis was
conducted to investigate the impact of building thermal mass on
the performance of MPC by involving further scenarios, as listed in
Table 3. In Table 3, the specific heat capacities in different scenarios
are set according to the reference values in the European standard
ISO 52016—1 [31]. The only difference among each MPC scenario is
the specific heat capacity settings of the building exterior opaque
elements. Their corresponding benchmark scenarios RBC are
introduced as well.

Fig. 10 presents the indoor temperature violation numbers for
different scenarios. All the MPC scenarios demonstrated better in-
door temperature control performance, which was observed by the
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Table 3
Research scenarios used for the sensitivity analysis, grouped according to different
construction classes of building exterior envelopes.

Abbreviation Specific heat capacity (J/m?-K) Class
Benchmark scenarios

RBC_1 50 000 Very light
RBC_2 75 000 Light
RBC_3 110 000 Medium
RBC_4 175 000 Heavy
RBC_5 250 000 Very heavy
MPC scenarios

MPC_1 50 000 Very light
MPC_2 75 000 Light
MPC_3 110 000 Medium
MPC_4 175 000 Heavy
MPC_5 250 000 Very heavy

much lower violation numbers compared to the corresponding RBC
scenarios. In addition, there was no obvious difference between
each MPC scenario regarding the violation numbers of indoor
temperature.

Fig. 11 presents the peak load and heat use for different sce-
narios. As observed in Fig. 11 a), all the MPC scenarios, even the
scenario MPC_1 with ‘Very light’ building exterior envelopes, took

full advantage of the building thermal mass as TES to shift the heat
load away from peak hours, which resulted in the peak load
reduction ranging from 8.0% to 9.1% compared to their corre-
sponding benchmark RBC scenarios. The MPC scenarios with larger
building thermal mass tended to have a larger peak load shaving
effect. However, in terms of heat use saving, all the MPC scenarios
had almost the same ability, with savings of 2.7—2.8%, as presented
in Fig. 11 b). Finally, Fig. 12 presents the heating cost for different
scenarios. Similarly, all the MPC scenarios saved heating costs,
which was brought by the reduction of the LDC and the HDC in the
heating price model. However, due to the small difference of heat
use saving in the MPC scenarios and the small share of the LDC in
the heating price model compared to the HDC, the heating cost
saving in different MPC scenarios demonstrated similar reductions,
with the reductions changing from 3.6% to 3.9%. However, these
reductions may present a larger difference if the share of the LDC in
the heating price model is increased. Therefore, future work may
consider how the heating price model influences the performance
of the MPC controller. In addition, the objective function formu-
lated in this study considered maintaining the indoor temperatures
close to their setpoints as an important performance target, which
may impair the potential of building thermal mass as TES, espe-
cially for the heavier building construction. Because the setpoint of
indoor temperature was set as low as 19 °C during non-working
hours (coincide with lower HDC price period). In contrast, the
setpoint of indoor temperature was set as high as 21 °C during
working hours (coincide with higher HDC price period). These in-
door temperature setpoints were based on the recommended
values in the Norwegian standard SN-NSPEK 3031 [32]. Due to this
strict indoor temperature setting limitation, the MPC controller
could not control the SH system to provide a bit more heat and
store this heat in building thermal mass during the lower HDC price
period, and then reuse this stored heat to reduce the heat output of
SH system during the higher HDC price period. Therefore, future
work may consider slacking the indoor temperature to a bit more
flexible yet reasonable range, like setting as a range of 18 °C and
23 °C both in working and non-working hours, to fully unlock the
flexibility of building thermal mass as TES.

5.2. Limitation

This study considered a perfect future disturbance prediction,
and hence the actual weather data and occupancy schedule were
provided for all the MPC controllers to explore the theoretical po-
tential of MPC. However, any prediction contains some un-
certainties that may lead to deviations between the predicted and
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the actual information. In the real-world implementation of MPC,
the MPC controller is based on the prediction of future disturbances
to generate control actions while the building is acted by the actual
disturbances. When the prediction information varies largely from
the actual disturbances, the MPC controller receives inaccurate
prediction information and may generate incorrect control actions,
which may impair its performance [42]. Many researchers have
confirmed this challenge as well and pointed out that providing
accurate prediction and uncertainty information was crucial to
achieving reliable MPC performance. For example, Oldewurtel et al.
reported that the MPC controllers based on the weather forecast
data did not work well, especially when the actual weather differed
largely from the forecast [52]. Henze et al. investigated the effect of
weather forecast uncertainty on the MPC performance. The result
was that MPC seemed to be a promising building control approach,
but only in the presence of perfect weather forecasts [53]. There-
fore, to improve and achieve the reliable performance of MPC, the
uncertainty of future disturbances prediction may be considered
and addressed in future work. Meanwhile, a sensitivity analysis
may be conducted to assess how sensitive different building con-
struction classes are to future disturbance prediction uncertainty.

6. Conclusions

In this study, an MPC strategy was proposed to realize the
optimal control of the SH system, aiming to reduce the energy use,
shave the peak load, and cut the heating costs with satisfying in-
door temperature. Building thermal mass was incorporated into the
MPC design to further improve the energy and economic perfor-
mance of the SH system. A nonlinear system model was developed
to be embedded into the MPC controller to predict the thermal
behaviour of the building and the SH system. Considering the
future disturbances and the energy price variations, the proposed
MPC strategy controlled the output heat flow rate by optimizing the
manipulated variables to achieve the maximum peak load shaving
and heat use saving, while satisfying acceptable indoor

temperatures. The proposed method was tested by the simulation
method on a university building located in Norway. The MPC
control strategy together with a conventional RBC strategy was
evaluated in terms of achieved indoor temperature and heating
cost.

Compared to the conventional RBC, the proposed MPC
controller shaved the heat peak load by 8.8% and saved the heat use
by 2.8% during one week. In addition, the MPC controller demon-
strated the weekly heating cost saving of 3.8%, while providing an
improved thermal comfort level in terms of indoor temperature,
with a reduction of 59% for the indoor temperature violations.

To get more generalized conclusions, a sensitivity analysis was
conducted to investigate the impact of building thermal mass on
the MPC performance. Simulation results showed that even with
‘Very light’ building exterior envelopes, the MPC controller still
took full advantage of the building thermal mass as TES to shift the
heat load away from peak hours, although larger building thermal
mass tended to have a larger peak load shaving effect.

Finally, this study considered a perfect future disturbance pre-
diction to explore the theoretical potential of the MPC controller. To
achieve these theoretical potentials, further research should be
included to tackle the uncertainty of future disturbance prediction.
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In buildings, there are two yet conflicting optimization goals: 1) minimize energy use and energy cost and
2) maximize thermal comfort. Model predictive control (MPC) is an ideal control strategy to deal with the
above conflicting optimization goals. However, one challenge hindering the implementation of the MPC
in buildings is the weather forecast uncertainty. This study aimed to improve the performance of the MPC
under weather forecast uncertainty by introducing an error model. The error model used a straightfor-
ward approach based on easily measurable and accessible data to improve the quality of weather forecast
data. The proposed method was tested by simulation on a university building located in Norway, while
the detailed information and measured data from this real building were used to develop and validate the
building model used in this study. Results showed that the MPC with the error model was able to achieve
almost the full theoretical potential of the MPC in terms of the energy cost and thermal comfort, with
3.4% of weekly energy cost saving and 73% of indoor temperature violation numbers reduction compared
to a conventional rule-based controller. In contrast, due to the existence of weather forecast error and a
lack of error addressing mechanism, the MPC without error model did not perform well and gave the
energy cost saving of only 0.7% and the indoor temperature violation numbers even increased by 20%.
Meanwhile, the results indicated the introduction of the error model always benefited the MPC perfor-
mance even under the condition of the low error of weather forecast. This study may facilitate the real
application of the MPC in buildings.

© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).

1. Introduction

The energy use in buildings in the European Union (EU) coun-
tries accounts for 40% of the final energy use and 36% of the green-
house gas emissions [1]. In EU countries, 76% of this energy goes
towards comfort control in buildings for heating, ventilation and
air conditioning (HVAC) [2]. Therefore, it is essential to investigate
the methods for reducing energy use and energy cost of these sys-
tems. However, the demand for better comfort in buildings is
expected to continue as it has been within the last few decades.
This leads to two main yet conflicting optimization goals occurring
in buildings: 1) maximize the thermal comfort, and 2) minimize
both the energy use and the energy cost. Model predictive control
(MPC) is an ideal control strategy to deal with the above conflicting
optimization goals [3-6]. A building MPC uses a dynamic building
model to predict the future thermal behaviour of the building and
generates a control vector that minimizes a certain objective func-

* Corresponding author.
E-mail address: juan.hou@ntnu.no (J. Hou).

https://doi.org/10.1016/j.enbuild.2021.111793
0378-7788/© 2021 The Authors. Published by Elsevier B.V.

tion over the prediction horizon in the presence of disturbances
and constraints. The objective function used in an MPC can com-
bine several conflicting optimization goals, and an optimal trade-
off between these conflicting optimization goals may be secured
by running the MPC control strategy [5,7].

Researchers have proven that MPC controllers could result in a
theoretical potential for energy saving and improved thermal com-
fort compared to other conventional rule-based controllers (RBCs).
A test case for simulating predictive control in building systems
shows the theoretical annual energy saving for heating, lighting,
and ventilation of 7% with improved thermal comfort [8]. An on-
off controller and an MPC system in a combined solar thermal col-
lector and heat pump system are simulated and the results show
that the MPC performs better by providing desired thermal com-
fort and less energy use, and finally giving the 9% theoretical oper-
ating cost saving [9]. A simulation study of MPC applied to the
HVAC system in a typical Swiss office building shows a comparison
of the MPC with an RBC, and the results indicate theoretical energy
saving of about 17% while providing an improved level of comfort
[10]. In [11], an MPC strategy for space heating (SH) demand in

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

AHU Air-handling unit
CV(RMSE) Coefficient of variation of the root mean square error
DH District heating

EDC Energy demand component

FXC Fix component

FDC Flow demand component

HVAC  Heating, ventilation and air conditioning
LDC Load demand component

MEPS MetCoOp ensemble prediction system

MPC Model predictive control
NLP Nonlinear programming

NMBE  Normalized mean bias error

NMPC  Nonlinear model predictive control
NWPM  Numerical weather prediction model
RBC Rule-based controller

RC Resistance-capacitance

RMSE Root mean square error

SH Space heating

TES Thermal energy storage

WCC Weather-compensation controller

buildings is compared to a conventional weather-compensation
controller (WCC). The MPC proves to give operating cost savings
theoretically, while maintains decent thermal comfort conditions.
Furthermore, in recent years, the effectiveness of MPC in real-
world applications has been reported. MPC in real buildings and
experiment chambers is described in the article [12]. These exam-
ples demonstrate that MPC can save 10-30% of energy use, with
the potential for improved thermal comfort for building occupants
[13-16]. However, some challenges are hindering the wide-scale
implementation of the MPC in buildings. One challenge is the
uncertainty of the weather forecast. A building MPC is based on
the prediction of future weather, and many studies considered a
perfect weather forecast for MPC. However, any prediction has
some uncertainties that may influence system performance such
as energy use and thermal comfort. Therefore, the MPC controller
may receive inaccurate information, leading to incorrect control
actions that may cause thermal discomfort or energy waste [12].

Oldewurtel et al. found that the MPC controllers using the
weather forecast data did not perform well, especially when the
actual weather varied from the forecast [17]. Henze et al. evaluated
the impact of weather forecast uncertainty on the MPC perfor-
mance. The conclusion was that MPC appeared to be a promising
building control strategy, but only when perfect weather forecasts
were available [18]. Lamoudi et al. assessed the MPC performance
considering the uncertainty of the weather forecast. They found
the degradation of weather forecast quality generated an increase
in the energy cost. A maximum increase of 4% in energy cost was
noted due to weather forecast uncertainty [19]. Hedegaard et al.
reported that the performance of an MPC controller may be
reduced by 4% in terms of heating cost savings due to the weather
forecast error [20]. Zavala et al. also pointed out that using accurate
forecasts and uncertainty information was critical to achieving
reliable MPC performance [21].

One way to address the effect of the weather forecast uncer-
tainty on MPC is to use the stochastic MPC [17,22]. However, for
building systems, a stochastic MPC often requires an additive
Gaussian disturbance model that does not hold for the weather
uncertainty. Furthermore, building systems are usually nonlinear
systems. The exact solutions for the stochastic MPC for nonlinear
systems subject to non-Gaussian disturbances are, in general, com-
putationally intractable [23,24]. Introducing weather forecast
models is another way to tackle the weather forecast uncertainty
in MPC. Henze et al. introduced several short-term weather fore-
cast models to improve the performance of MPC. Those weather
forecast models predicted the future weather based on historical
patterns such as using the same data as the previous day, typical
days of a month, etc. It was highlighted that almost the full theo-
retical potential of MPC may be realized by using simple but accu-
rate short-term weather forecast models [18]. Zavala et al. used a

machine learning approach to obtain weather information for
MPC [21]. Salque et al. developed a self-learning artificial neural
networks model for weather forecast considering the uncertainty
of weather [25]. Chakraborty et al. proposed a support vector
machine regression model to predict future weather variables
[26]. However, the above weather forecast models either need lots
of historical data or are too complex. In actual buildings, MPC con-
trollers may require more straightforward approaches based on
easily measurable and accessible data.

In summary, applying an MPC controller to HVAC systems has a
high potential for improving the performance of buildings in terms
of thermal comfort, energy use, and energy cost. However, the
effect of weather forecast uncertainty on the MPC performance
has to be considered. Furthermore, as Petersen and Bundgaard in
[27] pointed out, the effect of weather forecast uncertainty on
the MPC performance depended on the climatic regions and test
cases. Further research should be conducted to test the concept
in other types of climates and buildings. Therefore, this paper pre-
sented a simulation-based study to apply an MPC controller for the
SH system in a university building located in Trondheim, Norway.
The detailed information of building properties and the measured
data from the building energy platform were used to develop
and validate the building model. An error model was introduced
to improve the quality of the weather forecast data, and hence
improve the performance of the MPC controller. Two metrics were
used to evaluate the MPC performance: the heating cost saving and
the achieved indoor air temperature. Shaving the peak load of heat
users has great potential for contributing to the heating cost sav-
ing. According to a survey in [28], 87% of the existing heating price
models in Sweden consider heat users’ peak load, and the charging
fee based on peak load accounts for 10-50% of the total heating bill.
Many researchers have proven both by simulation and real-life
experiments that integrating thermal energy storage (TES) is one
way to shave the peak load and consequently reduce the heating
cost in a heating system. Romanchenko et al. investigated the ben-
efits of applying TESs (a hot water tank or the building thermal
mass) in district heating (DH) systems to decrease peak load by
developing a detailed techno-economic optimisation model for a
DH system of Goteborg, Sweden. The results showed that TESs
smoothed the heat load variations of the DH system and the annual
heating cost was decreased by 1-2% compared to the scenario
without any TES [29]. Pedersen et al. conducted a simulation-
based study to investigate how the economic MPC schemes for
SH operation can utilize the building thermal mass as the TES in
buildings to perform peak load shift and reduce heating cost. The
simulation results showed that the proposed method shifted the
energy use away from peak load periods and yielded increased
heating cost savings (up to approximate 6%) [30]. Dominkovic
et al. explored the potential of utilizing existing building thermal
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mass as the TES in a DH system to optimize the operation of the
energy system by coupling a detailed building simulation model
with a linear optimization model of the energy system. The results
showed that the economic savings in operational costs of the stud-
ied DH system were in the range of 0.7%-4.6%, not taking the cost
of smart controls into account [31]. Kensby et al. conducted a pilot
test of utilizing the building thermal mass as the TES in DH systems
to decrease the heat load daily variation by periodically overheat-
ing and underheating buildings. The results indicated that build-
ings could tolerate variations in heat deliveries while still
maintaining a good indoor climate. In this way, the heat generation
could be moved from peak load plants that run on fossil fuels to
base load plants with better fuel economy and lower environmen-
tal impact [32]. Therefore, the proposed MPC scheme in this study
took into account the TES techniques as well.

The novelty of this study is summarized as the following.
Firstly, this research introduced an accurate yet simple error model
to handle the uncertainty of weather forecast in MPC. This error
model only required easily measurable and accessible data, but
could explore almost the full theoretical potential of the MPC with-
out increasing any computational complexity. Secondly, a univer-
sity building located in Norway was used as the case study to
test the MPC performance by simulation, which is rarely addressed
for this climatic region and building type by existing studies.
Thirdly, real historical measured data were used to develop and
validate the dynamic building model used in the MPC controller,
which provides a good compromise between model accuracy and
problem complexity. This study may facilitate the real application
of MPC in buildings.

The remainder of this article is organised as follows. Section 2
presents the proposed MPC concept for SH system control in build-
ings, the modelling approach, the formulation method for MPC, the
algorithm for solving nonlinear MPC (NMPC), and the method used
for developing the error model. Section 3 introduces the case study,
the weather forecast data, and the research scenarios. Section 4
explains the model validation, the evaluation of the error model
and the simulation results. Section 5 shows a new set of
simulation-based experiments and the corresponding results.
Meanwhile, the limitation of this study is discussed. Finally, in Sec-
tion 6, conclusions are summarized.

2. Method

This section first presents how the MPC concept is applied to
the SH system control in buildings, and then the detailed informa-
tion on building modelling, optimization formulation, optimization
algorithm, and the error model for weather forecast are introduced.

2.1. Description of the MPC concept for space heating system control in
buildings

Fig. 1 illustrates the fundamental components of an MPC con-
troller for SH system control in buildings. The basic elements of
the MPC are 1) a dynamic building model, 2) predictions of future
disturbances, 3) an optimization algorithm, and 4) an objective
function and constraints. At each time step, the predictions of the
future disturbances (e.g., weather) together with the candidate
MPC control inputs are used as simulation inputs to the dynamic
building model. This simulation is carried out over the prediction
horizon. The optimizer evaluates the objective function for each
simulation run and adapts the candidate MPC inputs until an opti-
mal solution is obtained. Only the first control inputs are supplied
to the building. At the next time step, the MPC changes the initial
states of the dynamic building model according to the actual states
of the building, and restart the optimization [5]. In this study, occu-
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pant behaviour was assumed to be perfectly predicted and the
focus was on the consideration of uncertainty in weather
predictions.

MPC may realize the optimal management of building energy
including energy cost saving and thermal comfort improving, as
the future disturbances, energy price, energy demand, and the
dynamic building model are incorporated into the controller. In
addition, energy storage strategies can be easily integrated into
the MPC design. Energy storage strategies together with control
strategies play an increasingly important role in shifting peak
energy demand and reducing the energy cost in buildings. Some
researchers have explored the potential for energy cost saving by
integrating water tank or borehole (TES) into building-related sys-
tems [33,34]. However, incorporating these (TESs) into buildings
requires additional initial investment and maintenance cost. Build-
ings with large thermal capacity themselves may be utilized as
energy storages that present opportunities for peak load shifting
and energy cost saving. In this study, the passive thermal mass
storage of the buildings was integrated into the MPC control strat-
egy to realize the optimal management of building energy, energy
peak load shaving, and energy cost saving.

2.2. Dynamic building model

MPC inherently requires an appropriate dynamic building
model, which is then used for the computation of the optimal con-
trol inputs. This model must be sufficiently precise to yield valid
predictions of building thermal behaviour, but at the same time,
the model must be as simple as possible for the optimization task
to be computationally tractable and numerically stable [35].
Amidst several models, the simplified resistance-capacitance
(RC) model has proven to provide more robust and accurate esti-
mates of the building thermal behaviour [36,37]. Therefore, a sim-
plified RC model was developed by Modelica language in this study
to grasp the key characteristics of buildings. The components for
this simplified building model and the heat fluxes exchanged
among them are presented in Fig. 2.

The individual model parts are the outdoor environment, build-
ing envelopes, indoor air, and internal thermal mass. Choosing a
suitable order for the building RC model has been discussed in a
significant amount of literature, especially in the literature consid-
ering the identifiability of parameters when the RC model is a grey-
box model [36,38,39]. When the RC model is a grey-box model, the
first and second-order RC models are preferred in many studies
due to the feasibility of parameter identification. However, these
first and second orders of RC models generally lump the entire
thermal mass of a building to a single capacity or only make the
distinction between the fast dynamics of indoor air and the slow
dynamics of the structural mass [39]. The distinction between
the exterior thermal mass (envelopes including exterior walls
and roof et al. exposed to outdoor environment) and the interior
thermal mass (e.g. interior walls, furniture et al. not exposed to
outdoor environment) is not made. In this study, the RC model
structure with particular attention to the building envelopes’ ther-
mal mass and the interior thermal mass was proposed, because
their respective thermal inertia is necessary for the short-term
heat storage in the intended MPC [11,40]. Therefore, a third-
order thermal RC model that had heat capacitances for the building
envelopes, interior thermal mass and indoor air was formulated in
this study as shown in Fig. 2. The values of the heat resistance and
the heat capacitance may be obtained by two common methods: 1)
direct calculation based on the detailed information of the build-
ing, or 2) system identification technique [41]. Corresponding,
the RC models can be classified as white-box models or grey-box
models. The white-box RC models applied in many studies have
shown satisfactory prediction performance when the detailed
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Fig. 1. Model predictive control applied to space heating system control in buildings.
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Fig. 2. Schematic of simplified dynamic building model.

information of the building are known [40,42,43]. In this study, the
proposed RC model was a white-box model, because the values of
the heat resistance and the heat capacitance were determined by
direct calculation method based on the known information of the
case building and the reference values in the related standard
[44]. Furthermore, solar radiation was not considered in this study
due to the low solar radiation in the studied area during the stud-
ied period [45]. The energy balances for the building envelopes, the
indoor air, and the internal thermal mass given in Fig. 2 are illus-
trated as the following Equations (1-3):

dTenv o Tiu - Tenv Tua - Tenv
Cenv ) dt B Ri,(‘ + Rn.e (1>
dTiﬂ Tmn - Tiﬂ Tem/ - Tiﬂ Toa - Tiﬂ Toa - Tia S
Ciu T & + + + U
dt Ri.m Ri.e Rwin Rven Q
+ Qven + Qin (2)
dTmu _ Tig — Tima
Cma . dt = T (3>

where C and R represent the heat capacitance and resistance, which
were obtained by the direct calculation method in this study. T is
the temperature. Subscripts env, ia, oa, ma, win, and ven denote
building envelopes, indoor air, outdoor air, internal thermal mass,
window, and ventilation (including infiltration and mechanical ven-
tilation), respectively. In addition, R; is the heat resistance between
the indoor air and the building envelopes, R, is the heat resistance
between the outdoor air and the building envelopes, and R;, is the

heat resistance between indoor air and interior thermal mass. Q;, is
the internal heat gains, which was obtained based on historical
measurement data and related standards in this study [46]. Q en
is the heat flow rate from mechanical ventilation system, and it is
described as Equation (4) according to Norwegian standard [46].
Q,, is the heat flow rate from the radiator system. All the introduced
heat capacitances, thermal resistances, temperatures, and heat flow
rates in Equations (1-3) are marked in Fig. 2.

A discrete-element radiator model was employed in this study
to achieve a more precise dynamical description of the radiator,
as shown in Fig. 3. This radiator model is based on the European
Standard EN 442-2 [47], which refers to this radiator model as
the characteristic equation. Furthermore, previous studies have
confirmed this discrete form of the radiator model, in which the
radiator is divided into multiple parts while the indoor air is trea-
ted as uniform [48-52]. This discrete radiator model is also used by
the Modelica IBPSA library [53], which is co-developed by research
teams from RWTH Aachen University and the Lawrence Berkeley
National Laboratory, etc. Finally, this discrete radiator model is val-
idated using measured data in the study [54], and the results sug-
gest that the discrete radiator model is capable of accurately
describing the dynamics of radiators. Therefore, Q,, is determined

by Equations (5-8). Finally, Q is the total heat flow rate supplied
from the building heat substation and presented as Equation (9).

— T,

Tinlet

Tnutlet

Fig. 3. Discrete-element model of radiator.
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where T{jf is the reference value of indoor temperature. Vgir is the
mechanical ventilation volume flow rate, which was obtained from
measurement data and related standards in this study [46]. #; is the
temperature efficiency of heat recovery in the mechanical ventila-
tion system. ¢, is the heat flow rate in each radiator section n. T,
denotes the average water temperature in the radiator section n,
as shown in Fig. 3. F, is the surface area of radiator section n. K,
denotes the equivalent heat transfer coefficient which depends on
the temperature difference between the radiator water and the
ambient temperature, as described in Equation (7). a is a character-
istic coefficient of the radiator, which can be gained from radiator
manufacturers and was 0.28 in this study [55]. ¢;, represents the
heat capacity of the radiator material for each section n. c,, and
m,, denote the specific heat capacity and the flow rate of water,
respectively. With the current definition of K, it is not constant
and makes the energy balance equation of the radiator nonlinear.
Therefore, the dynamic building model in this study was nonlinear,
and the nonlinearity was mainly derived from the radiator as shown
in Equation (7).

2.3. Optimization formulation

This study aimed to reduce energy cost and maintain thermal
comfort in buildings by utilizing the MPC. In general, the heating
price models include four components, including fixed component
(FXC), flow demand component (FDC), energy demand component
(EDC), and load demand component (LDC). The FXC represents the
cost that a user needs to pay for staying in the DH network. The
FDC is a cost charged based on the volume of hot water needed
to deliver the heat to a user. The EDC is used to cover the produc-
tion cost of DH companies and charged based on users’ heat use.
The LDC is used to cover DH companies’ cost to maintain a certain
level of capacity for peak heat rate, investment costs of new facil-
ities, depreciation, etc., and it is charged based on the peak load of
users. However, the FXC and the FDC usually account for a very
small share in existing models. In contrast, the EDC and the LDC
together account for up to 96% of the total heating cost [28,56].
Therefore, only the EDC and the LDC were considered for the heat-
ing price model in this study, and a multi-objective optimization
problem including two conflicting optimization goals is formulated
as Equations (10-14).

Minimize:

/HEP(t) Q) -dt+LP-Q, +W- /H (Tm(t) - T{jfa))z -dt - (10)
0 0

subject to:
x(0)=A (11)
X(t) — F(x(t), u(t)) = 0 (12)
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QH<Q, (13)

Upin < U(E) < Umax (14)

where H is the predictive horizon, which was 12 h in this study.
EP(t) and Q(t) are the EDC heating price and the heat rate at time
t, respectively. LP is the LDC heating price, and Qp is the peak heat
rate which is a free parameter needed to be optimized. In this study,
the EDC heating price fluctuated around 0.6 NOK'/kWh, and the LDC
heating price was 47 NOK/kW/month, which were obtained from the
local DH company, Statkraft Varme, in Trondheim [57]. The first and
the second terms in Equation (10) are the heating cost including EDC
and LDC. In addition, the thermal comfort target was integrated into
the objective function as a quadratic form to track the reference val-
ues of indoor air temperatures and avoid high indoor temperature
violations, as shown with the third term in Equation (10). The quad-
ratic form, also known as the Sum of Squared Errors, is commonly
used in the trajectory-tracking target of an objective function
[4,58-61]. Similar to the energy price in the heating cost term of
the objective function, the thermal comfort term uses W to represent
the “price” that occupants are willing to pay for their thermal com-
fort [4]. The value of W in this study was determined by the follow-
ing criteria: when the deviation between indoor temperature and its
reference value was 0.5 °C, the thermal comfort term and the heating
cost term in the objective function contributed equally. However, it
can be adjusted to other values based on the system operators’ pref-
erences. Tj,(t) and Ti’jf (t) are the actual indoor temperature and its
reference value at time t. Equation (11) is the initial states of the
dynamic building system, and the vector A is the values of these ini-
tial states. Equation (12) is the nonlinear dynamic building model as
described in Section 2.2. The system state vector x(t) was defined as
X(t) = [Tens () Tia () Tma () Ta(t))". The control input u(t) was defined as
u(t) = [To(t)rn, (t))". Ts(t) and i, (t) are the supply water tempera-
ture and the water flow rate of SH system at time t. Up;,, and Upgy
are the lower and the upper limits for the control variables.

2.4. Optimization algorithm

As described in Section 2.2 and Section 2.3, the optimization
problem in this study was an NMPC optimization problem. How-
ever, in practice, the solution to such NMPC dynamic control prob-
lems can be challenging due to the nonlinearity of the dynamic
model. In this study, we proposed the use of a direct method to for-
mulate a standard nonlinear programming (NLP) problem. The
basic idea of the direct method is to transcribe the original
infinite-dimensional problem into a finite-dimensional NLP, which
can be solved by using an NLP solver. The direct methods can be
categorized into sequential and simultaneous approaches. The
sequential approach, also known as control parametrization, only
discretizes the control variables. The simultaneous approach, how-
ever, discretizes the state and control variables simultaneously
[62]. Direct collocation is a simultaneous approach and was used
in this study.

A time grid ty < t; < --- < ty was generated over the predictive
horizon [to, to + H] by dividing the period into N intervals with a
constant time step equal to the sample time. The continuous states
x(t) were discretized, and the discrete states on the time grid
points t, was denoted as s,. Meanwhile, the control variables u(t)
was parameterized on the same time grid typically as piecewise
constant, with control parameters q,, which yielded on each inter-
val [ty, ty.1] a constant control u(t) = q,. In addition, on each collo-
cation interval [ty, tx.1], a set of d collocation times ti; € [tk, tii1]

! The currency rate between NOK and EUR can be found from https://www.xe.com/
, in this study 1 EUR=10.0 NOK.
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was chosen, with i = 0,1, ---d. The trajectory of each state on the
time interval [ty, ty,1] was approximated by a polynomial p,(t, k)
which had the property p (txi, vx) = vi;. Therefore, the states of
the dynamic system as described in Equation (12) were discretized,
and the collocation-based integration of the state dynamic on a
time interval [ty, ty,1] starting from the initial value s, hinged on
solving the collocation Equation (15). The above discretization pro-
cesses are illustrated in Fig. 4.

Vo — Sk
Dr(te, vi) — F(via, te, Gx)

Ci( Uk, Sk, Qi) = : =0 (15)

Pie(tiis k) — F (Vi tri Qi)

Di(tias &) — F(Vkas teas Qi)

In addition to solving the collocation Equations (15) for
k=0,1,---N -1, continuity across the interval boundaries was
required, i.e. the lengths of red solid lines presented in Fig. 4 should
be zero. Therefore, Equation (16) was required and held for
k=0,1,---N—-1.

Prltir1, V) = Siep1 =0 (16)

The direct collocation method yielded an NLP, and it can typi-
cally be written in the following general form as Equations (17-21).
Minimize:

Zi(i Li(; Sk Gi) - (tksr — t) + P (17)
7 subject to:

X(0) = s (18)
Ck(Vk; Sk Qi) = 0 (19)
Pie(ter1, V) — Sk =0 (20
h(s, vx) <0 (21)

where k =0,1,---N — 1. Equation (17) is the general form of Equa-
tion (10) after discretization by using the direct collocation method.
The first rectangular quadrature term is the approximation of inte-
gration terms in Equation (10), and the second term is the parame-
ter to be optimized in Equation (10). In addition, Equation (18) is
the system initial states. Equations (19) and (20) are the collocation
conditions and the continuity conditions as described above. Equa-
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tion (21) is the path constraints and the general form of Equations
(13) and (14) after discretization.

Finally, the above NLP is solved by using the NLP solvers. There
are many methods available for solving the NLP. The most common
methods are based on either active-set sequential quadratic pro-
gramming or interior-point methods. The active-set sequential
quadratic programming is to iteratively approximate the NLP by
a quadratic program, and the interior-point method can be viewed
as approximating the NLP by an equality-constrained NLP [63]. In
this study, the NLP problem got rid of the inequality constraints
by using the interior-point method firstly, and then a local opti-
mum to the NLP was found by solving the first order Karush-
Kuhn-Tucker condition, using the iterative techniques based on
Newton’s method. The above optimization algorithm was illus-
trated by the flow chart in Fig. 5, and the open-source software
JModelica.org was used as the optimization platform to achieve
the above process in this study.

2.5. Error model for weather forecast

One challenge with the direct use of the weather forecast data
in the MPC is the uncertainty of forecasted data resulted from
the uncertainty of the numerical weather prediction model
(NWPM). Inherent uncertainty lies in the NWPM due to the
stochastic nature of atmospheric processes, the imperfect knowl-
edge of the weather model’s initial conditions, as well as modelling
errors [17]. Therefore, the exact actual weather data may not be
reflected by the forecasted data well. The forecast weather data
in this study considered only the outdoor temperature due to the
low solar radiation in the studied area during the studied period
[45]. The actual outdoor temperature acting on the building can
be decomposed as in Equation (22):

Ty =Ty +ex (22)
where Ty and Ty denote the actual and the NWPM forecasted out-
door temperature at the time step k, and e, is the prediction error
of NWPM at the time step k.

To improve the prediction of future disturbance acting on the
building, the prediction error of the NWPM, e,, may be estimated
by an error model. The prediction error of the NWPM means the
deviation between the actual outdoor temperature and the corre-
sponding NWPM forecasted data. In practice, the current predic-
tion error is known, because of the availability of the measured
data. According to [20,64], this study assumed that the unknown
future prediction error of the NWPM was correlated to the known
current prediction error, however, the correlation decreased along
with the increasing time distance. For example, the NWPM predic-

Fig. 4. lllustration of direct collocation for approximating the dynamic system with.d = 2
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Fig. 5. The flow chart of the optimization algorithm.

tion error in the near future was approximated by the current pre-
diction error, while the NWPM prediction error in the distant
future had a limited relationship with the current prediction error
and hence the forecasted data from the NWPM was the best esti-
mation for the outdoor temperature. The error model is illustrated
as Equation (23).

e =1(t) e, t=1,2,3,---,12 (23)
where e, is the estimated prediction error of the NWPM in the
future, e, is the known prediction error of the NWPM at the current
time step k. Parameter 0 < r(t) < 1 which is a weighting function,
describes the decreasing predictive effect of the current prediction
error to the future NWPM prediction error along with the increasing
time distance. In this study, the value of parameter r(t) was given by
Equation (24) based on [64]. Therefore, the future outdoor temper-
ature was estimated as Equation (25).

et76
M0 =1 g t=1.23,-.12 (24
Tt :Tk+t+ek+t-,t: 1,2«,37"'7]2 (25>

where Ty, is the estimated outdoor temperature in the future, Ty,
is the forecasted outdoor temperature from NWPM, and ey, is the
estimated prediction error of NWPM given by the error model as
illustrated by Equation (23).
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Fig. 6 illustrates an example that how the future outdoor tem-
perature is estimated. The outdoor temperature is estimated based
on the forecasted data from the NWPM and the estimated predic-
tion error of the NWPM given by the error model. The current pre-
diction error e is calculated based on the NWPM forecasted and
the corresponding actual outdoor temperature at the current time
step k, as shown in Fig. 6. The NWPM prediction error for the near
future highly relies on and is approximated by the current predic-
tion error, as shown in Fig. 6 for the time step k + t when t has small
values. However, the correlation is decreasing along with the
increasing time distance, as shown in Fig. 6 for the time step
k + t when the value of t is increasing. Finally, the correlation dis-
appears for the distant future and the estimated future outdoor
temperature is only determined by the NWPM forecasted data, as
shown in Fig. 6 for the time step k + t when t is 12.

3. Case study and scenarios

The proposed method in Section 2 was tested by a university
building. The background of the case study, the weather forecast
data from the NWPM, and the research scenarios are introduced
in this section.

3.1. Background of the case study

A university building located in Trondheim, Norway, was cho-
sen as the case study as shown in Fig. 7 a). Built in 1962, it has
six floors with a floor area of 15 026 m2. The main functions of this
building are education, offices, and laboratory [65]. Fig. 7 b) pre-
sents the SH system in this building and how an MPC controller
is used as a supervisory control for the SH system. As presented
in Fig. 7 b), the SH system in this building is connected to a DH sys-
tem via a heat exchanger in the building heat substation. The SH
system consists of a radiator system and a mechanical ventilation
system. The radiator system is responsible for compensating the
heat transmission to the environment through building envelopes
and heating the incoming cold air caused by air infiltration. The
mechanical ventilation system, which consists of several air-
handling units (AHUs), is responsible for heating the incoming cold
air caused by mechanical ventilation and supplying the heated and
fresh air for occupants in the building. The MPC controller used as a
supervisory control in this study aimed to optimize the set-points
for supply water temperature and water flow rate of the SH
system.

The key information about the building is listed in Table 1. The
values of the heat resistance and the heat capacitance for the RC

— —-NWPM forecasted
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) Actual at time step k
o
T ———NWPM forecasted at time step k
£
<
17}
2 -10
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Fig. 6. The relationship between estimated outdoor temperature, NWPM forecasted data and prediction error.
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Fig. 7. The university building used as the case study.

model proposed in Section 2.2 were obtained by the direct calcula-
tion method. Firstly, according to the information on building ther-
mal properties, the heat resistance and capacitance of the
individual exterior thermal mass element, including the exterior
walls and roof et al. exposed to the outdoor environment, were cal-
culated using the method provided in European standard EN ISO
6946 [66]. Afterwards, the heat resistances and the heat capaci-
tances of all the building exterior thermal mass elements were
lumped into one equivalent heat resistance and one equivalent
heat capacitance, respectively. These equivalent heat resistance
and capacitance represented the overall thermal performance of
all the exterior thermal mass elements, and they were obtained
by equations (26) and (27), respectively [40]. Specifically, an
assumption was made when calculating the heat capacitance of
the window- its thermal mass was set as zero because it could

be ignorable compared to the other exterior thermal mass
elements.

11 1 1
RE=1/<R—1+R—2+~~+E+~~+R—H) (26)

Ce=Ci+C+-+Ci+---+C, (27)

where R, and C, are the equivalent heat resistance and capacitance
for the overall exterior or interior thermal mass. R; and C; are the
heat resistance and capacitance of exterior or interior thermal mass
element i.

The same method was used to calculate the heat resistance and
capacitance of the individual interior thermal mass element. How-
ever, in the first step, calculating the heat resistance of the individ-
ual element, no thermal conduction through interior thermal mass
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Table 1
The key information about the building.
Category Parameter Value
Areas of building elements (m?) Exterior wall 5504
Roof 4315
Windows, doors, and glass 2293
Interior wall 8 256
U-values of building elements Exterior wall 035
(W/(m*K))
Roof 0.35
Windows, doors, and glass 2.04
Specific heat capacities of Exterior opaque 175 000
elements (J/ m?K) '
Interior wall 75 000
Air and furniture 10 000
Ventilation Air infiltration (h~) 2.70?
Mechanical ventilation (h™')  0-1.50°
Temperature efficiency of 62
heat recovery (%)
Heated air volume (m?) 73 600
Internal heat gains Equipment, lighting, person 5.5-19.0%

(W) m?)

Based on the building thermal properties
and standards [44,46].

Air change rate at 50 Pa, nso.

Operated based on the building occupancy
schedule.

Estimated based on the measurement data
and standard [46].

1

element was assumed, therefore, only the surface resistance
between the indoor air and the interior thermal mass element
was considered. The calculation results for the values of the heat
resistance and the heat capacitance are shown in Table A.1.

3.2. Weather forecast data from the numerical weather prediction
model

This study was performed using the weather forecast data and
corresponding actual weather data for January of 2018 for the uni-
versity building (coordinates: 63.4°N 10.4°E, elevation 60 m). The
weather forecast data were given by the archived forecasts of the
NWPM, MetCoOp Ensemble Prediction System (MEPS), which is
cooperated by the meteorological services of Norway, Sweden,
and Finland. The location of the case building was used as the input
for the NWPM to download the corresponding historical weather
forecast data. MEPS delivers hourly predictions for the next 66 h
with an update cycle of 12 h [67]. In addition, according to the
review paper [7], the typical prediction horizon of MPC in HVAC
systems that feature slow-moving processes lies in the range from
5 to 48 h. In this study, the prediction horizon of the MPC was cho-
sen as 12 h. Therefore, at each time step, the MPC controller used
the latest available 12 h’ weather forecast data. In addition, for
Fig. 8 and Fig. 9, the actual outdoor temperature was always

——MEPS forecast ——Actual

Outdoor temperature (°C)

=20 +
01-Jan-2018

29-Jan-2018

22-Jan-2018

08-Jan-2018 15-Jan-2018

Time (day-month-year)

Fig. 8. The comparison between forecasted and corresponding actual outdoor
temperature.
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compared to the available most recent forecast data with an
update cycle of 12 h.

Fig. 8 shows the comparison between the MEPS forecasted and
the corresponding actual outdoor temperature. The forecasted data
predicted the trend of the outdoor temperature well. However, the
exact value of the actual outdoor temperature was not reflected by
the forecasted data very well. As presented in Fig. 8, the deviation
between them could be even up to almost 10 K.

Fig. 9 illustrates the distribution of deviation between the fore-
casted and the actual outdoor temperature for January of 2018. The
temperature deviation had the mean value of —1.2 K and the stan-
dard deviation of 2.5 K. On average, the forecasted data were close
to the actual outdoor temperature. However, the standard devia-
tion indicated the presence of a considerable amount of overesti-
mated and underestimated values. The distribution graph in
Fig. 9 shows that the outdoor temperature was mainly underesti-
mated by the MEPS forecasted data for the studied period.

3.3. Suggested scenarios to include the MPC controller

This research is a simulation-based study to investigate the
impact of weather forecast uncertainty on the performance of
MPC. Moreover, to improve the performance of the MPC controller,
an error model was introduced to address the error of the weather
forecast. To test the effectiveness of the MPC controller integrated
with the error model, four research scenarios including a reference
scenario, two benchmark MPC scenarios, and one improved MPC
scenario integrated with the error model were proposed in this
research. The reference scenario represented the current RBC strat-
egy for the SH system without using any MPC controller. The other
scenarios represented the MPC strategies with different weather
information provided for their MPC controllers. The ideal bench-
mark MPC scenario assumed perfect weather forecasts, i.e. provid-
ing the actual weather data for its MPC controller. The standard
benchmark MPC scenario did not address the weather forecast
error, i.e. directly providing the forecasted weather data for its
MPC controller. Finally, the improved MPC scenario handles the
weather forecast error by integrating with the error model, i.e. pro-
viding the estimated weather data from the error model for its
MPC controller. Due to the different weather information provided
for different MPC controllers, the SH system of the building in indi-
vidual MPC scenarios received different optimal control signals.
Afterwards, the same building and system model disturbed by
actual weather conditions was simulated to obtain the indoor air
temperature and the heating cost based on the different control
signals, respectively.

The research was conducted through the following four steps.
Firstly, the building model was developed based on the method
proposed in Section 2.2 and validated as presented in Section 4.1.
Secondly, the MPC framework was formulated as described in Sec-

Numbers
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Deviation in outdoor temperature (K)

Fig. 9. Distribution of deviation between forecasted and actual outdoor tempera-
ture (deviation equals forecasted value minus actual value) for January of 2018.
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tion 2.3. Thirdly, four simulation-based experiments were created
and simulated as introduced in Section 3.3, respectively, including
a reference scenario and three MPC scenarios. Finally, the simula-
tion results of different scenarios were investigated and compared
in Section 4 and Section 5.

The proposed four scenarios were presented in Fig. 10. The ref-
erence scenario, RBC in Fig. 10 a), presented the current RBC strat-
egy for the SH system and was therefore used as a benchmark. In
this scenario, a WCC was used to determine the supply water tem-
perature of the SH system according to the actual outdoor temper-
ature. A P controller, which attempted to perform better than the
on-off controller, was applied to adjust the water flow rate of
the SH system based on the deviation between indoor temperature
and its reference value. In this scenario, the optimal management
of the building energy is not possible, as the future disturbances,
energy price, energy demand, and the dynamic building model
cannot be incorporated into controllers.

The ideal MPC scenario, MPC_actu in Fig. 10 b) was an ideal MPC
control strategy, which was defined as optimal control with the
perfect weather prediction, i.e. assuming no deviation between
the forecasted weather and the actual weather. As shown in
Fig. 10 b), the actual outdoor temperature was used by the MPC
controller to present the perfect weather prediction. This is not
an implementable controller but a concept, which was used to
investigate the theoretical potential of MPC.

The standard MPC scenario, MPC fore in Fig. 10 c), was a stan-
dard MPC control strategy in practice. It used the imperfect
weather forecast of the NWPM but determined its control actions
under the assumption that the predictions were correct. As pre-
sented in Fig. 10 c), the forecasted outdoor temperature from the
MEPS was used by the MPC controller. This scenario demonstrated
the practical potential of MPC.

The improved MPC scenario, MPC _esti in Fig. 10 d), was pro-
posed considering the uncertainty of weather predictions in the
MPC control strategy. As shown in Fig. 10 d), the error model
described in Section 2.5 was integrated to improve the quality of
forecasted outdoor temperature from the MEPS, and then the
high-quality estimated outdoor temperature was used by the
MPC controller. This scenario made the handling of the weather
forecast uncertainty straightforward, meanwhile maintained the
computationally tractable of MPC.

4. Results

This section firstly presents the model validation and the eval-
uation of the error model for weather forecast, and then evaluates
the three MPC scenarios during a typical week in terms of achieved
indoor air temperature and heating cost.

4.1. Model validation

The dynamic building model proposed in Section 2.2 was vali-
dated by one month’s measured data from the campus energy
management platform. For the validation procedure, the simulated
control strategy for the SH system was based on the current RBC
strategy. As described in Section 3.2, a WCC was used to determine
the supply water temperature of the SH system according to the
actual outdoor air temperature, and a P controller was used to
adjust the water flow rate based on the deviation between indoor
air temperature and its reference value. The reference values for
the indoor temperature were set as 21°C from 8:00 am to
10:00 pm, and 19°C from 10:00 pm to 8:00 am based on the mea-
sured data and adjusted by the requirement of the Norwegian
standard [46]. The mechanical ventilation and the internal heat
gains listed in Table 1 were set as inputs for the dynamic building

10

Energy & Buildings 257 (2022) 111793

model. Afterwards, with a reasonable initial guess for the state
variables and the control strategy described above, the dynamic
building model was simulated in the Dymola environment to track
the reference values of the indoor temperature. The simulated
hourly heat rate was validated against the measured hourly heat
rate.

The validation results are presented in Fig. 11. The simulated
and measured hourly heat rate of the building exhibited the same
trend. During working hours, the hourly heat rate was higher due
to the higher airflow rate in the AHUs of the mechanical ventilation
system. During non-working hours or weekends, fewer occupants
led to the lower airflow rate in the AHUs of the mechanical venti-
lation system and hence the lower hourly heat flow rate. In sum-
mary, the simulated results were able to capture the key
characteristics of building heat flow rate.

To quantify the deviation of the simulated data from the mea-
sured data, two indicators, i.e. coefficient of variation of the root
mean square error (CV(RMSE)) and normalized mean bias error
(NMBE), were used to evaluate the prediction performance of
building model according to ASHRAE Guideline 14-2014 [68]. CV
(RMSE) characterizes the variability of the errors between the mea-
sured and the simulated values. NMBE quantifies the percentage
error between the measured and the simulated values. The valida-
tion criteria required in ASHRAE Guideline 14-2014 is within +
30% for CV(RMSE) and within + 10% for NMBE when using hourly
data [68]. In this study, the resulted values of the two indicators
were 16.9% for CV(RMSE) and 0.4% for NMBE, respectively, when
comparing the hourly simulated and measured heat flow rate.
These indicators showed that the dynamic building model devel-
oped in this study was able to predict the thermal behaviour of
building well and be used for MPC control strategy.

4.2. Evaluation of error model for weather forecast

The three MPC scenarios together with the reference scenario,
RBC, were tested during a typical week (from 17th to 23th of Jan-
uary of 2018). As shown in Fig. 12, the deviations between the
MEPS forecasted and the actual outdoor temperature were large
and most of the forecasted values were lower than the actual val-
ues. The mean value of these deviations was —2.7 K, and the max-
imum deviation was —9.2 K.

To improve the quality of MEPS forecasted outdoor temperature
as shown in Fig. 12, the error model proposed in Section 2.5 was
used to estimate the prediction error of MEPS, and then the esti-
mated MEPS prediction error together with the MEPS forecasted
outdoor temperature were combined as described in Equation
(25) to generate a sequence of estimated outdoor temperature.
According to [18,26], the accuracy of these estimated outdoor tem-
peratures was quantified using a standard metric, root mean
square error (RMSE). RMSE represents the sample standard devia-
tion of the differences between predicted values and actual values,
as described in Equation (28) [68].

(28)

where n is the number of observations of data points, y; is the actual
value, and y; is the predicted value.

Fig. 13 presents the RMSEs of each hour in the predictive hori-
zon, in which the black line represents the RMSE of the MEPS fore-
casted outdoor temperature, and the orange line represents the
RMSE of the estimated outdoor temperature. As mentioned in Sec-
tion 2, the predictive horizon was 12 h in this study, and hence the
X-axis of Fig. 13 ranged from 1 to 12. In addition, the studied typ-
ical week had 168 h, and therefore the RMSEs of each hour in the
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Fig. 10. Schematics of the four scenarios.

calculated based on 168 pairs of data NWPM is the inherent prediction error of the NWPM. Therefore,

including actual and predicted values. As described in Section 2.5, the RMSEs of the forecasted outdoor temperature direct from MEPS
one challenge with the direct use of the weather forecast data from were larger and fluctuated around 4.2 K for each hour in the
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Fig. 13. RMSEs of MEPS forecasted and estimated outdoor temperature.

predictive horizon. In contrast, after introducing the error model
for MEPS forecasted outdoor temperature, the accuracy of the out-
door temperature was increased. As shown in Fig. 13, the esti-
mated outdoor temperatures had higher accuracy with the lower
RMSEs from 0.5 to 4.2 K, especially for the near future as presented
on the left side of Fig. 13.

4.3. Achieved indoor air temperature

Fig. 14 presents the indoor air temperature and its reference
values for different scenarios. The reference values for the indoor
temperature were set as 21.0°C from 8:00 am to 10:00 pm, and
19.0°C from 10:00 pm to 8:00 am for all the scenarios according
to Norwegian standard [46], as depicted by the red solid line in
Fig. 14. The ideal MPC scenario, MPC_actu, demonstrated the theo-
retical control performance of the MPC for maintaining the indoor
temperature as expected. This ideal MPC scenario eliminated the
over-heating phenomenon occurring in the reference scenario
RBC, and reduced the deviations between indoor temperature
and its reference values, as shown in Fig. 14. In addition, the viola-
tion numbers of the indoor temperature are presented in Fig. 15.
The indoor temperature was recorded every ten minutes, and the
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occurrence of violation was counted when the deviation between
the indoor temperature and its reference value was larger than
0.5 K. The ideal MPC scenario, MPC,,, decreased the violation
numbers from 430 to 152, with the reduction of almost 65%. More-
over, the ideal MPC scenario considered the peak load shaving tar-
get involved in its objective function, and hence slightly lowered
the indoor temperature during the peak hours and slightly higher
the indoor temperature during the non-peak hours, as shown in
Fig. 14.

The standard MPC scenario, MPC _fore, which presents the prac-
tical indoor temperature control performance of MPC, is depicted
in Fig. 14 by the green solid line. The MEPS forecasted outdoor tem-
perature was directly used by the MPC controller in this scenario.
Due to receiving inaccurate outdoor temperature, this scenario
did not perform well, especially when the MEPS forecasted
weather largely varied from the actual one. The over-heating phe-
nomenon in this scenario was even worse than with the reference
scenario RBC, as shown in Fig. 14 . In addition, compared to the ref-
erence scenario, RBC, the deviations between the indoor tempera-
ture and its reference values were increased and the violation
numbers of the indoor temperature were even higher, an increase
of 20%, as shown in Fig. 15. Due to receiving the low-quality pre-
dictions for the future weather, this standard MPC scenario pre-
sented even worse control performance than the conventional
RBC in terms of the indoor temperature.

In contrast, the improved MPC scenario, MPC esti, was able to
guarantee thermal comfort by introducing the error model. As pre-
sented in Fig. 13, the error model together with the MEPS fore-
casted outdoor temperature generated the high-quality estimated
future outdoor temperature, and then the estimated outdoor tem-
perature was used by the MPC controller in this scenario. Due to
receiving the high-quality weather data, this scenario achieved
almost the same indoor temperature control performance as the
ideal MPC scenario, as depicted in Fig. 14 by the orange solid line.
The over-heating phenomenon was removed and the deviations
between the indoor temperature and its reference values were
small in this scenario. The peak load shaving target was also con-
sidered as the indoor temperature was controlled to be slightly
lower and higher than its reference values during the peak and
the non-peak hours, respectively. Moreover, as presented in
Fig. 15, the violation numbers of the indoor temperature dropped
by almost 80 % compared to the standard MPC scenario
(MPC fore) and by 73% compared to the reference scenario RBC.

4.4. Heating cost

As described in Section 2.3, the heating cost was charged based
on the peak heat rate and the heat use of end-users. Therefore, the
peak heat rate and the heat use for the different scenarios will be
discussed firstly in this section.

Fig. 16 presents the peak heat rate for different scenarios. As
described in Section 2.1, the passive thermal mass storage of the
building was integrated into the MPC control strategy to shave
the peak load in the building. Therefore, the ideal MPC scenario,
MPC actu, presented a remarkable peak load shaving effect and
decreased the peak load from 549 kW to 506 kW, a reduction of
7.8% compared to the reference scenario RBC. However, due to
receiving inaccurate weather data, the peak load shaving perfor-
mance of the MPC deteriorated. As shown in Fig. 16, the standard
MPC scenario, MPC fore, shaved the peak load to 529 kW, with
the reduction of only 3.6% compared to the reference scenario
RBC. In contrast, introducing the error model was able to improve
the peak load shaving performance of MPC a bit. As the improved
MPC scenario (MPC _esti) showed, the peak load was decreased by
4.6%, which was higher than the standard MPC scenario (MPC fore).
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Fig. 17 presents the heat use for different scenarios. The ideal
MPC scenario, MPC_actu, demonstrated the theoretical heat use
saving potential of the MPC. A theoretical heat use saving of 3.3%
was able to be achieved by this ideal MPC scenario. However, the
low-quality predictions of weather degraded the heat use saving
performance of the MPC. As the standard MPC scenario
(MPC_fore) showed, its heat use was almost the same as the refer-
ence scenario RBC and no obvious heat use saving was observed. In
this scenario, its MPC controller received lower forecasted outdoor
temperature, as presented in Fig. 12, which led to incorrect control
actions of MPC. The MPC controller provided more heat than the
building demand and hence resulted in the over-heating phe-
nomenon and heat waste. Introducing the error model was able
to improve the quality of weather information and significantly
improve the MPC performance in terms of heat use saving. As
shown in Fig. 17, the improved MPC scenario (MPC_esti) reduced
the heat use from 54.9 MWh to 53.3 MWh, a reduction of 3.0%,
which was very close to the theoretical heat use saving potential
of the MPC.

Finally, Fig. 18 presents the heating cost for different scenarios.
The theoretical heating cost saving was 4.1%, as the ideal MPC sce-
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Fig. 16. Peak load for different scenarios.
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nario MPC_actu showed. This cost saving came from the reduction
in both the LDC and the EDC of the heating price model, which was
caused by the peak load shaving and the heat use saving effects of
the MPC controller. The standard MPC scenario, MPC fore, saved
only 0.7% of heating cost compared to the reference scenario
RBC. The heating cost saving performance of the MPC was
degraded a lot due to the low-quality weather forecast informa-
tion. However, introducing the error model for the weather fore-
cast brought remarkable improvement in terms of heat use
saving for the MPC controller, as described above. Therefore, about
3.4% of the heating cost was saved by the improved MPC scenario
MPC _esti.

5. Discussion

Sections 4.2-4.4 present the simulation results from a week that
had a big deviation between the MEPS forecasted and the actual
outdoor air temperature. This section, however, investigates the
situation with a small deviation between the forecasted and the
actual outdoor air temperature. Therefore, the impacts of the low
error weather forecast on the performance of MPC controllers were
analysed, moreover, the effectiveness of the error model is further
discussed. Following that, this section discusses the limitation of
this study.

The three MPC scenarios together with the reference scenario
were tested during another week (from 24th to 30th of January
of 2018). As presented in Fig. 19, the deviations between the MEPS
forecasted and the actual outdoor temperature were small. Com-
pared to the tested week presented in Section 4.2 with a mean
and a maximum deviation value of —2.7 Kand —9.2 K, respectively,
this week had a much smaller deviation range with a mean and a
maximum deviation value of 0.8 K and 4.7 K. As the steps described
in Section 3.3, firstly, the MPC controllers of individual MPC sce-
narios were provided with different weather information, i.e. the
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Fig. 17. Heat use for different scenarios.
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actual outdoor temperature for Scenario MPC _actu, the forecasted
outdoor temperature from MEPS for Scenario MPC fore, and the
estimated outdoor temperature from the error model for Scenario
MPC _esti. Afterwards, these MPC controllers generated control sig-
nals based on the provided weather information and the feedback
of the building. Finally, the SH system received and executed these
control signals, and the processes were simulated under the condi-
tion of the actual outdoor temperature. The simulated results for
the MPC scenarios and the reference scenario are presented in
Fig. 20 and Fig. 21.

Fig. 20 shows the violation numbers of the indoor air tempera-
ture for each research scenario during the week from 24th to 30th
of January of 2018. In Fig. 20, smaller violation numbers mean bet-
ter performance in terms of indoor temperature tracking. Different
from the results achieved in Section 4.3 that the MPC scenario with
the forecasted outdoor temperature, MPC fore, obtained the worest
perfromance on indoor temperature tracking, the results in Fig. 20
showed that all the three MPC scenarios presented better perfor-
mance than the reference scenario, RBC. However, similar with
the results observed in Section 4.3, Fig. 20 also demonstrates that
introducing the error model could improve the performance of
MPC controllers regarding the indoor temperature tracking, which
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Fig. 20. Violation numbers of indoor temperature (from 24th to 30th of January of
2018).
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can be found when comparing the results of Scenario MPC fore
with Scenario MPC esti. The above findings indicated that the bet-
ter weather forecast guaranteed better indoor temperature track-
ing performance for MPC controllers than direct use of the
forecasted weather data. However, as the prediction error cannot
be avoided, introducing the error model always benefited the per-
formance of an MPC controller.

Fig. 21 presents the heating cost for the four research scenarios
during the week from 24th to 30th of January of 2018. Different
from the results obtained in Section 4.4 that the MPC scenario with
the forecasted outdoor temperature, MPC fore, had no obvious
heating cost savings, the results in Fig. 21 show that all the three
MPC scenarios including the MPC fore scenario, reduced the heat-
ing cost of the SH system by around 6.5% compared to the refer-
ence scenario. This indicates that the small deviations between
the actual and the MEPS forecasted outdoor temperature had no
obvious impacts on the MPC performance in terms of heating cost
saving. Therefore, some conclusions from this discussion together
with the results presented in Section 4.3 and 4.4 may be summa-
rized as follows. Firstly, the quality of weather information pro-
vided for the MPC controller had a big impact on the
performance of MPC, which was identical with the previous stud-
ies, e.g. [17,18]. Secondly, the introduction of an error model to
improve the quality of weather information always benefited the
MPC performance even when the deviations between the fore-
casted and measured weather data were small.

Furthermore, there are several limitations of this study. Solar
radiation was not considered in this study due to the low solar
radiation during the studied period. In this study, there were no
available on-site measured solar radiation values for the case
building. Therefore, the measured global solar radiation from the
nearest weather station, Skjetlein, were collected to infer the situ-
ation of solar radiation for the case building [69]. Fig. 22 presents
the measured average hourly global solar radiation from the
weather station during the studied period. The studied period
was January of 2018 and had 31 days, and therefore the average
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Fig. 22. Measured average hourly global solar radiation during January of 2018.
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hourly value was obtained based on the 31 measured global solar
radiation for the same hour.

As shown in Fig. 22, the average global solar radiation varied in
the range of 10-55 W/m? from 10:00 am to 02:00 pm yet only last
4 hin a day and was zero for the rest of day. Furthermore, the near-
est weather station is located in the rural area of the city where no
shading effect for the weather station. During the studied period,
the case building located in the city centre may receive even less
solar radiation because of the effect of shading in high-density
urban areas [70]. Based on the above explanation, ignoring the
solar radiation during the studied period for the case building is
reasonable. However, solar gains are significant during the late
spring and early autumn, resulting in a shortening of the heating
season for almost all locations in Europe [70]. Therefore, solar radi-
ation should be considered when the study is conducted during the
late spring and early autumn.

The RC model used in this study was a white-box RC model, and
the parameters of this RC model were obtained based on the
known detailed information of the case building, the on-site mea-
sured data, and related standards. However, for many buildings,
detailed building information and complete on-site measured data
are often unavailable. In this case, it is challenging to develop a
white-box model based on the limited information of the building.
Many researchers have investigated using system identification
techniques to develop a suitable grey-box model when the build-
ing information is limited [38,39,71,72]. Grey-box models have
better generalization properties and usually require less building
information compared to white-box models. Therefore, to have a
more generalized research method, a grey-box RC model may be
developed in future work to test the methods proposed in this
study.

6. Conclusions

In this study, an error model was proposed to address the effect
of weather forecast uncertainty on the MPC performance in build-
ings. The error model used easily measurable and accessible data
to improve the quality of the forecasted weather data from the
NWPM, and consequently improved the performance of MPC. The
proposed method was tested on a university building located in
Norway under the condition of the high error of weather forecast.
The three MPC scenarios together with a conventional RBC sce-
nario were evaluated in terms of thermal comfort and heating cost.

Compared to the conventional RBC, the ideal MPC controller
with perfect weather data demonstrated the theoretical heating
cost saving of 4.1% during one week, while providing an improved
level of thermal comfort, with a reduction of 65% for the indoor
temperature violations. However, the standard MPC controller
with the NWPM forecasted weather data did not perform well,
especially when the actual weather varied from the forecast. In
that case, the heating cost saving was only 0.7% during this week.
Meanwhile, the low-quality weather forecast information resulted
in an even worse level of thermal comfort than that of the conven-
tional RBC, an increase of 20% for the violation numbers of the
indoor air temperature. In contrast, by introducing the error model,
the quality of weather information used in MPC was improved and
hence the performance of the MPC controller was significantly
improved. The weekly heating cost saving was increased to 3.4%,
which was very close to the ideal MPC controller heating cost sav-
ing of 4.1%. In addition, the violation numbers of indoor tempera-
ture were dropped by 80% and hence the thermal comfort was
substantially improved.

To get more generalized conclusions, the proposed method was
tested under the condition of the low error of weather forecast as
well. Simulation results indicated that the introduction of the error
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model to improve the quality of weather information always ben-
efited the MPC performance even when the deviations between the
forecasted and measured weather data were small.

In summary, integrating a simple but accurate error model into
an MPC controller is a practical and feasible approach to tackle the
weather forecast uncertainty of MPC in buildings. This study can
facilitate the real application of MPC in buildings.
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Appendix A. Parameter for the RC model

Table A.1

Parameter for the RC building model.
Parameter Value
Roe 1.39x10 % K/W
Rie 1.52x1074 K/W
Rim 7.37x10°8 K/W
Ruyin 2.13x107* K/W
Cenv ‘1.72><‘109 ]/K
Cia 8.74x107 J/K
Cina 6.88x10% J/K
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ABSTRACT

Due to heat prosumers' dual roles of heat producer and heat consumer, the future district heating (DH)
systems will become more flexible and competitive. However, the current heating price models have not
yet supported the reverse heat supply from prosumers to the central DH system, which means the
prosumers would gain no economic benefit from supplying heat to the central DH system. These uni-
directional heating price models will reduce interest in prosumers, and thus hinder the promotion of
prosumers in DH systems. This study aimed to optimize prosumers' economic performance under the
current heating price models by introducing water tank thermal energy storage (WTTES). A dynamic
optimization problem was formulated to explore prosumers' economic potentials. The size parameter of
WTTESs was swept in prosumers to obtain the optimal storage size considering the trade-off between
the payback period and the heating cost saving. The proposed method was tested on a campus DH
system in Norway. The results showed that the prosumer's annual heating cost was saved up to 9%, and
the investment of WTTES could be recovered in less than ten years. This study could provide guidelines
on improving prosumers' economic performance and promote the development of prosumers during the
transformation period of DH systems.

© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Buildings account for a large share of total energy use and
contribute to global warming considerably. In the European Union
(EU), buildings are responsible for approximately 40% of total en-
ergy use and 36% of greenhouse gas emissions [1]. Space heating
(SH) and domestic hot water (DHW) systems, as essential parts of
building energy systems, play an important role in buildings' en-
ergy use. For example, in the residential sector of the EU countries,
about 80% of the energy use is for SH and DHW [2,3]. District
heating (DH) systems can satisfy buildings' heat demand in an
energy-efficient and environment-friendly way [4]. Due to these
merits, DH systems are competitive compared with alternative
heating technologies, especially for urban areas with concentrated
heat demand. Currently, more than four thousand DH systems are
working successfully in Europe [5], and the national heat market
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share for DH systems can reach 60% for some areas [6—8]. However,
DH systems' competitiveness is weakened by several challenges,
such as the considerable distribution heat loss caused by high
distribution temperature and the shrinking heat market due to the
improving building efficiency [4]. To deal with these challenges and
stay competitive, the current second and third generation DH sys-
tems are transforming to the fourth and fifth generation DH sys-
tems [9—12]. The transformation includes decreasing distribution
temperature and upgrading infrastructure, and hence reduces the
distribution heat loss and opens the door to more free heat such as
renewables and waste heats.

For the future DH systems, renewables and waste heats may be
integrated into the user side as distributed heat sources (DHSs)
besides the central DH system. These end-users with DHSs are
called heat prosumers due to their dual roles of producer and
consumer. Fig. 1 illustrates examples of heat prosumers in a DH
system. The block Individual Prosumers in the upper right of Fig. 1
shows different types of individual prosumers that integrated
into the central DH system, these prosumers maybe a building
installed with solar panels, a food store with waste heat from the

0360-5442/© 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

CHP Combine heat and power plant

CV(RMSE) Coefficient of variation of the root mean square
error

DC Data centre

DH District heating

DHW Domestic hot water

DHS Distributed heat source

EDC Energy demand component

FDC Flow demand component

FXC Fixed component

HE Heat exchanger

LDC Load demand component

MS Main substation

NLP Nonlinear programming

NMBE Normalized mean bias error

R2R Extraction from the return line and feed into the
return line

R2S Extraction from the return line and feed into the
supply line

S2S Extraction from the supply line and feed into the
supply line

SH Space heating

TES Thermal energy storage

WTTES  Water tank thermal energy storage
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refrigeration system, or a factory with waste heat from the pro-
duction process. In addition, the block Community Prosumer in the
lower right of Fig. 1 presents a community prosumer with end-
users and DHSs. These end-users are a cluster of buildings that
may contain residential buildings and commercial buildings, and
the DHSs may be a data centre (DC) with waste heat from its
cooling system and a micro combine heat and power plant (CHP).
Different from the individual prosumers connecting to the central
DH system directly, the community prosumer is connected to the
central DH system via the main substation (MS), and hence the
management of the community DH system can be separated from
the central DH system. For both the individual prosumers and the
community prosumers, it allows bidirectional heat flow between
the prosumers and the central DH system. Therefore, the pro-
sumers may be supplied with heat from the central DH system
during high heat demand periods, and feed surplus heat from their
DHSs to the central DH system during low heat demand periods.
There is a growing interest in prosumers in DH systems. Nord
et al. [13] and Licklederer et al. [14] proposed methods to model
heat prosumer-based DH systems. Marguerite et al. introduced a
tool to optimize the design and operation of prosumers [15]. Pipi-
ciello et al. developed a new type of substation for heat prosumers
in DH systems [16]. Nielsen et al. [17], Brand et al. [18], and Gross
et al. [19] investigated the impacts of prosumers on DH systems.
Huang et al. reviewed the applications of DCs as prosumers in DH
systems [20], and Kauko et al. studied the impacts of DCs and su-
permarkets as prosumers in DH systems [21]. Previous research has
proposed the methods to design and operate prosumers and
demonstrated the economic benefits of introducing prosumers in

Individual Prosumers
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@DDDDD@
tm] am|y
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Building Food store Factory
+Solar panel +Waste heat +Waste heat

Central DH system
(including central plants and central grid)

Community Prosumer

Micro CHP

Buildings

Fig. 1. Schematic illustrates examples of prosumers in a DH system.
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DH systems. However, there is limited research focusing on opti-
mizing prosumers' economic performance, especially under the
current heating price models. During the transformation period of
the DH system, despite some successful projects with bidirectional
heating price models, the widely used heating price models have
not supported the reverse heat supply from the heat prosumers to
the central DH system, which means the prosumers would gain no
economic benefit from supplying heat to the central DH system
[22]. These unidirectional heating price models are reducing peo-
ple's interest in heat prosumers, and thus hindering the promotion
of prosumers in DH systems. Therefore, further research is needed
to optimize prosumers' economic performance under the current
widely used heating price models during the transformation period
of the DH system.

The current widely used heating price models charge the
heating cost of heat prosumers based on both the heat use and the
peak load [22]. Therefore, the two possible ways to optimize heat
prosumers' economic performance are: 1) increasing the self-
utilization rate of heat supply from prosumers' DHSs, and hence
reducing the heat supply from the central DH system, and 2)
shaving prosumers' peak load by shifting parts of central DH sys-
tem's heat supply from peak hours to non-peak hours. Thermal
energy storages (TESs) have been proven to be good at achieving
the above goals. Firstly, TESs may be used to relieve the mismatch
between prosumers' heat supply from DHSs and buildings' heat
demand [23—27]. Consequently, less heat is fed to the central DH
system when surplus heat exists, and the self-utilization rate of the
heat supply from prosumers' DHSs is increased. Secondly, TESs may
shift the central DH system's heat supply from peak hours to non-
peak hours, thereby shaving the peak load of the heat prosumers
[28—30]. However, one barrier to the integration of TESs into pro-
sumers is their high investment costs and the economic risk of long
payback periods. Therefore, further research is needed to explore
the economic feasibility of introducing TESs to prosumers under
current heating price models.

This study aimed to break the above economic barrier through
the optimal operation of heat prosumers with TESs and the optimal
sizing of TESs. Firstly, a water tank thermal energy storage (WTTES)
was chosen as short-term TES and integrated into a prosumer. Af-
terwards, a dynamic optimization problem was formulated aiming
to explore the economic potential of the heat prosumer with TES.
The economic performance of the prosumer with TES was evalu-
ated in terms of heating cost saving and payback period. Finally, the
size parameter of WTTES was swept to obtain the optimal storage
size considering the trade-off between the payback period and the
heating cost saving. The proposed method was tested on a campus
DH system in Norway, which received heat from the central DH
system, meanwhile, had its own DHS with waste heat recovery
from the university DC. The main contributions of this study are
summarized as the following. Firstly, the technical contribution is
to support the transformation of current DH systems towards
completely renewable-based DH systems with DHSs by optimizing
prosumers' economic performance under the current heating price
models, which is a practical but rarely addressed problem. Sec-
ondly, the scientific contribution is to use the technique of
combining dynamic optimization and parameter’ sweeping to
explore prosumers' economic potentials considering the economic
feasibility after introducing TESs. Thirdly, the practical contribution
is to provide more comprehensive recommendations for heat
prosumers and DH companies to understand the effect of the peak
load definition on the economic performance of heat prosumers.
This study provides guidelines on improving prosumers' economic
performance during the transformation period of the DH system,
and thus promote the development of the heat prosumers in DH
systems.
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The remaining of the article is organized as follows. Section 2
proposes a generalized heating price model based on the current
widely used heating price models, afterwards introduces the sys-
tem design and operation strategy aiming to optimize prosumers'
economic performance under the generalized heating price model
by using short-term TESs. Section 3 introduces the background of
the case study, meanwhile provides information on research sce-
narios and simulation settings. Section 4 investigates and compares
different scenarios' performance in terms of energy and economic
indicators. Section 5 discusses the effects of the peak load definition
on prosumers' economic performance and investigates the
WTTESs' thermoclines during charging and discharging processes.
Section 6 concludes this study.

2. Method

This section introduces the method to optimize prosumers'
economic performance under current heating price models by us-
ing WTTESs. Firstly, a generalized heating price model is proposed
based on the current widely used heating price models. Afterwards,
considering the generalized heating price model, the system design
for prosumers with the WTTESs and the optimization problem
aiming to minimize the prosumers' heating cost are given. Mean-
while, the models and constraints used in the optimization prob-
lem are presented. Finally, the economic indicators used to evaluate
prosumers' performance are introduced.

This study was based on numerical simulation. The DH system
model was built using the Modelica language, which is an object-
oriented language to conveniently model physical systems [31].
The optimization was performed with JModelica.org, which is an
open-source platform for the simulation and optimization of
complex dynamic systems [32]. For the optimization process based
on the JModelica.org platform, the formulated infinite-dimensional
optimization problem was transcribed into a finite-dimensional
nonlinear programming (NLP) problem through Direct collocation
[33]. Afterwards, the obtained NLP problem was solved by NLP
solvers in the following steps. Firstly, the inequality constraints in
the NLP problem were eliminated using the interior-point method
[34]. Then a local optimum for the NLP was achieved by solving the
first order Karush-Kuhn-Tucker condition, using iterative tech-
niques through Newton's method.

2.1. Generalized heating price model

Although heating price models vary with local DH companies, a
generalized heating price model was defined and was used in the
optimization of prosumers' economic performance. This general-
ized heating price model was defined as suggested in the review
paper of [22], where the current heating price models may include
four components: fixed component (FXC), flow demand compo-
nent (FDC), energy demand component (EDC), and load demand
component (LDC). The FXC is paid to connect to the central DH
system. The FDC is charged based on the volume of the hot water
used to deliver heat and is intended to motivate the low return
temperature. The LDC covers the DH companies' cost to maintain a
certain level of capacity for the peak load, the initial investment of
new facilities, depreciation, etc. It is charged based on the peak load
of the end-users. The EDC covers the fuel cost and is charged based
on the total heat use of end-users.

Based on the review article of [22], the existence and the average
share of each component for the Swedish DH systems are illus-
trated in Fig. 2. About half of the heating price models include the
FXC (60%) and the FDC (50%), however, they only account for 1—2%
of the total heating cost. In contrast, the LDC and the EDC are the
most commonly used components. About 87% of the current
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Fig. 2. The existence (a) and average share (b) of each component in investigated heating price models [22].

heating price models have the LDC, and all the current heating price
models have the EDC. They together account for 96% of the total
heating cost. There are technical-economic reasons for the config-
uration of a heating price model. All the DH companies want to
cover their production cost and therefore the EDC is always
included. For newer DH companies that may be oversized than the
current heat demand, the most important component to charge the
customers is the EDC. In addition, for existing DH companies that
may have issues in further capacity increase, more effective utili-
zation of the existing capacities is crucial and therefore the LDC is
becoming very important and valuable. According to the above
discussion, a generalized heating price model was proposed
considering only the LDC and EDC as shown in Equation (1). The
introduced generalized heating price model is just a theoretical
suggestion and DH companies may organize their models based on
their needs.

Ctot = Cldc + Cedc (1)

where Co is the total heating cost, Gy, is the LDC, and Cq, is the
EDC.
The LDC, i, was calculated as Equation (2):

Cldc =LP- Qpea (2)

where LP is the LDC heating price, and Qpeﬂ is the yearly peak load
according to Refs. [35,36].
The EDC, C,q4,, was calculated as Equation (3):

b
EP(t)-Q(t)dt 3)

fo

Cedc =

where Q(t) is the heat flow rate supplied to the heat user and EP(t)
is the EDC heating price.

2.2. System design for a heat prosumer with WTTES

As introduced in Section 1, WTTES may be integrated into a heat
prosumer to improve the economic performance of the heat pro-
sumer under the current heating price models. Fig. 3 illustrates the
proposed system design for a prosumer with WTTES, which may
increase the self-utilization rate of the heat supply from the pro-
sumer's DHSs and shave the prosumer's peak load. In the system,
the DHS may be low-temperature heat sources from renewables or
waste heat. There are mainly three configurations to integrate the

DHSs into DH grids: 1) extraction from the return line and feed into
the supply line (R2S), 2) extraction from the return line and feed
into the return line (R2R), and 3) extraction from the supply line
and feed into the supply line (S2S). In this study, the R2R mode was
chosen, because it is preferable for low-temperature heat sources
[4].

In addition, the MS connects the prosumer with the central DH
system. The heat exchanger 1 (HE1) in the MS is connected to the
TES and used for the heat charging of the WTTES. During the warm
period with lower heat demand, the HE1 may supplement the heat
supply from the prosumer's DHS. During the cold period with
higher heat demand, the HE1 contributes to the peak load shaving,
because it may charge the TES at non-peak hours and thus the
stored heat can be used at peak hours. Heat exchanger 2 (HE2) is
connected to the prosumer's distribution system directly and acts
as a high-temperature heat source. It boosts the supply tempera-
ture of the prosumer to the required level after the preheating by
low-temperature DHSs.

Moreover, the WTTES in the system is a short-term TES. As
described in Section 1, it has two key functions. Firstly, it relives the
mismatch problem between the DHS's heat supply and the build-
ings' heat demand during the warm period. When the DHS's heat
supply is higher than the buildings' heat demand, the surplus heat
supply from the DHS is stored in the WTTES instead of being fed
into the central DH system. When the DHS's heat supply is lower
than the buildings' heat demand, the stored heat in the WTTES
together with the heat from DHS is supplied to the buildings.
Secondly, the WTTES shaves the prosumer's peak load during the
cold period. The WTTES is charged at non-peak hours and dis-
charged at peak hours, therefore part of the central DH system's
heat supply is shifted to non-peak hours and the peak load is
shaved.

Finally, the heat-users in the system are buildings. As illustrated
in Fig. 1, the heat-user may be one building when the prosumer is
an individual prosumer or a cluster of buildings when the prosumer
is a community prosumer.

2.3. Optimal operation for a prosumer with WTTES

To optimize prosumers' economic performance, the optimal
operation strategy should minimize prosumers' heat use from the
central DH system by increasing the self-utilization rate of the heat
supply from prosumer's DHSs, minimize the prosumers' peak load.
In addition, the operation should track the reference indoor tem-
perature by minimizing the deviation between the simulated in-
door temperature and its reference value. To achieve the above
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Fig. 3. Schematic illustrates the system design for a prosumer with WTTES.

goals, a multi-objective dynamic optimization problem was
formulated as Equations (4), (5), (6), (7), and (8):

Minimize:
i & 2
JEP(t)~Q(t)dt +LP-Qpeq + W+ J(Tm(t) ~T () -de )
to to

subject to:
Q(t) < Qpea (5)
F(t,z(t))=0 (6)
Fo(to, 2(to)) =0 (7)
z1<z(t)<zy (8)

where Q(t) is the heat flow rate supplied from the central DH to the
prosumer. Qpea and LP are the peak load and the LDC heating price,

respectively. EP(t) is the heating price for the EDC. T, (t) and Tir:f (t)
are the simulated indoor temperature and its reference value at
time t. zeR™ represents the time-dependent variables, which in-
cludes the manipulated variable uR™ to be optimized, the dif-
ferential variable xR™, and the algebraic variable ye RW.
Equation (6) defines the system dynamics and Equation (7) is the
initial conditions of the system. z; €[, 0]™ and zy € [~o0, o0]™
are the lower and upper bounds, respectively.

The system dynamics defined in Equation (6) included the dy-
namics of the MS, TES, DHS, buildings, and pipelines, as illustrated

in Fig. 3. The energy and mass flow exchanged between these
components were described by Equations (9), (10), (11), (12), and
(13).

Q(t)=Qpug1 + Quez (9)

Qi1 + Quez + Qpas = Qpui + Q1es + Quoss, 165 + Quoss, iy~ (10)

Quer = ¢t * (THEL sup — THE ret) (11)
Quz = ¢ Mgz * (THE2.5up — THE2 ret) (12)
Qpns = c*Mpps+ (Tous sup — Toms ret) (13)

where mygq, Mygy, and mpys are the mass flow rate of HE1, HE2, and
DHS, respectively. Qpgq, Qpez, and Qpys are the heat flow rate of
HE1, HE2, and DHS, respectively. Qg is the charging (positive
values) and discharging (negative values) heat flow rate of WTTES.
Qpyi is the heat demand of buildings. Qjyss. 7es and Qpogs, pip are the
heat loss from WTTES and pipelines, respectively. The1 sup, THE2 sup»
and Tpys gy are the supply water temperature of HE1, HE2, and
DHS, respectively. Tygq rer, TrE2 ret» and Tpys re¢ are the return water
temperature of HE1, HE2, and DHS, respectively. c is the specific
heat capacity of water.

In this study, the manipulated variables, u in Equations (6), are
the supply water temperature of HEs in the MS (Tygisyp and
ThE2 sup), the mass flow rate of HEs and buildings (mfpg1, Mygz, and
mpyi), and the heat supply flow rate from the radiator to the
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building (Q,4q). The heat flow rate of a prosumer, Q(t) in Equation
(4), means the total heat flow rate of the two HEs in MS (Qpg; and
Quez) as shown in Equation (9). In addition, the variables Qrgs,
Quoss, 7Es» Qpuir and Qg pip are described in the models of WTTES,

buildings, and pipelines, which are explained in Sections 2.3.1-
2.3.3.

2.3.1. Model for short-term WTTES

WTTES was chosen as the TES in this research because it is easily
applied [37,38] and economically reasonable [39] for DH systems. A
one-dimensional WTTES model was used to describe the dynamics
of the thermocline tank. The model can be represented as a single
partial differential equation as Equation (14) [40]:

oT . . oT
C- p'Axg'a = C+(Msou — muse)’& —U-P-(T(t,x) — Tamp)
T

0
+ e-Axs-axz

(14)

where T is the water temperature in the tank. x is the height of the
tank. t is the time. p is the density of water. Axs and P are the cross-
sectional area and the perimeter of the tank, respectively. mso, and
Myse are the water mass flow rate from the heat source side and the
user side, respectively. T,,,; is the ambient temperature. U is the U-
value of the tank wall. ¢ is a parameter representing the combined
heat transfer effect of water through diffusion, conduction, and
mixing due to turbulent flow.

To solve Equation (14) by using numerical methods, spatial
derivatives were approximated by discretizing the tank into n
nodes. Using the discretization scheme shown in Fig. 4 and
computing energy balances on each node, Equation (14) was con-
verted into a set of ordinary differential equations. The ordinary
differential equation for the ith node is shown in Equation (15) [40].
Therefore, the heat loss and the heat flow rate of the ith node are
obtained by Equations (16) and (17), and the total heat loss and
heat flow rate of WTTES was calculated as Equations (18) and (19).
In addition, the parameter ¢ has two different types of values rep-
resenting the situations without and with buoyant mixing effect.
When the temperature of a node is lower than the node above it, ¢
has lower values. Otherwise, the values become several orders of
magnitude higher due to the buoyant mixing effect [40].

Msous Tsmt,in

Myse, Tuse,out

n
n-1
Heat source side i+l
Maown 1__ My Heat user side
i-1
A

msawTsDu,ou! 2
< 1

Myse, Tuse,in

Fig. 4. Diagram illustrates the spatial discretization for a thermocline tank.

Energy 239 (2022) 122103

dT; . .
c- ﬂ'AXS'AX'T; = Ctyse* (Ti_1 = T;) + c+Msou*(Ti1 = Th)

= U-P-4x+(T; — Tgmp)

eA
A;(S'(Tm =2-Ti+Ti 1)
(15)
QIoss, TES, i = U-P-4x- (Ti - Tamb) (16)
qresi = C*Msou* (Tiy1 — Th) (17)
. n—1 .
Quoss, TEs = ) _ Gloss, TES, i (18)
i1
) n-1 )
Qres = Z ArEs,i (19)

i=1

where 4x is the length of the node, and T; is the water temperature
of the ith node. qjyss 7£s ; and qgrgs; are the heat loss and heat flow
rate of the ith node, respectively.

2.3.2. Model for buildings

To improve computational efficiency, a single-equivalent
building model was used to represent the overall performance of
all the buildings in this study. This simplification has been proved
feasibility by previous research [39,41]. After these simplifications,
Equation (20) is used to describe the thermal behaviours of all the
buildings connected to the prosumer’ heating system, and Equa-
tions (21)—(23) are the inequality constraints for the variables
ATgy;, Tsup, and mgy;.

Qi = C+Mpy;* (Tsup — Tret) (20)
ATpy; | < ATpy; = Tsup — Tret < ATpyiy (21)
Tsup < Tsup < Tsupu (22)
Mpyj | <Mpyi < Mpyj y (23)

where Qg is the buildings' heat demand including demand for the
SH and the DHW system. mp,; and 4Tg,; are the mass flow rate and
temperature difference of water at the primary side of the build-
ing's substation, respectively. Tsyp and Ty are the supply and return
temperature of water at the primary side of the building's sub-
station, respectively. ATgy; 1, Tsyp.1, and migy; | are the lower bounds
for ATgy, Tsup, and mpy;, respectively. ATpy; y, Tsup,u, and mpy; y are
the upper bounds for ATgy;, Tsyp, and npy;, respectively.

The lower bound of the supply temperature, Ty, should be
high enough for the SH system and the DHW system to keep a
comfortable indoor temperature and avoid hygiene issues, as
defined in Equation (24). The lower bound of the supply temper-
ature was defined by Equation (25) for the SH system [42], and the
lower bound of the supply temperature for the DHW system was
60 °C as defined in Equation (26), which is required by European
standard CEN/TR16355 [43]. In addition, the upper bound for the
supply temperature was determined by the supply temperature of
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the central DH system, which can be deduced through measured
data.

TsupL = maX(Tsup,SH,La Tsup, DHW.L) (24)
Tsup,SH,L = Tia

Tia.des — Toa.des

T; des — Toa e
+0.5- (Tsup.SH.des + Tret,SH,des -2 Tia,des) * (L>

Tia,des — Toa )

Tia‘des — Yoa,des

+0.5- (Tsup‘SH‘des - rer,SH,des) ° (

(25)

Tsup, pHw.L =60 (26)

where Tgyp sy and Tgyp, ppw . are the lower bound of the supply
temperature for the SH and the DHW system, respectively. T;, and
Toq are the indoor and the outdoor temperature, respectively.
Tsup st and Tyt sy are the supply and the return temperature of the
SH system, respectively. b is a parameter depending on the char-
acteristic of the radiator. The subscript des refers to the design
conditions.

The lower bound of the water mass flow rate mgy;; is zero, and
the upper bound of the water mass flow rate mg,; ; is constrained
by the capacity of the distribution system. In this study, the upper
bound of the water mass flow rate mp,;; was obtained by the
measurement data. In addition, the characteristics of the system
and equipment determine the feasible region of the water tem-
perature difference as described in Equation (21). In this study, the
lower bound of the water temperature difference 4Tg,; | was zero,
and the upper bound of the water temperature difference 4Tg,;y
was obtained by the linear regression using measured data as
Equation (27).

ATgyjy =ag + a1+ Tsup (27)

where ag and a; are parameters.

The buildings' heat demand, Qg,;, includes the heat demand for
the SH and the DHW system, as in Equation (28).

Qpui = Qs + Qpuw (28)

where Qg and Qpyyy are the heat demand of the SH and the DHW
systems, respectively. Qg can be further divided into the demand
for the radiator heating system Q4 and the demand for the
ventilation system Q,.p, as described in Equation (29).

QSH = Qrad + Quen (29)

Considering the thermal inertia of buildings, a simplified-
lumped-capacity model derived from resistance-capacitance net-
works analogue to electric circuits was used to describe the
building dynamics, as defined in Equations (30)—(32).

_ Tiqa = Tenv | Toa — Tenv
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dT; Tma—Tia  Tenv —Tiq  Toa —Tig = Toa — T :
C, . otia_ Ima ia , ‘e ia | loa ia , “oa L
! dt Ri.m Ri.e Rwin Ryen Qrud
+ Quen + Qin
(31)
dTma  Tig — Tma
Crna * — fia_—"ma (32
e de Rim )

where C and R represent the heat capacitance and resistance, T is
the temperature. Subscripts env, ia, oa, ma, win, and ven denote
building envelopes (including exterior walls and roofs), indoor air,
outdoor air, internal thermal mass, window, and ventilation
(including infiltration and mechanical ventilation), respectively. In
addition, R; is the heat resistance between the indoor air and the
building envelopes, Ry is the heat resistance between the outdoor
air and the building envelopes, and R;, is the heat resistance be-

tween indoor air and interior thermal mass. Q;, is the internal heat
gains. All the introduced heat capacitances, thermal resistances,
temperatures, and heat flow rates in Equations (30)—(32) are
marked in Fig. 5.

2.3.3. Model for pipelines
The pipeline model representing the heat loss from the pipe-
lines was described as the following Equations (33)—(35) [44]:

Qlass. pip = Qlass. pip.sup + Qloss. pip,ret (33)

(Rg + R,‘) ’ATpip‘sup — Rc‘ATpip‘ret
(Rg + Ri)2 - R?

Qlass. pip,sup =L-m-d- (34)

(Rg + Ri) 'ATpip,ret - RC'ATpip,sup

35
(Rg + Ri)* — R2 G

Qloss, pip,ret = Lew-d-

where Qjoss, pips Qloss, pip,sup» A0d Qiogs. pip.rer are the total heat loss
from pipes, the heat loss from supply pipes, and the heat loss from
return pipes, respectively. L is the route length for the pair of pipes.
d is the outer pipe diameter. R;, Rg, and R are the resistances for
insulation, ground, and coinciding, respectively, and they can be
obtained by Equations (36)—(38). In addition, 4T} sy and ATyip rer
are the temperature difference for the supply pipe and the return
pipe, and can be obtained by Equations (39) and (40):

Fig. 5. Schematic of the simplified-lumped-capacity building model.
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Rizzil_-lng (36)
Rg:;.’k-ln‘ll')h 37)
R :213 o (2;11) (2;11) (2;;,)2 . 1>0.5> -
ATpip-sup =Tpip,sup — Tgrou 39)
ATpip ret = Tpip,ret — Tgrou (40)

where D is the outer insulation diameter, h is the distance between
the pipe centres and the ground surface, s is the distance between
pipe centres, and 4 and /; are the heat conductivity for the ground
and insulation. In addition, Tgroy is the ground temperature, which
was obtained from Equations (41)—(43). Tyip sup and Tpip r; are the
water temperature in the supply pipe and the return pipe,
respectively.

2.3.4. Model for the ground

In this study, the WTTES model and pipelines model used the
ground temperature to calculate the heat losses. Equations
(41)—(43) were applied to estimate the ground temperature as
follows [45]:

_Zey /) w
Tgrou(2,t) = Toa.aver — Tpeak = €~ \/:«-cos<w~t—¢—z- )

2-a
(41)
2.
W= 42
Tpert (42)
k
a:p.—c (43)

where Tgrou(z, t) is the ground temperature in the depth z and at
time t. Tog aver is the annual average temperature of the outdoor air.
Tpeak is the peak deviation of the function from zero. w is the
angular frequency, Tpr; is the period of the temperature cycle, and ¢
is the phase. «, k, p, and C are the thermal diffusivity, thermal
conductivity, density, and heat capacity of the ground, respectively.

2.4. Indicators to evaluate the economic performance

In this section, the economic indicators including the initial
investment cost and the payback period are introduced to evaluate
the economic performance of the heat prosumers with TESs. The
initial investment cost required for the WTTES depends strongly on
the storage size. Fig. 6 illustrates the relationship between the
initial investment cost and the size of WTTESs that with storage
volumes larger than 200 m>. The black dots in Fig. 6 present pre-
vious projects [52]. Fig. 6 shows that a power function approxi-
mates the relationship very well, with a coefficient of
determination (RZ) of 0.99 and without obvious overfitting. In this
study, the power function in Equation (44) was used to estimate the
initial investment cost for large scale WTTESs in DH systems.

Invt =0.0047.-v06218 (44)
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Fig. 6. The initial investment cost for WTTES.

where Inut is the initial investment cost and V is the storage volume
of WTTES.

The payback period is the time taken to fully recover the initial
investment cost. It is one of the most commonly used methods for
evaluating the economic performance of a system [47]. The payback
period, PB, was calculated by using Equation (45):

1+ -1

—Invt =0 45
i-(141) (43)

Bsay *

where Byg, is the annual energy bill saving and i is the prevailing
interest rate.

3. Case study

The proposed method in Section 2 was tested on a campus DH
system in Norway. The background of the case study, research
scenarios, and simulation settings are introduced below.

3.1. Background for the case study

A campus DH system in Trondheim, Norway, was chosen as the
case study. As illustrated in Fig. 7, the campus DH system is a
prosumer with DHS and heat users. The DHS is the university DC,
which recovers the condensing waste heat from its cooling system.
The heat users are buildings at the campus with a total building
area of 300,000 m?. The campus DH system is connected to the
central DH system via the MS. Detailed information on the campus
DH system can be found in Refs. [48,49]. According to the mea-
surements from June 2017 to May 2018, the total heat supply for the
campus DH system was 32.8 GWh. About 80% of the heat supply
comes from the central DH system through the MS. The other 20%
comes from the waste heat recovery from the DC.

Fig. 8 plots the heat demand for buildings and waste heat from
the DC for the year 2017—2018. As shown with the green line in
Fig. 8, the waste heat supply from the DC was around 1.0 MW
throughout the year. However, as shown with the black line in
Fig. 8, the building heat demand fluctuated from 0.2 MW to
13.8 MW. The mismatch between the waste heat supply and the
building heat demand resulted in the surplus waste heat supply,
especially for the period between June to October, as shown with
the red line of Fig. 8. This surplus waste heat supply was fed into the
central DH system via the MS. However, the university got no
economic benefit from this surplus waste heat fed in, because as
introduced in Section 1, the current heating price models do not
support the reverse heat supply from the end-users to the central
DH system.

In addition, the building heat demand was not equally distrib-
uted and there were high peak loads during the period from
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Fig. 7. Campus district heating system.

November to March, as shown with the black line of Fig. 8. The local
DH company charged the heating bill also considering the peak
load and the university paid about 5.3 million NOK' for the peak
load each year, which accounted for 26% of the total heating bill.

3.2. Scenarios and simulation settings

To explore the economic feasibility after introducing a WTTES to
the prosumer, different research scenarios were proposed based on
the storage capacity of WTTES. The storage capacity meant the
maximum discharging time for a WTTES under the discharging
heat flow rate equals buildings’ annual average heat demand. Eight
scenarios including the reference scenario were proposed as listed
in Table 1. The reference scenario, Ref, represented the current
campus DH system without any TES. The other scenarios repre-
sented the WTTES solutions with storage capacities ranging from
three hours to one week. The WTTESs were cylinder-shaped. All the
tanks had the same height of 15 m, while the diameters were
modified to provide certain storage capacities.

This research was conducted through three steps. Firstly,

! The currency rate between NOK and EUR can be found from https://www.xe.
com/, in this study 1 EUR = 10 NOK.

WTTESs with different storage capacities were integrated into the
prosumer's campus DH system, respectively, as introduced in Sec-
tion 2.2. Secondly, the optimal operation trajectories for the pro-
sumer's campus DH system with the different storage capacities
were obtained through the method provided in Section 2.3. Finally,
these operation trajectories were evaluated in terms of economic
indicators explained in Section 2.4. This study was based on the
conditions of the year 2017—2018, and the detailed settings for the
simulations are explained as follows. The used buildings' heat de-
mand and the DC's waste heat came from the measured data as
shown in Fig. 8. The key parameter settings are presented in Table A
1 in Appendix A. Among them, the parameters for the WTTES
model were set according to the research [50], and the parameters
of the pipeline model were set based on the book [44]. In addition,
the heating prices were obtained from the website of the local DH
company [51]. The local DH company used the monthly EDC
heating price as shown in Fig. A 1 in Appendix A. Meanwhile, the
used LDC heating price was 33 NOK/kW/month. Measured air
temperature and estimated ground temperature of the simulation
year are presented in Fig. A 2 in Appendix A.

4. Results

This section firstly presents the model validation results and
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Table 1
Information for the scenarios.

Scenario abbreviation  Storage capacity ~ Storage volume  Tank diameter

(hour) (m?) (m)
Ref N/A N/A N/A
3h 3 200 4.1
6h 6 400 5.8
12h 12 900 8.7
1d 24 1700 12.0
3d 72 5200 21.0
5d 120 8600 27.0
7d 168 12,000 319

then evaluates the proposed scenarios in terms of energy and
economic analyses.

4.1. Model validation

As introduced in Section 2.3, the system model includes the
following components: the WTTES, the building, and pipelines. In
this study, the current campus DH system does not have any
WTTES, and there is no measured data for the heat loss from the
pipelines as well. Therefore, the WTTES and the pipeline model
were validated according to the reference values from technical
reports and textbooks instead of measured data. In a report from
the International Energy Agency on large scale TESs [52], the
reference storage efficiency for a WTTES is 50—90%. In this study,
the corresponding value was about 90%, which was within the
reference range. In practice, the low storage efficiency is caused by
moistened insulation, because these WTTESs' envelopes are often
deficient to protect against moisture penetration. However, it was
assumed that the WTTES's envelope had a good quality to protect
moisture penetration. Therefore, the WTTES used in this research
had high storage efficiency.

According to the textbook District Heating and Cooling [44], for
the DH systems in high heat density areas, the reference values for
pipeline heat loss is 5—8% of the total heat supply. In this study, the
corresponding value was close to 5%. This low pipeline heat loss
was caused by two reasons. Firstly, compared to the typical DH
systems with linear heat densities lower than 20 MWh/(m-a), the
studied campus DH system had a higher linear heat density of
22 MWh/(m-a). The higher linear heat density made it more effi-
cient during the distribution process and hence led to less pipeline
heat loss. Secondly, the studied campus DH system had an annual
average supply temperature of 65 °C that was lower than the

typical DH system with 70—80 °C. Therefore, the low-temperature
difference between the pipelines and the ground led to low pipe-
line heat loss.

The building model proposed in Section 2.3.2 was validated
against the measured data. To quantify the deviation of the simu-
lated data from the measured data, two indicators, i.e. coefficient of
variation of the root mean square error (CV(RMSE)) and normalized
mean bias error (NMBE), were used to evaluate the prediction
performance of building model according to ASHRAE Guideline
14—2014 [53]. The validation criteria required in ASHRAE Guideline
14—-2014 is within +30% for CV(RMSE) and within +10% for NMBE
when using hourly data [53]. Fig. 9 shows the hourly simulated and
measured building heat demand. As shown in Fig. 9, the values of
the two indicators satisfied the requirements. In addition, Fig. 9
shows that the simulated building heat demand captured the
trend in the measured data very well, with coefficients of deter-
mination (R?) higher than 0.9 and no obvious overfitting.

4.2. Peak load shaving and heat use saving

The heat load duration diagram for the proposed scenarios is
illustrated in Fig. 10, and the corresponding peak load is presented
in Fig. 11. As shown in Fig. 10, compared to the reference scenario,
Ref, part of the heat load for the scenarios with WTTES was shifted
from the peak hours (the area highlighted with red colour) to the
non-peak hours (the area highlighted with green colour). This load
shifting contributed to the peak load shaving effect. As shown in
Fig. 11, all the scenarios with WTTES had a lower peak load
compared to the reference scenario. Furthermore, the load shifting
effect was more significant for the scenarios with the larger WTTES.
The maximal peak load shaving effect was achieved by scenario 7 d,
which had the largest WTTES. The peak load was shaved from
10.8 MW to 6.6 MW, a reduction of 39%. In contrast, the scenario
with the smallest WTTES, 3 h, had minimal peak load shaving, a
reduction of only 4%.

Fig. 12 presents the annual heat use for the proposed scenarios.
As introduced in Section 2.3, the prosumer's heat use means the
heat supply from the central DH system via the MS. As shown in
Fig. 12, the scenarios with the medium size WTTES (3h, 6 h, 12 h,
and 1 d) had minimal heat use, about 26.1 GWh, a heat use saving of
0.4 GWh compared to the reference scenario, Ref. However, the
scenarios with the larger WTTES (3 d, 5 d and 7 d) had more heat
use and hence less heat use saving. These results may be explained
by Fig. 13. As shown by the columns filled with the orange colour in
Fig. 13, the larger WTTES showed better performance on the
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Fig. 13. Annual WTTES's heat loss and DC's waste heat self-utilization for the proposed scenarios.

mismatch relieving, and the waste heat self-utilization rate was
increased from 79% to 96% (7.0 GWh to 8.4 GWh). However, the
larger WTTES had higher heat loss to the environment as the col-
umns filled with the blue colour in Fig. 13, because of its larger heat
transfer area. The overall heat use saving performance of the
WTTES depended on the sum of the above two effects. For the
smaller WTTES, the mismatch relieving effect dominated the
overall heat use performance. In contrast, for the larger WTTES, the
heat loss effect dominated the overall heat use performance.
Consequently, in this study, the WTTESs with three hours' to one
day's storage capacity were the optimized storage size in terms of
heat use saving.

4.3. Heating cost saving and payback period

The annual heating cost for the proposed scenarios is presented
in Fig. 14 and the corresponding heating cost saving is shown in
Fig. 15. Please note that all the currency in this section is presented
in NOK. Two phenomena could be observed through Figs. 14 and
15: 1) the heating cost saving mainly came from the LDC, and 2) the
larger WTTES brought more significant heating cost saving. As
shown in Fig. 14, the annual EDC heating cost for the proposed
scenarios was 15.4+0.1 million NOK, and the difference among
these scenarios was less than 1%. In contrast, the annual LDC
heating cost ranged from 4.7 million NOK to 2.8 million NOK with
the increasing storage capacity of the WTTES, meaning a maximum
difference of 39%. This significant reduction in the LDC contributed

to the total heating cost saving. As shown in Fig. 15, as increasing
the storage capacity of the WTTES, the annual heating cost saving
increased from 0.4 million NOK to 1.9 million NOK, meaning a
saving of 2%—9%. In this study, despite the waste heat self-
utilization rate was increased up to 96%, as explained in Section
4.2, the relieving mismatch problem played a limited role in heat-
ing cost saving due to the original high waste heat self-utilization
rate of 79%. However, for other cases with lower waste heat self-
utilization rates, the relieving mismatch problem may contribute
more to heating cost savings.

Fig. 16 presents the payback periods for the scenarios with the
WTTES. It can be seen that the payback periods ranged from four
years to ten years with the increasing WTTES storage size. Although
the scenario with the largest WTTES needed the longest payback
period, it achieved the highest heating cost saving. In contrast, the
scenario with the smallest WTTES saved the lowest heating cost,
while its payback period was the shortest. Therefore, the prosumer
should make a trade-off between the payback period and the
heating cost saving based on its own economic situation.

5. Discussion

This section first discusses the impacts of peak load definition
on prosumers' economic performance. Afterwards, the thermo-
clines of the WTTESs during the charging and discharging pro-
cesses are investigated.
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Fig. 15. Annual heating cost saving for the proposed scenarios.

5.1. Impacts of peak load definition

Based on a survey of heating contracts, methods of defining the
peak load may be divided into two categories: hourly method and
daily method [54]. For the hourly method, the peak load was the
maximum hourly heat use, while the daily method was the
maximum daily heat use. For this case study, the total heating cost
saving was mainly determined by the reduction in LDC as observed

in Section 4.3, which was linked to the peak load. Therefore, the
way of defining the peak load may have a significant impact on the
economic performance of prosumers with WTTESs. The results
presented in Section 4 are based on the hourly method and this
section presents further results based on the daily method.

The peak load under the daily method for the proposed sce-
narios is illustrated in Fig. 17, and the corresponding heating cost
saving and the payback period are presented in Fig. 18 and Fig. 19,
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Fig. 18. Heating cost saving for the proposed scenarios under the daily method.

respectively. Similar to the hourly method, the larger WTTES
brought a higher peak load shaving effect under the daily method
as presented in Fig. 17. The peak load shaving increased from
0.1 MW to 3.4 MW as the increasing storage capacity of the WTTES
from six hours to one week. However, compared to the hourly
method, the peak load shaving effect under the daily method was
different in two aspects: 1) it was less significant, and 2) it was not
observed for the scenarios with the small WTTES. As shown in

Fig. 17, the maximal peak load shaving effect was 3.4 MW, which
was 19% less compared to the hourly method. Moreover, no peak
load shaving effect was observed for the scenarios with the storage
capacity smaller than six hours, their peak loads equalled that of
the reference scenario, Ref, with the same value of 10.0 MW. The
smaller WTTESs had a limited peak load shifting effect and was
only capable to shift the heat load at the hourly level instead of the
daily level. Therefore, the daily heat load kept almost the same.
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Fig. 19. The payback period for the proposed scenarios under the daily method.

The above impacts on the peak load shaving led to further im-
pacts on the prosumer's economic performance. The prosumer
obtained less heating cost saving under the daily method. As shown
in Fig. 18, the heating cost saving ranged from 0.2 million NOK to 1.5
million NOK under the daily method, which was 18%—54% less
compared to the hourly method. Furthermore, the payback period
under the daily method ranged from 8 years to 12 years, and it was
longer than the hourly method, especially for the WTTESs with
smaller storage volumes.

Some recommendations from the discussion on the peak load
definition are given as follows. Firstly, for the heat prosumers,
special attention should be paid to the effect of the peak load
definition. It may bring economic risk due to the changing of the
heating contract. For example, DH companies may change their
methods of defining the peak load from the hourly method to the
daily method, and hence the economic benefit on heating cost
saving may be drastically reduced and the payback period for TESs
may be significantly prolonged. Secondly, for DH companies, it is
better to use the hourly method to define the peak load, because
the heat prosumers would be more motivated to introduce TESs
and participate in user-side heat load management. One vital
advantage brought by the user-side heat load management is peak
load shaving, which may bring significant economic and technical
benefits for DH companies.

5.2. Thermocline of the WTTES

In a WTTES, a thermocline is a layer where the water temper-
ature changes more dramatically with depth than in the layers
above and below it. It separates the lower density hot water at the
top of the tank from the higher density cold water at the bottom of
the tank. Generally, the thermocline should be as thin as possible to
obtain a better thermal stratification and a less mixing effect be-
tween the hot and cold water [55]. Moreover, the position of the
thermocline should be adjusted as the result of the optimized
charging and discharging processes. Research showed that an
optimal thermocline condition guaranteed high performance of the
WTTES. For example, according to a study, the storage efficiency
may be improved by 6% by optimizing the charging and discharging
processes that led to an optimal thermocline condition [56]. Similar
results were obtained in this study, which highlighted the impor-
tance of the thermocline of the WTTES. To assist the analysis of
thermocline, the variable dimensionless temperature was used. As
calculated by Equation (46), the water temperature of an individual

layer in the WTTES was scaled into a real number ranging from 0 to
1. The two extreme values, 0 and 1, indicated the lowest and highest
water temperature among all the layers in the WTTES. In a figure
that illustrates the distribution of dimensionless temperature of
layers in a WTTES, the thermocline can be identified as the layer
that has significantly higher dimensionless temperature gaps be-
tween the layers above and below it.

T _ T; - Ti‘min
ijnonD = T.
imax

(46)

- Ti,min

where T; ;onp is the dimensionless water temperature of the Layer i.
T; is the water temperature of the Layer i. T; gy and Tj s, are the
highest and lowest water temperatures among all the layers in the
WTTES.

Fig. 20 gives an example that illustrates an optimal thermocline
condition of the WTTES, in which the plotted data were collected
from Scenario 5 d from February 06 to March 02 of 2018. As shown
in Fig. 20 (c), the original heat load ranged from 4 MW to 14 MW
during the presented period. However, after the load shifting by the
WTTES, the heat load was almost constant at around 7 MW. To
achieve this flattened heat load, the WTTES adjusted its operation
strategies based on the heat load conditions and the whole period
was divided into four subperiods. From February 06 to February 18,
the WTTES might work for peak load shaving or valley filling
depending on the heat load condition. However, as shown in Fig. 20
(a), the charging process dominated the period, which featured a
rising water temperature in the tank. In addition, as illustrated in
Fig. 20 (b), a thermocline was gradually formulated and enhanced
around Layer 2, which was indicated by increasing dimensionless
temperature gaps between the layers above and below it. More-
over, the position of the thermocline was at the lower side of the
tank, therefore, more space was available to store the hot water
above it. From February 18 to February 21, the WTTES serviced for
peak load shaving, as shown in Fig. 20 (c). This period demanded a
continually discharging process, and thus the water temperature in
the tank was decreased as observed in Fig. 20 (a). Moreover,
opposite to the charging dominated process in the previous period,
the thermocline attenuated with reducing dimensionless temper-
ature gaps, as observed in Fig. 20 (b). The following two periods,
from February 21 to February 25 and from February 25 to March 02,
repeated the above two periods with a charging dominated process
and a discharging dominated process, which was characterised by
an enhanced and attenuated thermocline, respectively.
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Some recommendations from the investigation of the thermo-
cline of the WTTES are summarized as follows. Firstly, thermocline
can be used as an effective indicator to understand the conditions
and forecast the performance of WTTESs. Secondly, both the
thickness and position are important to evaluate the conditions of
the thermocline.

6. Conclusions

This study aimed to optimize prosumers' economic perfor-
mance under the current unidirectional heating price models by
using short-term TESs. A WTTES was chosen as the short-term TES
and integrated into the prosumer. A dynamic optimization problem

was formulated to explore the economic potential of the prosumer
with TES. The size parameters of the TESs were swept to obtain the
optimal storage size considering the trade-off between the payback
period and the heating cost saving. The proposed method was
tested on a campus DH system in Trondheim, Norway.

Results showed that by introducing the WTTES into the heat
prosumer, the peak load was shaved by up to 39%, and the waste
heat self-utilization rate was increased from 79% to 96%. These
significantly improved the economic performance of the heat
prosumer during the transformation period of the DH system. The
annual heating cost was saved up to 1.9 million NOK, a saving of 9%,
meanwhile, the initial investment of the WTTES was able to be fully
recovered in less than ten years.
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In addition, the effects of the peak load definition on the eco-
nomic performance of the heat prosumers were discussed. It was
found that the prosumers' economic performance was much better
when using the hourly method to define the peak load instead of
the daily method. Therefore, it was recommended that prosumers
should consider the potential economic risk of introducing WTTES
when the daily method is used in the heating contract. Moreover,
research results highlighted the importance of the thermocline and
showed that an optimal thermocline condition can lead to the high
performance of the WTTES.

This study may provide guidelines on improving the heat pro-
sumers' economic performance during the transformation period
of the DH system, and hence promote the development of pro-
sumers in DH systems.
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Appendix A. Setting for the case study

Table A1
Parameter setting for the simulation.

Category Parameter Value

WTTES and ground U 1.2 W/(m? -K)
Toaaver 50°C
Tpeak 4.5°C
Tperi 31,536,000 s
k 2.7 W/(m -K)
p 2800 kg/(m?)
c 840 J/(K -kg)
¢ 4.25 rad

Pipeline L 1500 m
d 0273 m
D 04 m
h 12m
s 12m
A 1.5 W/(m -K)
X 0.03 W/(m -K)

Buildings Cenv 45,000,000,000 J/K
Cia 1,300,000,000 J/K
Crna 2,900,000,000 J/K
Rie 1.18 (m2 -K)/W
Roe 1.03 (m2 -K)/W
Rim 0.35 (m? -K)/W
Ruwin 0.48 (m?2 -K)/W
Qven 0-8,000,000 W
Qin 0-4,500,000 W
Oprw 0-1,200,000 W
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Fig. A 2. Measured air temperature and estimated ground temperature of the simu-
lation year, T [15] to T[1.5] refers to the ground temperature from the 15 m depth to
1.5 m depth
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Abstract

Waste heat from a data centre (DC) is a promising heat
source because of the evenly distributed load profile and
intensive waste heat generation. Many studies have
proven the substantial financial benefits for the district
heating (DH) operators by integrating DC waste heat with
DH systems. However, there is a scarcity of research
focusing on the optimal control of the DH system after
integrating DC waste heat to further improve the system's
economic performance. Therefore, this study aimed to
further improve the economic performance of a DH
system with DC waste heat by utilizing a model predictive
control (MPC) scheme. This MPC scheme employed an
economic-related objective function and formulated
technical operational constraints. The proposed MPC
scheme was tested on a campus DH system in Norway by
simulation. Compared to a traditional rule-based control
approach, the MPC scheme reduced the monthly energy
cost by 1.8% while providing more stable chilled water
for the DC cooling system.

Introduction

A data centre (DC) is a location where information
technology (IT) equipment is housed. Moreover, a DC
usually incorporates environmental control devices to
guarantee that the IT equipment operates in a safe
environment. These two major energy end-user
equipment, i.e. the IT equipment and environmental
control devices, results in a DC an energy-intensive
facility. A DC can use more than 40 times the energy of a
typical office building, and the majority of electricity used
in DCs is converted into waste heat [1]. As a result, given
the concern on the energy and climate crises, it is critical
to investigate techniques for improving the energy
efficiency of DCs [2]. The integration of DC waste heat
into district heating (DH) systems is an effective way for
the sustainability of DC as well as the improvement of the
DH system’s economic performance, and many
researchers have proven it [3-5]. However, there is a
scarcity of research focusing on the optimal control of the
DH system after integrating DC waste heat to further
improve the system economic performance, particularly
for a DC waste heat-based heat prosumer with thermal
energy storage (TES).

An optimal control technique may fully unlock the
system's flexibility and hence further improve the DH
system's economic performance. Model predictive control
(MPC), which can use an economic-related objective
function, is an ideal optimal control technique for

achieving the system's maximum feasible economic
performance while meeting various technical operational
restrictions [6, 7]. In the presence of disturbances and
technical operational restrictions, an MPC technique
employs a system dynamic model to predict the system's
future behaviour and provides an optimal control vector
that minimizes an objective function over the prediction
horizon.

This study, therefore, aimed to contribute to the optimal
control of the DH system after integrating DC waste heat
to further improve the system's economic performance by
utilizing an MPC scheme. In the MPC scheme, an
economic-related objective function based on an
economic boundary was defined, a system dynamic
model was developed and optimization constraints were
formulated based on a real system’s measured data. A
campus DH system located in central Norway, which is a
DC waste heat-based heat prosumer, was chosen as the
case system to test the proposed MPC scheme by
simulation. Moreover, the campus DH system was
monitored by its energy management platform, which
provided extensive operational data to aid this study. The
DC performance, the total energy use and the energy bill
of the system were used to evaluate the proposed MPC
scheme. The main contributions of this study are listed as
follows. Firstly, this study aimed to explore the optimal
control of a DH system after integrating DC waste heat,
which is a realistic yet rarely addressed issue. Secondly,
the economic boundary was formulated by considering
the dynamic pricing schemes of heating and electricity in
Nordic countries at the same time, which may contribute
to the study of the energy system involving both thermal
and electrical networks. Lastly, real measured data from
the case system was used to formulate the optimization
constraints, which may supplement the recommended
values from the standards and support the simulation and
optimization to reveal the operation of a real system.

The remainder of this article is organised as follows.
Section 2 describes the campus DH system, presents the
developed system dynamic model, the developed
economic boundary and the formulated MPC scheme.
The information on simulation settings and research
scenarios is introduced as well in Section 2. The model
validation and simulation results are presented in Section
3. Lastly, conclusions are given in Section 4.

Methods

This section describes the campus DH system, as well as
the system modelling method and economic boundary



condition. Finally, the MPC formulation, simulation
settings and research scenarios are demonstrated.

Campus district heating system

Figure 1 presents the studied campus DH system, which
is located in Trondheim, Norway. The campus DH system
is connected to the city DH system via heat exchangers
(HESs) in the main substation (MS), allowing the campus
DH system to be managed independently. The waste heat
from the university DC is captured by heat pump (HP)
units and reused for the heating demand of the campus so
that the DC waste heat is a distribution heat source (DHS).
The connection method between the DC and campus DH
system is that the water is extracted from the return pipe
of the campus DH system and heated by the high-
temperature refrigerant vapour at the HP condenser, and
then fed back into the return pipe [8, 9]. Based on the
measured data from June 2017 to May 2018, as shown in
Figure 2, the total building heating demand was 32.8
GWh. The DC waste heat recovery accounted for about
20% of the total heating supply, and the rest 80% was
supplied from the city DH system via the MS. As a result,
the DH system on campus is a DC waste heat-based heat
prosumer. In addition, buildings with a total building area
of around 300 000 m?are the heat users in this campus DH
system [10].
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Figure 1. Campus district heating system

Another feature noticed in Figure 2 is that the building
heating demand was not equally distributed and hence the
peak heat loads were needed from the MS because the DC
waste heat supply was almost constant throughout the
year. However, the local DH company considers heat
users’ peak loads and the charging fee based on the peak
loads accounted for around 26% of the total heating bill
each year. The previous study has shown that using a
short-term TES, water tank TES (WTTES), for the case
system could solve the high peak load problem while also
improving the system's economic performance [11].
Furthermore, research has been conducted to determine

the optimal storage size for the introduced WTTES [12].
Therefore, this study was further research based on this
previous research and introduced a WTTES with optimal
storage size. The introduced WTTES had a storage
volume of 900 m® and was able to supply heat to the
campus DH system for up to 12 hours. In addition, the
introduced WTTES was charged by a HE in the MS.

——Building heating demand =~ —— Waste heat from DC
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Figure 2. Building heating demand and data centre
waste heat recovery

System modelling method

MPC uses a system dynamic model to predict the system's
future behaviour and provides an optimal control vector.
The Modelica language was used in this study to build the
system dynamic model, which was based on the energy
and mass flow exchanging connection between the
individual component models. The individual
components consisted of the MS, DC, buildings, WTTES,
circulator pump (CP) and pipeline. The energy and mass
flow exchanges between various components, as well as
the modelling method for each component of the MS,
buildings, WTTES and pipelines, are elaborated in
previous research [12]. The modelling methods of the
DC’s HP and CP are discussed in this section.

Based on research [13], the operational conditions are the
key factors that determine an HP's electricity use, aside
from the HP's inherent performance characteristics. The
operational conditions include the inlet and outlet water
temperature as well as the water mass flow rate both at the
evaporator and condenser sides of an HP. Moreover,
extensive measured data on these operational conditions
were available in this study. Therefore, an HP model
including these operational conditions was developed, as
shown in Equation (1).

EHP =a- Tin_evu. +b- Taut_eva +c
’ Tin,con +d- Tout,con (1)
+ e Mgy + [+ Meon

where Ep is the simulated HP compressor power. Ty, ¢pq
and T,y evq are the inlet and outlet water temperatures at
the evaporator side. T, con and Tyt con are the inlet and
outlet temperatures at the condenser side. 1, and M,
are the water mass flow rate at the evaporator and
condenser sides, respectively. a, b, ¢, d, e, and f are the
parameters needed to be identified. In this study, the
Evolutionary engine provided by the Excel Solver was
used to identify these parameter values.



To overcome pipeline hydraulic resistance and local
pipeline accessory resistance, a CP was employed to
circulate warm water for the campus DH network. This
study used a variable-speed CP because it can
dramatically minimize pumping electricity use [14]. The
total pumping power needed to circulate the water in a
distribution system can be calculated by Equations (2)
and (3).
AP-V @

E., =
r Ncp

AP = S - 1i? ©)

where E_p is the CP electricity use. V is the water volume
flow rate. n¢p is the total conversion efficiency of the CP
and was 0.7 in this study [15]. AP is the total pressure
drop of the DH distribution network. m is the mass flow
rate of water. S is the resistance friction coefficient of the
DH distribution network that is related to the
characteristics of the pipeline. One assumption was
adopted in this study: the water flow rate was regulated
by the variable-speed CP, and the pipeline valves had no
actions. As a result, the resistance friction coefficient §
was a constant value that could be inferred from the DH
system's design condition.

Economic boundary condition

The energy bill of the campus DH system includes two
parts: 1) heating bill paid for the DH use and 2) electricity
bill paid for the electricity use. Heat is provided by the
DH company for the HEs in the MS, while electricity is
provided by the electricity company for the HP of DC and
the CP. As a result, this section defines the economic
boundary condition by considering the pricing
mechanisms of heating and electricity in Norway at the
same time.

A generalized heating price model has been proposed in
research [12], and this study used it as well. A generalized
electricity price model was proposed in this study based
on the investigation of electricity contracts in Norway.
When using electricity in Norway, end-users must pay for
two components: 1) power price for the electricity
purchased from a power supplier, and 2) grid rent to the
local grid distribution company for the power's
transportation [16, 17].

In terms of the power price paid for a power supplier, a
spot-price contract was used in this study. Because it is
the most commonly used contract type in Norway based
on Statistics Norway [18]. The price of the spot-price
contract is calculated by Equations (4), (5) and (6).

Cele,pow = Cspo + Cour + Cmfi (4)
tf X

Cspo = f PPspa (t) ) E(t) -dt (5)
to
tf i

Cour = f PPy E(t) - dt (6)

to
where Cgie pow denotes the power price paid by
consumers. Cs,, is the spot price-related fee and Cy,,,. is a

mark-up fee that must be paid by the customer [19]. C,,,f;
is the monthly fixed fee. Moreover, PPy, (t) represents
the spot price at time t and gained from Nord Pool [20].
PP,,,, is the mark-up fee per energy unit. Finally, E(t) is
the electricity use at time t.

In terms of the grid rent paid for the grid distribution
company, it is determined by the local grid distribution
company. The grid rent for a big electricity user includes
an energy link fee, a power link fee and an annual fixed
fee, as shown by Equations (7), (8) and (9) [21].

Cele_gri = Cene + Cpow + Cafi (7)
tf .

Cene = f GPene * E() - dt (8)
to

Cpow = Gppow ) Ep (9)

where C,. ,4,; denotes the grid rent paid by consumers.
Cene and Cp,,, are the energy link fee and the power link
fee, respectively. Cuy; is the annual fixed fee. GP.,,, is the
energy link fee per energy unit and E (t) is the electricity
use at time t. GP,,,, is the power extraction price per
power unit and Ep is the highest hourly power output.

As a result, a generalized electricity price model was
suggested in this study, which is determined by Equation
(10).

Cele = Lete_pow + Cele_g‘ri (10)
where C,,, is the total electricity cost.
Model predictive control formulation

The MPC scheme developed in this study employed an
economic-related objective function to further improve
the economic performance of the campus DH system. The
generalized heating price model and electricity model
were used in this objective function. However, the
monthly fixed fee in the power price and the annual fixed
fee in grid rent were not involved, because they are not
determined by the real-time electricity use. Furthermore,
the power link fee included in the grid rent of the
electricity price model was not taken into account. This is
because the optimization problem in MPC only
considered the electricity use of the HP and CP, the
electricity use by other equipment, lighting, etc. was not
considered, while the power link fee is calculated based
on the highest hourly total electricity use of the entire
energy system. As a result, the MPC controller solves the
following optimization problem at each time step:

Minimize:
H . .
[ BP@ - Qs de+ 1P+ Qs
0 H
+ J; (PPspo (t) (11)

+ PI)SMT + GPETLQ)

“(Eyp(t) + Ecp ()
~dt



subject to:

Qus(t) < QMS_p (12)
F(t,z(t)) =0 (13)
Fo(to,z(t)) =0 (14)
z, <z(t) < zy (15)

where H is the predictive horizon and was 12 hours in this
study. Qus(t) is the heat flow rate from the MS at time ¢t.
QMU is the peak heat rate from the MS, and it was a
parameter to be optimized in this study. The peak heat rate
was determined by the maximum hourly heat use in one
month in this study [22].EP(t) is the energy demand
component (EDC) heating price at time t, and LP is the
load demand component (LDC) heating price [12].
Eyp(t) and E¢p(t) denote the HP electricity use and the
CP electricity use at time t, respectively. The system
dynamic model and its initial condition are the equality
constraints as shown by Equations (13) and (14).
Equation (15) defines the inequality constraint, which
includes the technical operational constraints. z € R™z is
the set of time-dependent variables and includes the
manipulated variables uw e R™ to be optimized, the
differential variables x € R"™ , and the algebraic
variables y e R™ z, € [—o0,0]"z and zy €
[—o0, 0]z are the lower and upper limits, respectively.
Finally, the above-formulated optimization problem was
solved on the optimization platform JModelica.org [23].
The detailed information on the optimization algorithm
used in JModelica .org was elaborated on in the research
[24].

Simulation settings and research scenarios

The building heating demand presented in Figure 2 was
used as simulation inputs in the study. The energy prices,
which included both heating and electricity, were
collected from the local DH company [25] and a power
supplier [26]. The used LDC in heating price was 39
NOK/KW (The currency rate between NOK and EUR
used in this study was 1 EUR=10.0 NOK). The used EDC
in heating price ranged from 0.484 to 0.868 NOK/kWh,
while the electricity use-related price ranged from 0.485
to 0.870 NOK/kWh. The measured inlet water
temperature and water mass flow rate of the evaporator in
DC were almost constant values, with the average values
of 11°C and 36.5 kg/s, and were directly used as
simulation inputs in this study.

An MPC scenario together with an RBC scenario was
proposed in the study. The RBC scenario was a reference
scenario based on an RBC strategy, as shown in Figure 3
(a). A weather compensation controller (WCC) and a
proportional-integral (PI) controller were used to control
the supply water temperature and water flow rate of HE2.
Another Pl controller was utilized to control the
compressor power of HP according to the feedback from
the outlet water temperature of the evaporator, whose
reference value was set as 6.5 °C. Moreover, a pre-defined
schedule based on the heating demand characteristics was

used to control the charging and discharging processes of
WTTES.
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Figure 3. Research scenarios

The MPC scenario was based on the proposed MPC
scheme, as shown in Figure 3 (b). Its manipulated
variables included the supply water temperature and mass
flow rate of the HEs, the water mass flow rate of the
WTTES and the power of the HP compressor. In the real
system, these manipulated variables were constrained to
their feasible regions, formulating the MPC's technique
operational constraints. The bounds of the HP compressor
power were obtained by the measured data. The range of
the outlet water temperature at the evaporator was set as

o

-+- Building

refurn temperature

Set-pointfor water,
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1 O
H

Feedback of returnwater temperature



6.0- 7.0°C based on measured data. The bound settings of
other manipulated variables can be found in [12].

Results

This section firstly introduces the model validation and
then evaluates the MPC scheme in terms of the DC
performance as well as the total energy use and energy bill
of the system. In addition, January of 2018 was chosen as
a typical month in the heating season of the year 2017-
2018 to conduct this simulation-based study.

Model validation

Table 1 shows the values for the identified parameters in
the HP model. The HP model was validated by the
measured data from the campus energy management
platform, as shown in Figure 4. Mean absolute error
(MAE), mean absolute percentage error (MAPE) and root
mean square error (RMSE) were utilized to evaluate the
developed model, as presented in Figure 4 [27, 28].
Moreover, as shown in Figure 4, the simulated
compressor hourly power matched the measured data well
with the coefficient of determination (R?) of 0.93.

Table 1. Values of the identified parameters

Parameter a b c d e f
Value -15 106 -170 244 57 -9.3
600 7 R2=0.93 « Measured
MAE=13.1 kW {. .
500 { MAPE=7 6% ] l\]! : Simulated
RMSE=189 kW 1

Power (kW)

Jun-2017  Aug-2017 Oct-2017 Dec-2017 Feb-2018  Apr-2018  Jun-2018
Date (month-year)

Figure 4. Simulated and measured hourly compressor
power of heat pump

Data centre performance

Figure 5 presents the outlet temperature of the evaporator
in HP. Compared to the RBC scenario, the MPC scenario
had a smaller outlet temperature fluctuating range and
preferred lower outlet temperatures with an average value
of 6.0. Moreover, one result was obtained as well: the
cooling requirement of DC was satisfied in both MPC and
RBC scenarios because the evaporator's outlet water
temperatures were mostly between 6.0 and 7.0°C, which
was the feasible range based on the measured data. Figure
6 presents the coefficient of performance (COP) of HP.
Similar to the outlet temperature of the evaporator, the
MPC scenario had a lower COP fluctuating range yet
higher COP values with an average value of 3.1. These
results showed that the MPC scenario was more robust
than the RBC scenario, expressed as the lower fluctuation
ranges of both the evaporator's outlet temperature and the

HP's COP, both of which are critical for the DC cooling
system's safe operation.

—RBC —MPC
8.0
< 704
B
g 6.0 {WAAA 1 PRt LA L,
: !
&
5.0 4
4.0 T T
01-Jan 06-Jan 11-Jan 16-Jan 21-Jan 26-Jan 31-Jan
Time (day-month)
Figure 5. Simulated outlet temperatures of the
evaporator
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Figure 6. Simulated coefficient of performance of heat
pump
Total energy use and energy bill

The total energy use consisted of the heat use from the MS
and the electricity use to power the HP of DC and the CP.
Figure 7 presents the simulated total energy use in January
of 2018 for the two research scenarios. Compared to the
RBC scenario, more electricity but less heat were used in
the MPC scenario. As shown in Figure 7, the total heat
use in the MPC scenario was 5.02 GWh, with a reduction
of 2.0% compared to the RBC scenario. In contrast,
electricity use was increased by 8.1% in the MPC scenario.
The reason can be explained as follows: the MPC scenario
preferred to produce more waste heat from the DC by
utilizing more electricity because the HP’s COPs were
usually higher than 1 and fluctuated at 3.1. In addition,
during the study period, the electricity prices were only
slightly higher than the heating prices. As a result, the
MPC scheme depended on obtaining as much heat as
possible from the HP to achieve the best possible
economic performance.

Figure 8 presents the monthly total energy bill for the two
research scenarios. The energy bill included heating and
electricity costs. Thereof, the heating cost consisted of the
LDC based on the heat user’s peak load and the EDC
based on the total heat users” heat use. As shown in Figure
8, the MPC scenario saved the total energy bill by 1.8%
compared to the RBC scenario. Specifically, the reduced
heating costs in the MPC scenario, which were brought



by both the reductions of the LDC and the EDC, with a
total cost reduction of 2.3%. On the other hand, the MPC
scenario increased the electricity cost by 8.2% due to the
increased electricity use. However, the electricity cost
contributed to less than 10% of the total energy bill and
hence the overall economic performance of the MPC
scenario was not impaired by the increased electricity
cost. In summary, the MPC scheme optimized the trade-
off between heat and electricity use so that the possible
maximum economic performance of the heat prosumer
was achieved in the MPC scenario.
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Figure 7. Energy use for the two research scenarios
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Figure 8. Energy bill for the two research scenarios
Conclusion

This study aimed to further improve the economic
performance of a DH system after integrating DC waste
heat by utilizing an MPC scheme. The MPC scheme
employed an economic-related objective function,
formulated the economic boundary condition and the
technical operational constraints. The proposed MPC
scheme was tested on a campus DH system in Norway by
simulation.

Results showed that the MPC scheme was found to be
more stable and robust, as seen by smaller fluctuating
ranges of both the evaporator outlet temperatures and the
COPs of the HP in DC, which are critical for the safe
operation of the DC cooling system. To achieve the best
possible economic performance, the MPC scheme tended
to extract waste heat from the DC as much as possible by
utilizing more electricity for the HP but extracting less
heat from the MS, resulting in a 1.8% monthly energy cost
saving. In summary, the MPC scheme optimized the
trade-off between heat and electricity use so that the

possible maximum economic performance of the heat
prosumer was achieved in the MPC scenario.
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Nomenclature

CoP Coefficient of performance

CcpP Circulator pump

DC Data centre

DH District heating

DHS Distributed heat source

EDC Energy demand component

HE Heat exchanger

HP Heat pump

IT Information technology

LDC Load demand component

MAE Mean absolute error

MAPE Mean absolute percentage error
MPC Model predictive control

MS Main substation

Pl Proportional-integral

RBC Rule-based control

RMSE Root mean square error

TES Thermal energy storage

wWcCC Weather compensation controller

WTTES Water tank thermal energy storage
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