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Abstract
Norway is the largest producer and exporter of farmed Atlantic salmon (Salmo salar L.) glob-
ally, but with a mortality rate of 15.5 % in 2021, the Norwegian Atlantic salmon fish-farming
industry has a far way to go to be considered optimal. Environmental and biological surveillance
in fish pens is challenging due to their size and the complexity of the underwater environment
within them, and simple subsea cameras are still the standard surveillance method during daily
operations. Hence, subjective assessments done by the fish farmers are still industry standard
when evaluating the health and welfare of the fish. Many products to gain more control of fish
farming daily operations exist on the market. Most of these products are either directed toward
environmental monitoring or acquiring data on the fish. The latter type of product typically
relies on advanced 3D camera systems and machine learning to detect salmon louse, wounds,
and estimate biomass. Accordingly, these systems are relatively expensive.

In this thesis, a specially developed multi-sensor prototype is used to investigate an optical and
acoustic sensor fusion approach to estimate the size and swimming speed of individual Atlantic
salmon. To the author’s knowledge, no other products on the market utilize optical and acoustic
sensor fusion for a similar application. The prototype also includes an orientation sensor and an
aquatic environment sensor measuring two vital aquatic parameters for Atlantic salmon (water
Oxygen (O2) content and temperature). The applied theoretical fundamentals within each field
of science are presented to lay the basis for how the post-processing software was developed,
emphasizing why specific approaches were used. The prototype system hardware was designed
and constructed in the specialization project preceding the master’s project but is presented as
previous work to enable a better understanding of the system’s functionality.

The developed software for the project is applied to data gathered during two full-scale field
tests. A Deep learning-based Computer Vision model trained on custom data is used to optically
detect (YOLOv4) and track (DeepSORT) fish, enabling fusion with hydroacoustic data. The O2

and water temperature data are fused through simple mathematical functions based on optimal
thresholds for Atlantic salmon to determine an objective aquatic environment quality score.
Orientation data is used to determine which compass heading the system is inclined towards to
estimate water current direction.

The water current direction estimates are deemed inconclusive due to erratic and/or erroneous
headings, most likely caused by the specific placement of the system during data acquisition.
During both field tests, the fused aquatic environment quality scores are poor when using strict
requirements based on optimal thresholds. The optical and acoustic sensor fusion approach
showed promising and realistic results but ultimately requires further development to become a
viable solution for a future product on the market.

iii



iv



Sammendrag
Norge står for den største andelen produksjon og eksport av Atlantisk laks (Salmo salar L.)
globalt, men med en dødelighetsrate på 15.5 % i 2021 så har den norske lakseoppdrettsnæring
en lang vei å gå for å bli optimal. Miljø-basert og biologisk overvåkning i laksemerder er utfor-
drende gitt av deres størrelse og kompleksiteten av miljøet i dem, og enkle undervannskamera
er industri-standarden for overvåkning under daglige operasjoner. Subjektive vurderinger utført
av lakseoppdretterne er dermed fortsatt standard prosedyre for å bedømme fiskens generelle
helse og velferd. Det finnes mange teknologiske løsninger på markedet som skal gi oppdret-
terne mere kontroll under daglige operasjoner. Flertallet av disse systemene er rettet mot å
enten overvåke miljø-parameter eller innhente data på fisken. Produkter for det sistnevnte er
ofte basert på avanserte 3D kamera-system og maskinlæring for å detektere lakselus, sår og
estimere biomasse. Slike system er dermed relativt dyre.

Et eget-utviklet multisensorsystem blir i denne rapporten utnyttet til å utforske fusjon av optisk
og akustisk data for å estimere størrelse og svømmehastighet på individuelle atlantisk laks.
Så vidt forfatteren vet er det ingen andre produkter på markedet som utnytter en lignende
sensorfusjon i et slikt bruksområde. Systemet inneholder også en sensor for å måle absolutt
orientering og en sensor som måler to livsviktige miljø-parameter for atlantisk laks (vannets
oksygeninnhold og temperatur). De anvendte teoretiske aspektene innenfor de respektive viten-
skapsfeltene er presentert for å legge fundamentet for hvordan data-behandlingen er utviklet.
Her blir det vektlagt hvorfor de spesifikke implementasjonene ble utnyttet. Prototypen i seg selv
ble designet og konstruert i spesialiseringsprosjektet gjennomført før master-prosjektet, men er
presentert som tidligere arbeid for å gi en bedre forståelse for hvordan systemet fungerer.

Den utviklede programvaren blir benyttet på data innhentet under to fullskala-tester. En dyp
lærings-basert datasynsmodell trent på egen-generert data blir brukt for å detektere (YOLOv4)
og tracke (DeepSORT) individuelle atlantisk laks, som gjør utnyttbar fusjon med akustisk data
mulig. Oksygen-/ og temperatur-data blir fusjonert gjennom enkle matematiske funksjoner
basert på optimale terskler for atlantisk laks for å få en objektiv numerisk kvalitet på det ak-
vatiske miljøet. Data fra orienterings-sensoren blir brukt for å finne hvilken kompass-retning
systemet heller imot for å estimere vannstrømsretning.

Estimatene på vannstrømsretning blir dømt inkonklusive på grunn av varierende og/eller feilak-
tig retning, mest sannsynlig forårsaket av den spesifikke plasseringen av systemet under testene.
Under begge fullskala-testene er den resulterende kvaliteten på det akvatiske miljøet dårlig
når strenge krav for optimalt miljø er utnyttet. Den optiske og akustiske sensorfusjonen viser
lovende og realistiske resultat, men vil til syvende og sist kreve videreutvikling for å bli en egnet
løsning i et sluttprodukt.
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Chapter 1
Introduction

Understanding the relatively rudimentary technological standards in fish-farming aquaculture is
one that may be surprising to those not familiar with this field. This industry is large globally
and in most cases reaps vast annual profits (Moe et al., 2008), but still seems to be lacking when
it comes to the availability of technological systems to objectively assist and optimize daily
operations. Advanced decision support systems which use objective data readings (sensors) to
assess the current operation status are generally not widespread in the fish-farming industry.
When compared to such systems used in the oil and gas industry, the complex biological factor
definitely complicates objective assessment from such systems. Therefore, many daily opera-
tion situations still heavily rely on subjective assessment based on live camera video feeds and,
in some cases, individual sensor readings from the aquatic environment. The reason behind this
fact mostly comes down to one main factor; the underwater environment within the fish pen
is very complex. This complexity arises for three reasons: the large aquatic volume, the large
number of individuals contained within the volume, and that it’s underwater. Nevertheless, re-
search within this field is very active and must continue in the future to converge the industry
standards towards a truly sustainable and optimal level.

In the following, the current state and desired future of Norwegian fish farming with its chal-
lenges are presented. The available technological solutions targeted for this industry, which are
relevant to the scope of this thesis, are then briefly discussed before presenting the approach
focused on in this report.

1.1 Background and Motivation

Norwegian fish-farming aquaculture has seen vast growth since its beginnings in the 1970s
and Norway has become the largest producer and exporter of farmed Atlantic salmon (Salmo

1



Chapter 1. Introduction

salar L.) globally (Bailey et al., 2020). The demands for sustainable aquatic protein sources
are increasing and it is deemed that fish-farming aquaculture is one of the main contributors to
meeting these future needs (FAO, 2018). This requires a continuation of production up-scaling
in the industry, but this up-scaling could also increase the likelihood of facing emerging social,
biological, and economical challenges (Føre, Frank, et al., 2018).

In Norwegian fish farms, a typical fish pen holds up to 200 000 individuals, has a circumference
of up to 157 m, and contains a volume of approximately 40 000 m3. Many fish-farming sites
operate 8-16 fish pens, resulting in the responsibility for several millions of individuals simulta-
neously (Føre, Frank, et al., 2018). This is obviously a large and very complex environment to
monitor effectively, considering the large total aquatic volume. Individual-based relationships
with the animals, which is comparatively easy in livestock farming with much fewer individu-
als, is not possible in this scale of fish farming given the number of individuals within each pen.
Instead, underwater cameras are typically installed in every fish pen to enable the fish farmers to
monitor the underwater environment and use subjective assessment to draw conclusions based
on observed fish behavior. In reality, the cameras observe a very small percentage of the total
volume, but this is still deemed adequate for total status determination.

Biological/physical metrics on the fish and measurements from the aquatic environment itself
can be acquired by using optical, acoustic, and environmental sensor systems. Since this thesis
is concentrated on farming of Atlantic salmon, no other species of fish are covered in the re-
port. There are a variety of products on the market that are targeted toward measuring aquatic
environmental parameters which are important for Atlantic salmon health and welfare, such as
Oxygen (O2) content, temperature, salinity, water current speed, and more1. For measuring
biological metrics, such as individual size, lice-counting, and depth-distribution within the pen,
a variety of hydroacoustic and camera-based solutions exist. These types of systems generally
give the fish farmer more data on the state within the fish pen, assuming that the farmer knows
what is normal or best for the fish. However, since many of these products are observational
systems, based on single-parameter units (i.e. only outputs one parameter on a display), the de-
termination of the total situation status within the pen relies on the subjective assessment done
by the fish farmer based on prior experience. This has historically been, and still currently is,
the industry standard (Føre, Frank, et al., 2018).

Nevertheless, several vendors have developed state-of-the-art systems targeted toward allevi-
ating the fish farmers from performing some of these subjective assessments and minimizing
excessive manual labor. A few selected vendors which are at the forefront of these types of
solutions are presented below.

1https://www.akvagroup.com/sj%c3%b8basert-oppdrett/kamera-sensorikk/milj%
c3%b8sensorikk
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1.1 Background and Motivation

Stingray Marine Solutions2 have developed a stereo camera system with an integrated laser that
fires pulses at detected louse on Atlantic salmon. The louse-detection is based on Computer
Vision and machine learning. This product serves as an autonomous de-lousing system that
ultimately improves fish health and welfare, as well as helps decrease financial losses related to
lice infestations. Although lice infestations are not considered in this thesis, it is important to
mention them since this is a recurring issue in the industry that affects health and welfare.

Aquabyte3 deliver a fish welfare determination software solution based on machine learning,
where the main focus is directed towards autonomous counting of lice and estimating fish
biomass. The welfare determination seems to be based on observing trends in total lice count.
They are partnered with Imenco4, which deliver a specifically developed stereo camera which
interfaces to Aquabytes software. Imenco themselves additionally supply aquaculture-targeted
surveillance camera solutions and have developed pellet detection software that can be used to
minimize feed loss.

Optoscale5 have developed an advanced camera system with incorporated machine learning-
based software. Their camera uses structured light to generate estimates of individual fish
weight with up to 98 % accuracy. This allows fish farmers to have precise control over their
biomass, which is important for maximizing profits. Optoscale additionally delivers welfare de-
termination and lice-counting based on the same camera platform. The welfare determination
is based on the detection of lice, wounds, deformations, and sexual maturation.

The systems mentioned above, and other similar products on market, are highly technologically
advanced and function well enough to be desirable for the aquaculture industry. Most of them
seem to mainly rely on high-resolution 3D camera imaging, i.e. expensive camera systems, to
assess fish welfare. Some of these products also implement aquatic environmental sensors as
an add-on to the camera housing. However, generally very few products implement a handful
of different sensors in the same housing to collect more parameters, which is important for total
status determination within the fish pen.

As will become apparent shortly, this thesis focuses on the application of aquatic environmental
sensors, absolute orientation information, and a customized Deep learning pipeline to achieve
optical and acoustic sensor fusion. To the author’s knowledge, no other products on the mar-
ket targeted for fish-farming aquaculture have a similar mix of integrated sensors in the same
housing.

2https://www.stingray.no/
3https://www.aquabyte.no
4https://imenco.no/_/aquaculture
5https://optoscale.no
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Chapter 1. Introduction

The main goal of the thesis is to utilize the prototype and developed post-processing software to
investigate the feasibility of a system comprising these sensors. This is investigated by applying
the following processing to the implemented sensors:

• O2 and Water Temperature Fusion: To determine the quality of the aquatic environment.

• Optical and Acoustic Fusion: To estimate the size and swimming speed of individual
Atlantic salmon through the application of Deep learning.

• Water current direction estimation through system orientation information.

1.2 Report Outline

Chapter 2 outlines the fundamental theoretical aspects applied in the development of the sys-
tems post-processing software. Here you will find a presentation of basic hydroacoustic signal
processing, orientation-sensors, monocular camera geometry, applied optical and acoustic sen-
sor fusion approach, relevant Atlantic salmon welfare parameters, and lastly the implemented
Deep learning pipeline theory.

Chapter 3 presents the Fish-farm Integrated Sensor Cluster (FISC) prototype. Here you will
find a brief presentation of the (prior) specifically designed hardware, as well as a full walk-
through of the custom-developed software with its implementation frameworks and method.
Additionally, the details on two full-scale field tests performed during the project duration are
presented.

Chapter 4 presents a selection of obtained results during the project. These include the ver-
tical characterization of the system’s hydroacoustics, a presentation of data acquired from the
aforementioned field tests, and the results from the implemented post-processing and sensor
fusion.

Chapter 5 analyzes the obtained results from the previous chapter, where a more critical view
of the feasibility of the system in its current state is discussed.

Chapter 6 briefly summarizes and concludes the thesis.
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Chapter 2
Theory

This chapter outlines the theoretical fundamentals which have been applied in the work pre-
sented in this report. The hardware used in the project was designed and developed in the
semester preceding the master’s thesis, where the theory related to design aspects and ini-
tial system tests were documented in the specialization project report (see (Ericsson, 2021)).
Consequently, this report only covers work performed between January and May 2022. The im-
plemented system and project in general covers several quite different theoretical fields. Since
the desired result was to achieve a functional prototype for future product development, the the-
oretical depth within each of these fields could be somewhat trivial for a knowledgeable reader
within the respective fields. Nevertheless, the fundamentals behind the chosen processing pro-
cedures are presented in such a way that, hopefully, readers with little to no prior experience
within these fields can understand how and why the applied approaches are used.

2.1 Hydroacoustic Signal Processing

Active hydroacoustic systems, such as sonars and echosounders, operate by transmitting acous-
tic pulses and use the received echoes to detect targets. The distance to the targets are deter-
mined from the following equation (Hovem, 2012, p.277):

d =
c

2
�T (2.1)

where
c = Sound speed in water [m/s].
�T = Time between pulse transmission and echo reception [s].

The transmitted pulses have pre-determined parameters, such as center frequency, pulse length,
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Chapter 2. Theory

and bandwidth. The receiver can therefore be designed to optimally detect signals with the
known characteristics of the transmitted signal through matched filter processing. Matched
filters are linear time-invariant (LTI) filters that perform a cross-correlation of the received
echo-data with a time-reversed (conjugated) replica of the transmitted signal. Hence, they are
also known as replica correlators. Matched filters are optimal for Signal-to-Noise Ratio (SNR)
maximization to detect known signals in additive white Gaussian noise, and are therefore very
common in radar and sonar systems (Lyons, 2011, p. 469; Waite, 2001, pp. 163-164; Mahafza
et al., 2021, p. 183).

In the following, a bit of theory on how matched filters function and a few methods of imple-
mentation are detailed. For a more extensive and theoretical presentation of matched filters, the
reader is referenced to Mahafza et al. (2021, pp. 183-229).

For time-continuous signals, matched filtering is performed through a convolution integral be-
tween the time-reversed pulse replica and the input signal. The input signal includes returns
of the transmitted signal (echoes) and noise (Mahafza et al., 2021, pp. 183-188). In discrete
(digital) matched filters, Finite Impulse Response (FIR) filters are often used. The FIR fil-
ter’s impulse response should then equal the discrete reversed pulse replica. The correlation
operation, similar to convolution, is achieved through a multiplication, shift, and summation
throughout the signal, i.e. (Brigham, 1988, p. 272):

y[i] =
N�1X

i=0

h(n)x(n� i)

where
h(n) = FIR filter impulse response.
x(n) = Discrete input signal with echoes.

Although this method is easy to implement and achieves the desired results in terms of the
optimal SNR-enhancing properties of matched filters, it is obvious that the computational effi-
ciency is highly governed by the total amount of samples, and could be slow when N is large.
The utilization of frequency-domain computation through a Fourier transform could increase
the computation efficiency in a replica correlator. The Fourier transform decomposes a time-
domain signal to its frequency content and is extensively used in most signal processing fields.
In many programming libraries, such as the Scipy and Numpy package for Python, the Cooley-
Tukey Fast Fourier Transform (FFT) algorithm is commonly used for time-to-frequency domain
transformations due to its low computation time (Brigham, 1988, p. 131).

The discrete convolution theorem states that discrete time-domain convolution, and hence cross-
correlation as well, is equal to frequency-domain multiplication (Brigham, 1988, p. 112).
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2.1 Hydroacoustic Signal Processing

Therefore, it could be beneficial to perform an FFT of both the matched filter impulse response
and the filter signal input, multiply them, and lastly compute the inverse FFT to achieve the
time-domain cross-correlated result. Although the time-to-frequency domain transformation
steps might intuitively seem inefficient, this procedure is in most cases more efficient than the
direct time-domain cross-correlation. For this reason, this procedure is said to be ”a shortcut by
the long way around” (Brigham, 1988, p. 207). Implementations of cross-correlation in Python
libraries often let the user choose between the direct or FFT-based method.

Since the cross-correlation process in essence consists of shifting the pulse replica across the
receiver input signal and multiplying at each step, the filter output signal will reach its maximum
when the echo pulse and replica pulse overlap. Due to this temporal coherence, the filter output
is applicable for determining the distance to detected targets. It is the envelope of the resulting
correlation output that is directly applicable for basic target detection, and all hydroacoustic
signal processing in this report focuses on the extracted envelope. A matched filter correlation
is demonstrated in Figure 2.1.

Figure 2.1: Plot showing replica correlation.

2.1.1 Pulse Compression

When cross-correlating a transmission pulse without any frequency bandwidth, i.e. a sinusoidal
Continuous Wave (CW) pulse, the temporal duration of the replica correlator’s pulse overlap is
dependent on the pulse length (Tp). This is observed in the last plot in Figure 2.1. In this case,
the duration of the pulse governs the range resolution of the system, since two targets close
to each other in the propagation direction might be difficult to individually detect. The range
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Chapter 2. Theory

resolution (�rCW ) in a system using a CW pulse with two-way transmission is approximated
with the following equation (Hovem, 2012, p. 303; Mahafza et al., 2021, pp. 191-193):

�rCW =
c

2
Tp

where
c = Sound speed in water [m/s].
Tp = Pulse length [s].

When several targets are in close proximity to each other in the propagation direction, a high
range resolution (low �r) is necessary to acoustically differentiate individuals. The trade-off
with this fact is that the SNR decreases with the pulse length due to the decrease in average
transmitted power (Mahafza et al., 2021, p. 204).

Pulse compression is a matched filter technique used in most radar and sonar systems that
further exploit the characteristics of replica correlation. By using a coded transmission, the
range resolution can be increased significantly due to the temporal width being compressed
after correlation (Abraham, 2017). There are a variety of pulse coding schemes, where normally
the frequency or phase changes during the pulse duration. The simplest coding scheme to
implement is a Linear Frequency Modulation (LFM) pulse, which linearly sweeps across a
bandwidth during the pulse duration. The compression occurs due to the intra-pulse variations,
meaning the correlation output will rapidly increase when the replica and echo pulse approach
a perfect overlap, as shown in Figure 2.2. This focuses the energy in the center of the pulse and
the LFM range resolution (�rLFM ) is then mainly dependent on the bandwidth of the pulse, i.e.
(Hovem, 2012, p. 277):

�rLFM ⇡ c

2BW

where
c = Sound speed in water [m/s].
BW = Pulse frequency bandwidth [Hz].

With pulse compression, it is possible to achieve a high range resolution while maximizing
the SNR by utilizing a transmission pulse that has a long time duration (high energy) and a
bandwidth that is much larger than 1/Tp (large compression ratio). A side effect of LFM pulse
compression is the temporal sidelobes present around the main lobe (pulse center), as shown in
Figure 2.2. This is easier to observe when plotting the instantaneous power of the correlation
output, demonstrated in Figure 2.3.
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2.1 Hydroacoustic Signal Processing

Figure 2.2: Plot showing example of LFM pulse compression.

Figure 2.3: Instantaneous power output of LFM pulse compression example.

When the pulse is given a frequency bandwidth, the spectral content will include a rectangular
”window” over the set bandwidth. Since the FFT of a rectangular window in the time domain
produces a sinc-pulse shape in the frequency domain, and duality is inherent in Fourier trans-
forms, the inverse FFT of a rectangular window will exert a sinc-pulse shape in the time domain
(Brigham, 1988, pp. 101-103; Mahafza et al., 2021, pp. 40-41; Abraham, 2017).

The sinc-pulse temporal sidelobes are undesirable since they could be interpreted as detections
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Chapter 2. Theory

of small targets before and/or after the actual target by the detector. To minimize sidelobe
levels, windowing is the easiest and best method to utilize. Windowing is the general term for
truncating data or subsets of data, where the window is zero-valued outside the region of interest
and weighted inside the window. In hydroacoustic signal processing, the Hamming window is
commonly applied.

The Hamming window tapers the amplitude of the signal on both sides to nearly zero, such
that there are no rapid changes in amplitude, unlike the rectangular window. In the frequency
domain, the rectangular shape of the bandwidth is rounded as a result, since the spectral energy
is decreased in the lower and higher frequencies within the bandwidth. This decreases the first
sidelobe level to approximately 40 dB below the main lobe peak. It is important to note that both
the width and peak level of the main lobe is affected by windowing. For the Hamming window,
the main lobe peak reduction factor is 0.73, and the main lobe width is doubled. (Mahafza et al.,
2021, p. 44). A comparison between the rectangular and Hamming window on the same pulse
is shown in Figure 2.4.

Figure 2.4: Peak-reduction and mainlobe width trade-off, rectangular versus Hamming window.
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2.1 Hydroacoustic Signal Processing

2.1.2 Target Detection

When applying a matched filter receiver, the direct approach to target detection is a peak de-
tector. Detection of peaks in noise is a binary hypothesis test since there are two possible
conclusions, i.e.:

• Decide H0 = No Target Present (null hypothesis)

• Decide H1 = Target Present

There are four possible scenarios based on these two conclusions, namely:

1. PD = Probability of Detection

• Correct conclusion of target present P (H1;H1)

2. PR = Probability of Rejection

• Correct conclusion of no target present P (H0;H0)

3. PFA = Probability of False Alarm

• Wrong conclusion of target present P (H1;H0)

4. PM = Probability of Miss

• Wrong conclusion of no target present P (H0;H1)

The probabilistic theory behind hypothesis testing is not elaborated further, but the fundamen-
tals above are simply introduced to accompany the following paragraphs.

The required signal level to decide H1 is called the detection threshold. With a threshold far
too low, the number of false alarms will be large (PFA "). Conversely, with a threshold too
high, several present targets will be missed due to the increased SNR demand for detection to
occur (PD #). This denotes a trade-off that peak-detectors should ideally optimize. There are a
large variety of peak-detection algorithms used in radar and sonar applications, but one specific
algorithm was implemented on recommendation from an engineer at Norbit Subsea.

The Constant False Alarm Rate (CFAR) algorithm is a multiple-target detector that adaptively
alters the detection threshold during the processing of an echo-return. Although there are several
variations of CFAR detectors, the Cell Averaging CFAR (CA-CFAR) is the most common and
is easy to implement in software. As the name suggests, the detection threshold is adapted such
that the probability of false alarm is held constant. The following presentation is inspired by
Holm (2010, pp. 589–607).

The CA-CFAR algorithm shifts throughout the echo-data and performs a hypothesis test for
every sample (range cell). The current range cell undergoing the hypothesis test is named the
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Chapter 2. Theory

Cell Under Test (CUT). The cell structure is illustrated in Figure 2.5.
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Figure 2.5: CA-CFAR cell structure illustration.

The adaptive threshold in every step is based on 1) a scaling factor and 2) an estimate of the
background noise in the preceding and succeeding reference cells, excluding the guard cells.
The scaling factor, ↵, is constant and is given by the following equation:

↵ = N(P
� 1

N
FA � 1) (2.2)

where
N = Number of reference cells.
PFA = Chosen probability of false alarm.

The background noise is assumed to be heterogeneous over the entire window and is hence
assumed to be a valid estimate of the noise in the CUT. The noise is found with the following
equation:

Noise =
1

N

NX

n=1

xn (2.3)

where
N = Number of reference cells
xn = Value of reference cell n.

If the CUT is in fact the peak of a signal, the guard cells should avoid wide target echoes from
corrupting the background noise estimate. The adaptive detection threshold is computed based
on the estimated background noise and the aforementioned scaling factor, i.e.:

T = ↵ ·Noise (2.4)

If the CUT has a value larger than the current threshold (T ), a target is assumed to be present
and the algorithm outputs a confirmed detection.
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2.2 Absolute Orientation Determination

2.2 Absolute Orientation Determination

Inertial Measurement Units (IMUs) are devices used for measuring the three-dimensional (3D)
motion and orientation of a body, where linear forces, angular rotation and sometimes heading
direction is determined. These parameters are measured by using accelerometers, gyroscopes,
and magnetometers, respectively. In an absolute orientation sensor, there are three of each
sensor type mounted orthogonal to each other to produce measurements in three perpendicular
directions, i.e. three dimensions (Shkel, 2021, pp. 2-3). By utilizing the data from three of each
sensor mounted in this way, the result is an IMU with nine degrees of freedom (9DOF), resulting
in absolute 3D orientation estimation. Such sensor packages are also often called Attitude and
Heading Reference Systems (AHRS).

The technological advancements of Microelectromechanical Systems (MEMS) since their ori-
gin in the late 1970s (Mohinder S. Grewal, 2007, p. 331) have resulted in IMUs becoming
increasingly accurate and very compact, reaching down to just a few millimeters in size with
capabilities of measuring complete 3D orientation (Shkel, 2021, pp. 5-6).

Typically, such MEMS-based IMUs can output individual sensor readings or even absolute ori-
entation information directly through e.g. a serial interface. This allows for a simple integration
interface with a Microcontroller Unit (MCU). Since the BNO055 is used in this project, and
it can output absolute orientation estimates directly, the following paragraphs assume similar
sensor integrations.

Orientation in 3D is easiest to directly interpret by using Euler angle notations referenced to
a fixed coordinate system. With this representation, rotations around the x, y, and z-axis are
often named roll, pitch, and yaw, respectively. Another terminology for yaw is heading, since it
describes the horizontal compass direction. Figure 2.6 visualizes roll, pitch, and yaw in a fixed
coordinate system.
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Figure 2.6: Visualization of roll, pitch and yaw.
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Although describing the orientation with Euler angles is intuitive, the operation of rotating be-
tween two different orientations, using Euler angles, involves three sequential rotations about
the three axes in the coordinate system. This procedure can lead to gimbal lock, where one
degree of freedom is lost, and also requires a 3x3 matrix to be stored in memory before com-
putation of the new orientation. Another representation of orientation in 3D space that does
not suffer from gimbal lock, and is also more computationally efficient, are unit quaternions
(Titterton et al., 2004, pp. 36-47; Kok et al., 2017, p. 19).

Quaternions are composited as a 4-dimensional complex number, which has one real component
and three imaginary ones. Including the definition that the sum of its squares must be equal to
one, this 4D vector is a unit quaternion, i.e. (Titterton et al., 2004, p. 43; Kok et al., 2017, p.
20):

q = a+ ib+ jc+ kd = q0 + q1 + q2 + q3

q 2 R4 ||q|| = 1

i2 = j2 = k2 = ijk = �1

(2.5)

Since the orientation information is embedded in the algebraic values of the quaternion coef-
ficients, less memory is needed and only multiplication and addition is necessary to compute
orientation changes. This is also the reason why several MEMS-based orientation sensors have
the option to directly output quaternions, such as the BNO055. For a comprehensive derivation
of quaternions and their qualities, the reader is referred to see the work by Hanson (2006). Since
orientation is difficult to directly interpret from quaternions, it is often desirable to convert them
to Euler angles to decompose the orientation to the aforementioned roll, pitch, and heading
convention. This conversion is done with the following equations (Blanco, 2010, p. 15):
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)

3

775 (2.6)

2.3 Subsea Cameras in Aquaculture

As mentioned in the introduction, subsea cameras are the traditional method of fish-pen surveil-
lance in aquaculture. Each fish pen often has several static mounted cameras for manual op-
eration, where fish farmers mostly use subjective assessment to quantify fish behavior. This
essentially results in daily operations, such as feeding duration, feeding intervals, and general
fish-pen state determination relying on the experience of each individual fish farmer who is
responsible at the time.
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2.3 Subsea Cameras in Aquaculture

In addition to these simple cameras, there are a variety of highly advanced camera systems for
automatic biomass estimation12, lice detection and welfare determination3 and possibly in the
future, individual fish identification through biometrics4. Systems like these were detailed in
Section 1.1, but simply re-iterated here to refresh your memory. Cameras used for these pur-
poses mostly utilize more than one sensor unit to get the visual data, through e.g. a structured
light module or by using two (or more) cameras. This results in direct depth knowledge in the
resulting image(s), from which 3D information can be extracted. These approaches are used in
many industrial products and have solid track records when it comes to accuracy and reputa-
tion. In this project, a singular low-cost camera and a single-beam echosounder sensor fusion
approach is investigated. Before this approach can be explained, some geometrical qualities of
cameras must be understood.

2.3.1 Monocular Camera Geometry

When a monocular camera system is used for object detection with determination of 3D geome-
try, e.g. object size, the distance to objects must also be known. Without knowing this distance,
3D geometry can not be extracted from the pure 2D information given from the camera5.

In addition to depth information from another sensor, the Field of View (FOV) is an intrinsic
camera parameter that must be determined to estimate the physical scale of objects within the
frame. The FOV describes the visible angular limits in the horizontal and vertical direction,
giving information on the maximum area that the camera can observe at a given distance from
it. The FOV is given from the physical sensor size and the lenses focal length. The focal
length is the distance from the sensor surface to the optical center of the lens (Kruegle et al.,
2006).

Normally, these parameters are given in the datasheet of the camera/lens module, but these
values apply when the camera/lens is used ”as intended” without any optical modifications.
When submerging a camera in water with an additional water-tightening lens, hereby simply
referred to as lens, the FOV will decrease due to the additional lens becoming an interface
between the water and the air inside the housing. Due to water having a larger refraction index
than air, the incident light will be bent towards the normal through the lens, resulting in the FOV
decreasing through the water-air interface. This effect arises from Snell’s Law of Refraction.
Conversely, the focal length is increased in this situation (Menna et al., 2016) and is shown in
Figure 2.7.

1https://optoscale.no/
2https://www.sealab.no/
3https://www.aquabyte.no/
4https://www.biosort.no/
5There are however machine learning-based approaches to determine depth information from training deep

neural networks (Chanduri et al., 2021; Godard et al., 2018), but this is out of the scope of this thesis.
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Figure 2.7: Illustration of FOV decrease caused by a water-air interface.

Characterizing a monocular camera to find its horizontal and vertical FOV is a process that
can be broken down into simple trigonometry. Figure 2.8 illustrates this characterization setup,
where the necessary distances are easy to measure manually.
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Figure 2.8: Monocular camera FOV characterization setup.

The field of view in either axis is then calculated by using the following equation:

FOVx = 2↵ = 2arctan(
bx/2

d
) (2.7)

where
x = Horizontal or vertical.
bx and d are measured manually with same unit (m/cm/mm).

It is assumed that the camera module is installed perfectly aligned with the system orientation-
sensor in all axes of rotation. Furthermore, the pincushion distortions caused by the flat water-
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2.4 Optical and Acoustic Sensor Fusion Approach

tightening lens, which result in the outer edges of the visible frame bending inwards (see (Menna
et al., 2016) for more), are ignored. This will be elaborated further in Section 5.4.

2.4 Optical and Acoustic Sensor Fusion Approach

The application of optical and acoustic sensor fusion can exploit the respective intrinsic ad-
vantages of both sensors to extract more information than they are capable of individually. On
a superficial level, optical sensors have superior resolution while hydroacoustic sensors have
far better range. Ferreira et al. (2016) presents several state-of-the-art approaches to this type
of sensor fusion, where the inherent benefits, applications, and challenges are detailed through
presenting prior research. Since the main focus of the paper is directed toward state-of-the-art
applications, most of the cited work implements the fusion on a scientific level which is beyond
the scope of this thesis. These implementations include systems that use advanced multibeam
sonar systems to acquire acoustic data. Furthermore, the acoustic data in most of the cited work
is used for improving underwater imaging applications. Nevertheless, a few of the cited pa-
pers utilize a similar sensor combination for fusion, namely a single-beam echosounder and a
monocular camera.

Assuming that the camera’s horizontal and vertical FOV, as well as the radial distance to an ob-
ject is known, it is possible to decompose image pixel coordinates to 3D points in space relative
to the camera. In this thesis, the aforementioned superficial advantages of neither sensor are
exploited. Instead, the depth information from the acoustic sensor is fused with data extracted
from images.

When single-beam hydroacoustics are used to find the distance to targets, the echosounder will
yield the radial distance. Figure 2.9 shows the decomposition of an object’s position with ra-
dial distance, d, to the distances in each axis, as well as the reference to the camera frame. For
simplicity, it is assumed that the echosounder is a point source located in the camera center. To
avoid confusion, note that the orientation-related axes in the preceding section were defined dif-
ferently, where z was the vertical axis and x was the forward axis. For camera-related geometry,
the notations shown in Figure 2.9 are used instead.

The following calculations are based on breaking down the information from the intrinsic cam-
era FOV and object pixel coordinates into angles. The two angles to be determined are the
angles formed between the center of the frame to the xpx and ypx coordinates of the object,
which only relies on information from the camera frame. These two angles are ✓ and �, which
together with the radial distance from the echosounder, can be used to estimate the relative 3D
Cartesian coordinates for optically and acoustically detected objects.

Figure 2.10 shows an example situation where the unknown angle ✓ needs to be determined.
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Figure 2.9: Decomposition of object position from radial distance and frame location.
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Figure 2.10: Horizontal pixel coordinate to angle illustration.

To determine an equation for ✓, we first apply simple trigonometric equations to the two trian-
gles given by ✓ and ↵ and solve them for z, i.e.:

tan(↵) =
wpx/2

z
tan(✓) =

wpx/2� xpx

z

+ +

z =
wpx/2

tan(↵)
z =

wpx/2� xpx

tan(✓)
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Now that we have two equations for z, we can equate them and solve for ✓:

wpx/2

tan(↵)
() wpx/2� xpx

tan(✓)

✓ = arctan(
(wpx/2� xpx)tan(↵)

wpx/2
) (2.8)

where
wpx = Frame width in pixels.
xpx = Horizontal pixel coordinate of object in frame.
↵ = Half of horizontal FOV.

Note that neither z or d from Figure 2.10 are needed to find these angles, meaning ✓ is extracted
purely from 2D image information.

Using the equations above with the vertical FOV, frame height in pixels and the vertical pixel
coordinate of the object, will yield the angle between the frame center and the vertical offset
of the object (�). With these two angles and the radial distance, the relative Cartesian x and y

coordinates for the object, in meters, are found with the following equations:

xcoord = dsin(✓) (2.9)

ycoord = dsin(�) (2.10)

where
d = Radial distance to object from echosounder [m].

Finding the true z-distance to the object can now be solved by applying the Pythagorean theo-
rem, since it scales to any dimension, i.e.:

d2 = x2
coord + y2coord + z2coord

zcoord =
q
d2 � x2

coord � y2coord (2.11)

These Cartesian coordinates can now be used to determine object scale based on its pixel size
in the image frame, as well as estimate object velocities when the time duration between two
detections of the same individual is known. However, this requires the objects to be detected
optically and acoustically, as well as matched across the two separate detections spaces. This
will be detailed later.
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For readers not intrigued by the theoretical and engineering-related topics
up until this point, you might be delighted to know that you will now get
a brief hiatus from engineering by taking a small detour within the field of
biology. If this is the case, the bad news for you is that we will later return
to deeper levels of theoretical engineering topics. (Yes, this is a case of
foreshadowing.)

2.5 Atlantic Salmon Welfare Indicators

The focus on the health and welfare of farmed animals has seen a general increase over the past
decades. In the latest years, fish-farming aquaculture has been socially scrutinized for in some
aspects failing to meet fish-specific welfare needs to the same extent that other farmed animals
receive, where many occurrences of stress-/ or disease-induced mortality have been recorded
(Sommerset, Jensen, et al., 2021). In 2021, an all-time high of 54 million Atlantic salmon died
during the on-growing phase in sea-pens in Norway alone. This constitutes a mortality rate of
15.5 %. (Sommerset, Walde, et al., 2022, p. 6).

The Norwegian regulations specified for fish-farming aquaculture (Lovdata, 2008) are rather
complex. When compared to other live-stock regulations, such as those relevant to chicken
farming, it is found that the Norwegian aquaculture regulations unintentionally downgrade the
importance of meeting the health and welfare needs of fish. In essence, farming of fish in
Norway has less strict demands for welfare and mortality control when compared to other live-
stock (Gismervik et al., 2020).

Nevertheless, a substantial amount of research and industry-specific official guidelines have
been published to characterize and assess optimum welfare parameters for Atlantic salmon,
where both environmental and biological factors are detailed. Several of these parameters are
found in the regulations but are in some cases rather vaguely defined. In the Norwegian aqua-
culture regulations (Lovdata, 2008), §22 states that the water amount, water quality, water flow,
and water current speeds should be at a level that ensures good welfare. The same paragraph
also states that the waters O2 content, temperature, and ”other parameters which are of consid-
erable importance to fish welfare” should be measured systematically. The parameters included
in this thesis are presented below.

2.5.1 Swimming Speed

The maximum sustainable swimming speed (Ucrit) for Atlantic salmon has in the recent years
been studied due to the increasing desire to move fish-farming aquaculture to more exposed
locations. Since water currents are generally stronger out in the open sea when compared to the
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traditional fjord sites, there are concerns of reduced growth, injuries, or even mortality caused
by swimming fatigue in high currents over long periods of time (Bjelland et al., 2015).

Several fish-farming localities have water current velocity profilers placed near the site, running
continuously. Therefore, measurements of water current strengths and their direction are in
many cases available, but only a few products on the market measure the swimming speed
of individual Atlantic salmon. During a conversation with Daniel Engen Lauritzen, a fish-
health biologist working at Sinkaberg Hansen AS, he informed that a system that can show the
swimming speed of individuals over time would be beneficial to their assessment of welfare. To
paraphrase: ”Such systems could yield swimming speed trends over time for fish in the same pen.
Since the physical strength, aquatic parameter tolerance, and sometimes general behavior of
Atlantic salmon from different genetic breeds vary, such trends are in many cases more valuable
than absolute single-point measurements on a selection of individuals.”

Although Ucrit is a measure that is mostly used for characterizing maximum water current tol-
erances, the general swimming activity dynamics of Atlantic salmon have been researched to
evaluate its connection to stress. E. Svendsen et al. (2021) performed controlled environment
tests to measure the heart rate and swimming activity of Atlantic salmon undergoing stressing
events. The Atlantic salmon were placed in water tanks and implanted with accelerometer and
heart rate tags to measure these two parameters. To induce stress, the water tank levels were
reduced until the dorsal fins were exposed to air. The heart rate showed a significant increase
during the stress-events, and a delayed response in increased swimming activity also occurred.
It was still concluded that the increased swimming activity was a consequence of stress.

Crowding is the procedure of using a separate net in the fish pen to pull the fish towards the
extraction pump. This process speeds up the collection of fish for slaughter or de-lousing op-
erations but is in many cases a cause of substantial losses of salmon due to the side effects of
heavily increasing clustering density. Both stress from clustering and asphyxiation due to low
O2 availability are direct causes of death in these situations. A full-scale experiment during a
crowding and de-lousing operation with tagged fish was conducted by Føre, Eirik Svendsen,
et al. (2018), where the swimming activity and heart rate of 21 fish were logged during three
separate such operations. The swimming activity was significantly higher during the crowding
and de-lousing operations when compared to the background levels measured one day prior,
indicating that swimming activity is linked to stress.

The relationship between Atlantic salmon welfare and swimming activity is far from trivial.
Additionally, the relationship might not be causal in all situations and additional data could be
necessary to draw conclusions on welfare. Nevertheless, if the physical behavior of a group of
animals is measured and logged, changes in behavior over time can give objectively observable
trends which could be a better indicator of deteriorating, stationary, or improving welfare.
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2.5.2 Vital Aquatic Parameters

Oxygen is vital for living organisms to survive. Dissolved Oxygen (DO), which is the amount
of free O2 molecules in the water, is a key factor that affects the welfare and growth rate of
Atlantic Salmon (Burt et al., 2012; Oppedal et al., 2011). DO is either represented as an O2

saturation percentage or as a true measure, such as milligrams of O2 per liter of water (mg/L).
Full O2 saturation (100 %) means that the water is holding as many O2 molecules as it can
in equilibrium, but since this is a chemical process dependent on salinity, temperature, and
pressure (Xing et al., 2014), 100 % O2 saturation in two different locations at sea does not
mean the water contains the same amount of free O2 molecules. Furthermore, the amount
of DO in the ocean, and therefore within aquaculture sea pens, fluctuates and is dependent on
other factors such as the local weather, sunlight, ocean currents, and oxygen demand from living
organisms in the ocean (Johansson et al., 2006).

In literature, there seem to be several different conclusions as to what the optimal O2 saturation
for Atlantic salmon is. Generally, most cited papers show that an O2 saturation > 75 % is con-
sidered satisfactory, given that other aquatic parameters are also within their acceptable ranges.
Oppedal et al. (2011) reviewed several behavioral traits and environmental parameter thresholds
for Atlantic salmon, where it is cited that a DO saturation of 70 % resulted in reduced appetite
and at 60 % acute anaerobic metabolism occurred. This experiment was however conducted in
seawater at a temperature of 16 °C, which emphasizes the importance of the quality of other
aquatic parameters in addition to DO. Burt et al. (2012) studied the DO levels in aquaculture
sea pens in Newfoundland, where several occurrences of hypoxic conditions were recorded. In
this paper, the hypoxic conditions were defined as DO < 55 %, 61 %, 66 %, 72 %, 78 % at 2,
6, 10, 14 and 18 °C, respectively. Numerous other research papers have found similar results
where hypoxic conditions have occurred in operational fish pens.

Due to a rapid increase in lice infestations over the past years (Føre, Frank, et al., 2018), fish
farmers have started to use specially developed skirts surrounding the fish pen. These skirts
have been reported by the industry to decrease the lice-infestations, but experiments conducted
by Stien et al. (2012) revealed that the O2 saturation decreased from 88.3 % to 64.2 % after one
day of deployment of the skirt. Results of the same magnitude were found by Jónsdóttir et al.
(2021), where the DO saturation increased from 59 % to 81 % within 30 minutes of the skirt
being removed.

Extreme hypoxic events could in the worst case lead to mortality and hypoxia in general stresses
the fish. Non-lethal hypoxia results in behavioral changes in all cited work related to the sub-
ject, where reduction in appetite and activity, as well as escape attempts, have been recorded
(Johansson et al., 2006; Hvas et al., 2019). Therefore, monitoring O2 levels in aquaculture sea-
pens is essential for assessing Atlantic salmon health and welfare, but also for optimizing the
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feeding process and hence growth rate due to the effects low DO levels have on appetite.

Oppedal et al. (2011) cites that water temperature can be the decisive environmental parameter
that affects the salmon swimming depth and density preferences. The water temperature in the
water column within fish pens varies hourly, daily, and seasonally. Falconer et al. (2020) details
how temperature variations heavily affect the health and welfare of Atlantic salmon. This study
focuses on how future climate change can affect the aquaculture industry, where Table 2.1 shows
how water temperature is a vital parameter for health and welfare.

Temperature Effects on salmon
>20° Growth stops, mortality
16°-20° Reduced welfare and food intake, slow growth,

increased stress and mortality
14°-16° Sub-optimal growth, risk of reduced health and welfare
11°-14° Optimal growth and food intake
7°-11° Sub-optimal growth, risk of reduced health and welfare
<7° Reduced welfare and food intake, slow growth,

increased stress and mortality

Table 2.1: Temperature thresholds for Atlantic salmon, adapted from Falconer et al. (2020).

From all cited work presented above, it is arguably clear that O2 and temperature monitoring
is very important in fish farms which, as previously mentioned, are responsible for millions of
individual fish simultaneously.

2.6 Deep Learning and Computer Vision

This section will first briefly present the field of Computer Vision and Deep learning before
introducing artificial and convolutional neural networks. Then, visual object detection and the
You Only Look Once visual detection framework is detailed, with emphasis on its applications in
this project. Lastly, visual multiple object tracking is presented. Due to the practical approach
in the project and utilization of open-sourced software, the presented theoretical background is
simplified to a level that yields a basic understanding of how the Computer Vision and Deep
learning pipeline presented in Chapter 3 can be re-created and applied by the reader. For
a deeper dive into the world of Computer Vision, Deep learning, and their applications, the
reader is recommended to take a look at the free downloadable book published by Szeliski
(2011).

Computer Vision (CV) is a field of Artificial Intelligence (AI) that focuses on information-
extraction on digital images or video, where the computer in essence can reproduce some of
the abilities of human sight. These abilities are most commonly detection and classification
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of objects, where the computer can understand characteristics of the visual environment. The
CV information extraction has in recent years often been performed by applying deep learning
methods. Deep learning is a term describing the application of ”deep networks”, which take
architectural inspiration from how the brain works. These networks mimic how brains process
information by using what are called artificial neural networks. The specific terminologies for
these different, but still conceptually similar fields, have become increasingly overlapping with
the advancements they have undergone since they were initially termed.

The networks used in Deep learning are often composed of many successive layers between
the input and output, hence the term Deep learning. Deep learning and CV in industrial and
commercial settings have seen a large increase over the past years, where the applications range
from self-driving assistance in commercial vehicles to classification of wild animals (Goodfel-
low et al., 2016, pp. 455-456). Most Deep learning-based CV object detectors follow a similar
routine in how they are constructed, where the following four steps generalize the process:

1. Gather data for training (images).

2. Label the data as it should look in the end result.

3. Train a neural network with the labeled data until it achieves desirable results.

4. Use the trained network to detect and classify objects in un-labeled images.

The detection and classification accuracy of Deep learning networks, in general, relies heavily
on the model itself and the training routine, where there are thousands of different network
architectures and design methods which achieve various results. To gain a bit of a general
understanding of how Deep learning works before CV-specific networks are detailed, we start
with a generic artificial neural network introduction.

2.6.1 Artificial Neural Networks

A traditional Artificial Neural Network (ANN) consists of several layers each containing a set
amount of neurons. The outputs of all neurons within each layer are connected to the inputs
of the neurons in the next layer. Specifically, this is a fully connected feedforward ANN, also
called a ”multi-layer perceptron”. Only the input (first) and output (last) layers are visible,
while all layers in between are hidden (Goodfellow et al., 2016, pp. 167-168; Szeliski, 2011,
pp. 271-272). This architecture is illustrated in Figure 2.11.
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Figure 2.11: Illustration of a fully connected neural network with 3 hidden layers.

The neurons in each ANN layer perform a weighted sum of their input values, and this result is
passed through an activation function. The activation function output is then fed forward to the
next connected neuron until all information has reached the output layer. One input to output
information transmission is called a feedforward pass. The individual neuron weights are what
determine how the neural network classifies objects (Goodfellow et al., 2016, p. 270). The neu-
ron weights within each layer can be organized as a vector, such that the computation performed
in each layer, l, is a matrix multiplication, i.e. (Goodfellow et al., 2016, p. 271):

sl = Wlxl (2.12)

where
Wl = Weight matrix for layer l.
xl = Inputs to layer l.
sl = Weighted sum for layer l.

The hidden layers within the network then use the inputs to compute the output based on the
individual neuron weights and activation functions.

Training neural networks mainly consist of feeding the network with labeled data and iteratively
tuning the neuron weights until the output converges to the desired accuracy. As an example,
the input to the illustrated ANN could be weight, length, and color, called features, and the
possible outputs are salmon or cod, called classes. To train this network to discriminate the two
classes, the network should be given a large set of these inputs with their corresponding correct
class and iteratively adapt the neuron weights until it gives the desired accuracy on correct
classification. The computational goal during training is to minimize a loss function, which is
a numerical value associated with how ”wrong” the network weights currently are. Since the
network does not know which class the labeled data belongs to during the feedforward process,
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the loss value is computed at the end of every feedforward pass by comparing the output result
in each pass with the actual class label. The neuron weight-tuning itself is then performed by
utilizing gradient descent and backpropagation. Gradient descent is used to minimize the loss
function, where the derivative of the loss function for the current data sample with respect to
the network weights is computed. This derivative is then propagated back through the network
to alter the weights to improve the output accuracy, hence backpropagation. When the desired
classification accuracy is achieved, the network is successfully trained with a set of weights
that should be able to classify new and unlabeled inputs correctly (Szeliski, 2011, pp. 279-
289).

2.6.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are a type of ANN which are specialized to process
images or grid-shaped data in general. Compared to traditional ANNs which perform matrix
multiplications with the neurons in its layers, as shown in Equation 2.12, CNNs use the con-
volution operation instead. The layer structuring in CNNs also differs from ANNs, where each
layer is organized as feature maps. The feature maps are generated by iteratively performing
a convolution between a small area of the image and a kernel, working its way across the en-
tire image. This generates overlapping local feature maps which are allocated to the respective
spatial locations in the image, such that the combination of these local features can produce
discriminative features, such as edges of an object (Goodfellow et al., 2016, pp. 331 - 340;
Szeliski, 2011, pp. 290 - 294).
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Figure 2.12: Illustration of CNN kernel convolution.

Most CNNs include multiple convolutional layers, where each layer has a set amount of kernels
with a fixed size. Typically, kernels with size 3x3 are used in the feature map convolutional
layers while 1x1 kernels are used to downsample the feature maps. The 1x1 convolutions
maintain the feature map size, but rather reduce the feature map depth to decrease computational
complexity (Szegedy et al., 2014; Szeliski, 2011, pp. 300-301). Additionally, there are often
pooling layers between (or just after) the convolutional layers. The pooling layers essentially
alter the feature map size by extracting one value from each feature map in the current layer and
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passing it to the next convolutional layer. The most common pooling layer function is named
max pooling, where the largest value in each feature map is extracted and passed on to the next
convolutional layer. This results in a local invariance to translation, such that a small translation
of the input still yields the same pooled output at the spatial location in the image. Furthermore,
pooling is important to allow the network to process images of varying size, since the final
classification layer of CNNs have a predetermined size (Goodfellow et al., 2016, p. 343).

Gradient-based training of deep neural networks, as presented in the previous section, can lead
to an accuracy saturation where the loss minimization converges poorly or even becomes unsta-
ble. This is caused by the exploding/vanishing gradient problem. During backpropagation, the
gradient is used to update the weights in all layers. Since each layer multiplies its weights with
the input value (gradient in this case) before passing it on to the next layer, a long line of small
or large successive multiplications will cause the updated weight values in the deeper layers to
become vanishingly small or very large. The former causes the loss minimization to stall, while
the latter makes the learning unstable (Goodfellow et al., 2016, p. 290; He et al., 2015).

He et al. (2015) presented deep residual learning as a method to alleviate deeper networks from
such issues during gradient-based training. In residual networks, skip connections allow infor-
mation and gradients to skip certain layers, such that the network layers learn to be influenced
from a layer N steps above/below (Goodfellow et al., 2016, p. 410; Szeliski, 2011, pp. 301-
302; He et al., 2015). Many deep neural network architectures utilize these skip connections to
alleviate the aforementioned issues.

2.6.3 Object Detection in Computer Vision

Up until this point, the presented theory has been purely related to what is called the backbone
in a Deep learning framework. These fundamentals are essentially what occurs at the core of a
CV Deep learning pipeline. There are however a large variety of CNN purposes within CV and
Deep learning. Network architectures and depth, as well as CV detectors, may be very different
but still designed to achieve the same goal. This report mainly focuses on object detection and
tracking. Thus, the following theory only discusses such applications.

In the context of visual object detection and classification, the main goal is to pass an image
containing different objects into the network and get an image out that has bounding boxes
which encapsulate the detected objects with their class label. The most commonly used per-
formance metrics associated with object detectors are their inference speed, i.e. the amount of
time it takes to compute the result, and their accuracy, given by the mean average precision
(mAP) in a given dataset. The mAP is computed by measuring the precision of the detector at
different Intersection over Union (IoU) thresholds for all classes in the dataset. The IoU is a
metric that describes how accurate the bounding boxes are, where the goal is to have a box that
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perfectly encapsulates the outer edges of the object (Szeliski, 2011, pp. 370 - 380). The IoU is
computed by comparing the predicted bounding box with the manually labeled bounding box
during training or testing, also named the ground truth, i.e. (Szeliski, 2011, p. 380):

IoU =
Overlapping Area

Area of Union
= (2.13)

If the IoU value for a prediction is higher than the current IoU threshold and the class label is
correct, the prediction is assigned as a True Positive (TP). If the IoU value is lower than the
threshold, the prediction is assigned as a False positive (FP). Assigning P to be the number
of labeled detections in the current image, the precision and recall can be computed for each
image, i.e. (Szeliski, 2011, pp. 379-380):

precision =
TP

TP + FP

recall =
TP

P

(2.14)

Populating a precision-recall curve for these calculations at different thresholds and computing
the area under the curve yields the Average Precision (AP). Repeating this for all the different
classes and taking the mean results in the mAP (Szeliski, 2011, pp. 380-382).

Two large datasets which are commonly used as a benchmark on different CV object detec-
tors are the PASCAL Visual Object Classes (VOC) Dataset (Everingham et al., 2010) and the
Microsoft Common Objects in Context (COCO) Dataset (Lin et al., 2014) (Szeliski, 2011, pp.
379-380). Figure 2.13 shows a graphical leaderboard of the historical and current top perform-
ers on the COCO dataset, from January 2018 to April 2022.
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Figure 2.13: COCO Object Detector Leaderboards, from Object Detection on COCO test-dev (2022).

There are two main categories of visual object detectors: region-based and regression-based.
The region-based methods are also called two-stage detectors since they perform detection and
classification in two separate stages. First, a network generates proposed bounding boxes con-
taining objects within the image and then passes these regions in to a separate classifier network
to assign class labels to the objects. Regression-based detectors instead generate both bounding
boxes and class labels in one unified pipeline and are therefore also called single-shot detectors
(Szeliski, 2011, pp. 382-386). Consequently, single-shot detectors have higher inference speeds
and are preferable if computational efficiency is equally or more important than maximizing ac-
curacy.

2.6.4 You Only Look Once

You Only Look Once (YOLO) is a single-shot real-time object detector that has seen large
public interest since its initial publication. The first version of YOLO was published in 2015,
which at that time used a network with 24 convolutional layers and max pooling between each
layer. The performance of YOLOv1 was compared to other state-of-the-art detectors, where
promising results were achieved. When compared to other real-time detectors at the time, both
the precision and inference speed of YOLOv1 was significantly higher. It achieved a mAP
of 63.4 at 45 frames per second (FPS), whereas the nearest (cited) competitor network, DPM,
achieved a mAP of 26.1 at 30 FPS in the PASCAL VOC dataset. The best region-based detector
at the time, Faster R-CNN VGG-16, achieved a mAP of 73.2 at 7 FPS (Redmon, Divvala, et al.,
2015).

Over the course of the next years, many advancements were made in the field of Deep learning,
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and a variety of new real-time detectors were published and released into the open-source do-
main. A second (Redmon and Farhadi, 2016) and third (Redmon and Farhadi, 2018) version of
the YOLO detector were published, where its performance in both releases was on par or bet-
ter than other current state-of-the-art detectors. YOLOv3 was the last version of YOLO which
was published by the original author. This version presented several improvements, pushing
the YOLOv3 performance beyond all (cited) competitors on inference speed while maintaining
a comparable or higher mAP when tested on the COCO dataset (57.0 mAP at 51ms infer-
ence time) (Redmon and Farhadi, 2018). YOLOv3 also introduced a new network architecture;
Darknet-53.

Darknet is a ”neural network framework written in C and CUDA” (Redmon, 2013–2016).
CUDA (Compute Unified Device Architecture) is NVIDIA’s Graphical Processing Unit (GPU)
Application Programming Interface (API). GPUs handle image processing-related tasks better
than CPUs because they are tailored for images by design, and computation time is therefore
heavily reduced if GPU acceleration is used. It is therefore ideal to run image-targeted neural
networks with inherent CUDA support if an NVIDIA-based GPU is used.

Darknet-53 has 53 convolutional layers and takes architectural inspiration from the YOLOv1
and Darknet-19 network introduced in YOLOv2 (see (Redmon and Farhadi, 2016)). The Darknet-
53 network abandoned max pooling and instead includes skip connections through residual
blocks, as presented in Section 2.6.2. Furthermore, Darknet-53 makes object detections at
three different image scales to improve the detection of small objects (Redmon and Farhadi,
2018).

Darknet-53 is open-sourced6, such that anyone can compile it on their computer and run YOLOv3
with Darknet-53 as the backbone with a pre-trained model to run detections on arbitrary images.
Additionally, a full guide on custom training is given such that the network can be trained to
detect custom objects.

The final official version of YOLO, YOLOv4, introduces a significant increase in mAP and
minor inference speed improvements. A YOLOv4 performance benchmark comparison on the
COCO dataset is shown in Figure 2.14. In this version, the network is split into three different
parts, where a modified version of Darknet-53, CSPDarknet53 (Wang et al., 2019), is used as
the backbone. The YOLOv4 network architecture is quite extensive compared to the previous
versions, and the reader is therefore referenced to Bochkovskiy et al. (2020) for the complete ar-
chitecture presentation. YOLOv4 is open-sourced7 similarly to YOLOv3, and implementations
in a variety of frameworks, such as OpenCV and TensorFlow for Python are included.

6https://github.com/pjreddie/darknet
7https://github.com/AlexeyAB/darknet
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Figure 2.14: Performance of YOLOv4 vs. other object detectors, from Bochkovskiy et al. (2020).

2.6.4.1 Training of Custom Object Detectors

Similar to the example mentioned in Section 2.12 about training an artificial neural network,
CNN training is in essence quite similar. Instead of feeding the network the weight, length, and
color measures of the two fish species, it is given images as input with pre-labeled bounding
boxes around the different fish species with an associated class label (salmon or cod). The main
difference in the backbone is that the neuron weights are now the kernel values in all layers,
which are tuned to minimize the loss during training. As mentioned in the preceding section,
the Darknet-53 architecture (and CNNs in general) include several layers with numerous ker-
nels, such that all kernels in the same layer are trained in parallel. This results in the network
learning many ways of interpreting the images, where the different kernels learn different spe-
cific characteristics of the objects.

Training object detectors on custom datasets where the network does not know how to detect
the new class of object is very often done through a process called transfer learning. Transfer
learning is the procedure of using a pre-trained model to learn the characteristics of new and
unknown objects. The ideology behind this fact is that the pre-trained model already knows how
to detect certain objects, and it is desired to adapt it to new objects. Since objects, in general,
can have similar ”low-level characteristics” such as edges, shapes, geometry, and changes in
lighting (Goodfellow et al., 2016, p. 539), the model can adapt and modify its weights to learn
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the similar features that the new and previously unknown objects exhibit (Goodfellow et al.,
2016, p. 539; Szeliski, 2011, p. 313). This also saves computation time during training since
the network does not have to be trained from scratch.

2.6.5 Multiple Object Tracking

Multiple Object Tracking (MOT) in videos is a challenge that requires assigning information
about detections in the current frame with other video frames. There are two different methods
for object tracking; the batch method and the online method. The batch method uses future
information to yield estimates on the current frame, while the online method uses the present
frame and past information to estimate future information. Batch methods are intuitively better,
but future information is not available in systems that are designated to operate in real-time
(Chen et al., 2019). Therefore, only the online method is presented.

As mentioned above, online trackers use information from the current and past frames to predict
information in the next frame. This methodology requires a pre-determined state model of
the targets to track. The Simple Online and Realtime Tracking (SORT) algorithm, presented
by Bewley et al. (2016), was specifically developed for MOT in CV applications. By using
a constant velocity state model of the targets, a Kalman filtering approach is used to track
objects.

The Kalman filter is a very popular algorithm to apply in state estimation for tracking objects
(and more). They operate under the assumption that the state dynamics are discrete-time lin-
ear dynamical and that the measurement noise is random, independent Gaussian (Jaulin, 2015,
p. 232). Hence, this constant speed assumption is applied to the movement dynamics of the
Atlantic salmon in this thesis. The Kalman filter is a recursive algorithm that performs two dis-
tinct state-operations in every iteration; prediction and correction. Assuming that current state
information for a tracked object is available (st=0), the prediction phase uses this state and the
measurement noise model to predict the next state (st=+1). The correction phase incorporates
sensor measurements to more accurately update the state. If no measurement of the objects
position is available at t=+1, the next state (now st=+2) is predicted purely based on the state
before. If a measurement of the objects position is available at t=+1 however, this sensor mea-
surement is used to correct the t=+1 state and noise model to improve the t=+2 state prediction
(Kalman, 1960). The above description of the Kalman filters is arguably excessively simplified,
but illustrates the basic ideology of how they work to understand its relevance in the work pre-
sented later in the thesis. The first step of utilizing Kalman filtering for tracking is to create a
state model describing the dynamics of the objects to be tracked.
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The state model of each target in the SORT algorithm is defined as (Bewley et al., 2016):

xN = [u, v, s, r, u̇, v̇, ṡ]T (2.15)

where
xN = State of target N.
u = Target bounding box center position (horizontal).
v = Target bounding box center position (vertical).
s = Target bounding box scale.
r = Target bounding box aspect ratio.
· = Velocities of the respective parameters.

Assignment of a unique ID to a new individual occurs based on an IoU threshold (see Section
2.6.3). If a detection in the current frame doesn’t have an IoU overlap with any other detections
which is larger than the threshold, it is assigned a new ID. The assignment of the same ID to
detections in two subsequent video frames is based on the IoU distance between the prediction
of each target’s bounding box location and all input detections in the current frame. Hence, a
target is tracked with the same ID if the predicted state parameters closely match the parameters
of a detection in the current frame from the underlying object detector. Tracked targets are
terminated if they are lost in one frame, such that very short occlusions will cause the object to
receive a new ID after it has reappeared. In the SORT paper, the authors inform that ”object
re-identification is beyond the scope of this work.” (Bewley et al., 2016).

Re-identification of tracked targets after temporary occlusion is highly relevant for MOT with
many targets at different distances from the camera in e.g. pedestrian or fish tracking. This
shortcoming of the SORT algorithm was addressed by Wojke et al. (2017), where a supplemen-
tary appearance descriptor is added to the state model. This algorithm is named DeepSORT,
since it uses the SORT algorithm with a deep association metric. The motion-based state space
is identical to the one used in SORT (Equation 2.15). Additionally, a CNN is used to com-
pute appearance descriptors for all bounding boxes in parallel with the motion-based tracker,
where the last 100 appearance descriptors for each track are stored. The assignment of IDs
to tracked targets is then given through a weighted sum combination of the two metrics. The
motion-based assignment is identical to SORT and the appearance-based metric complements
ID assignment through the appearance-similarities between two frames and targets through a
similarity-comparison (smallest cosine distance). The motion-based information is effective in
frame-to-frame tracking without occlusions, and the appearance-based information is effective
at recovering IDs of objects that have been occluded (Wojke et al., 2017). Table 2.2 shows the
performance of a few batch-based and online trackers tested on the MOT16 challenge. The
performance metrics used are Accuracy (MOTA), Precision (MOTP), Number of ID switches
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(ID), and average FPS (Runtime) (Milan et al., 2016).

Method MOTA MOTP ID Runtime
LMP p BATCH 71 80.2 434 0.5 Hz
NOMTwSDP16 BATCH 62.2 79.6 406 3 Hz
POI ONLINE 66.1 79.5 805 10 Hz
SORT ONLINE 59.8 79.6 1423 60 Hz
DeepSORT ONLINE 61.4 79.1 781 40 Hz

Table 2.2: Tracking results on MOT16 Challenge. Adapted and modified from Wojke et al. (2017).

Since the DeepSORT state model parameters are accessible outputs from the YOLO detection
framework (bounding box parameters), and the computation speed is high both in YOLO and
DeepSORT, they can be layered without heavily increasing the total processing time.

This concludes all the theoretical aspects which will be implemented later in the report. How-
ever, before the practical applications are presented, the hardware it is applied on is detailed.
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Chapter 3
The FISC System

This chapter presents the design and functionality of the Fish-farm Integrated Sensor Cluster
(FISC) prototype. The hardware and acquisition software design of the FISC system has been
detailed in the preceding specialization project report (see (Ericsson, 2021)), and has barely
been altered since then. A simplified summary of the system is presented to begin with, such
that the reader can understand the functionality and performance of the system from this re-
port alone. The theoretical aspects behind the design choices in the previous work are not
detailed but can be seen in the aforementioned specialization project report. To differentiate
previous work and new thesis-specific implementations, the presentation below is simply split
into different sections. Lastly, the details surrounding two performed full-scale field tests are
presented.

3.1 Previous Work

The FISC system prototype consists of three separate parts; 1) the FISC capsule, 2) an interface
cable and 3) the topside cabinet.

3.1.1 The FISC Capsule

The FISC capsule is the housing containing all but one of the sensor components in the system.
The housing is made of Aluminium Bronze, a material that is resistant to corrosion in seawater.
It is deployed in the water column by suspending it from the interface cable within the fish pen
to gather aquatic environmental data, orientation-information as well as direct data from fish
(optically and acoustically).
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The FISC capsule includes the following sensors and modules:

• 8 directional horizontal echosounder receivers, hereby named Sectors.

• A low-cost camera centered above Sector #4 (Raspberry Pi Camera Module V2).

• A Raspberry Pi 4 Model B (main capsule processor).

• An O2 and Temperature-sensor from Aanderaa (Oxygen Optode 5730).

• A custom PCB including an MCU, a 9DOF orientation sensor (BNO055 from Bosch
Sensortec), an analog frontend for the acoustics (Variable Gain Amplifier (VGA)), and
additional communication and multiplexing interfaces.

The design, electrical specifications, and implementation procedure of the custom PCB with its
components, as well as the acoustic design are detailed in the specialization project report (Eric-
sson, 2021). The echosounder receivers are multiplexed, where two and two sectors are sampled
simultaneously. Consequently, it takes four transmissions to complete a full 360� acoustic scan.
The Raspberry Pi functions as an interface between the topside cabinet and the PCB, where a
USB interface between the Raspberry Pi and the PCB MCU controls and configures the MCU
software. Additionally, the Raspberry Pi directly samples the O2/Temperature-sensor and cam-
era module and passes this data through to the topside cabinet. The communication between the
FISC capsule and the topside cabinet is through an Ethernet interface, where the Raspberry Pi
is connected to the PC in the topside cabinet through internal Cat5 wiring in the interface cable.
The custom network interface and software commands are also presented in the aforementioned
specialization project. A simplified block diagram of the FISC system can be seen in Appendix
A.

Figure 3.1 shows 3D renders of the FISC capsule, where the camera lens and O2/Temperature-
sensor are seen in the center and on the bottom of the capsule, respectively.

The sensitivity calibration and horizontal beam angle characterization of the acoustic receivers
were performed in the specialization project and can be seen in Appendix B and Appendix
C, respectively. The most important fact to take from these calibration results are that the
peak sensitivity occurs at 470 kHz and that the Sectors have approximately 5-6 dB acoustic
overlap at the same frequency. The former is taken into consideration in determining which
center frequency is used for acoustic transmission, and the latter shows that the radial acoustic
coverage is 360 °, which was intended by design.
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(a) Front view. (b) Diagonal view.

Figure 3.1: 3D Renders of FISC capsule.

3.1.2 Topside Cabinet and Interface Cable

The topside cabinet contains the following modules:

• A SuperServer E100-9W-H PC (topside PC).

• A 4G/Wifi Access Point (AP) for internet connectivity.

• Main power supply for topside PC and AP (230V to 24V/5V).

• Secondary power supply for FISC capsule (230V to 12V).

• An Analog Discovery 2 USB oscilloscope.

• A transmission power amplifier (TXPA) with output transformer for acoustic transmitter
(TX).

The topside PC is the main controlling unit in the system. It mostly runs the custom Python
acquisition scripts (detailed in the next section), where the 4G AP makes it possible to control
remotely through a Secure Shell or TeamViewer connection. The Analog Discovery 2 (AD2) is
responsible for generating the TX pulse and trigger signal to the capsule custom PCB, as well as
sampling the two and two multiplexed receiver sectors (analog voltage). It is controlled through
a Python interface through the included AD2 Software Development Kit (SDK). The TXPA
with output transformer amplifies the transmission pulse amplitude from 3.3 V to approximately
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160 V, achieving a propagated acoustic signal sufficient for detecting small targets. (For a more
detailed description, see the presentation in (Ericsson, 2021)).

The FISC interface cable design is based on cables that are used for several of Norbit’s existing
products, but with a custom pinout on both ends. Additionally, the acoustic transmitter (TX) is
integrated to the cable itself, where it is molded 10 cm above the bulkhead connection to the
capsule. The bulkhead connections used in the interface cable and their termination path are as
follows:

• 2x Cat5 Twisted Pairs for Ethernet link: Topside PC to capsule Raspberry Pi.

• 2x Shielded Twisted Pairs for analog acoustic Receiver (RX) signals: Topside AD2 to
capsule custom PCB.

• 3x Shielded Twisted Pairs for analog acoustic transmitter signal (TX): Topside TXPA to
integrated TX on cable.

• 1x Shielded trigger wire: Topside USB oscilloscope to custom PCB.

• 2x Power Lines (12V + GND): Topside 12V power supply to the FISC capsule voltage
regulator.

The first version of the FISC interface cable, which was constructed and presented by Ericsson
(2021), is not used anymore. The internal pinout listed above relates to the new interface cable
version (Rev. 2), which was constructed in February 2022. The reason for the construction of a
new cable was mainly due to issues with electromagnetic interference within the cable caused
by the high voltage acoustic transmission pulse. This interference was substantial enough to
break the Ethernet link between the topside PC and capsule Raspberry Pi, which essentially
froze the acquisition software until the link was reestablished (30-60 s).

Although this case probably should have been presented as new work with a more detailed root
cause analysis, it is instead simply introduced here since it does not add any substance to the
main goals of the thesis. Figure 3.2 illustrates the changes performed to combat this issue,
which ultimately worked as intended. By changing the pinout such that the transmitter leads
have grounded shielding, most of the electromagnetic interference takes this path to ground
rather than affecting the other signal wires within the cable. Three separate 26 AWG pairs were
used to minimize the total impedance in the TX wires.
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Figure 3.2: FISC interface cable revision differences.

Figure 3.3 shows an image of the FISC capsule with the interface cable connected. The TX
is visible above the bulkhead connector. The gaffer tape on the receivers are modifications
to the acoustics which will be elaborated in Section 4.1. The acoustic characterization of the
transmitter was originally performed in the specialization project but had to be repeated with the
new interface cable since the transmitter ceramics were reconstructed and molded on the new
cable with an identical procedure. The resulting transmitting voltage response and directivity
of the Rev.2 TX can be seen in Appendix D and Appendix E, respectively.

Figure 3.3: Image of FISC capsule with interface cable.
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3.1.3 Acquisition Software

The Python software which controls the data acquisition and system configuration has barely
been altered since the presentation in Ericsson (2021). The bulk of work on this thesis is related
to the post-processing of acquired data.

The latest version of the data-acquisition software runs by swapping between two different
modes every N seconds. These modes are:

1. Sector Scan

• Record video (for N seconds, user configurable).

• Sequentially transmit acoustic signal and sample two-and-two RX Sectors.

• Sample orientation sensor between every acoustic ping.

• When N seconds have passed, sample O2/Temperature-sensor and pass this data to
topside PC through Ethernet. Store data to topside PC hard drive and swap mode.

2. Sector Focus

• Record video (for N seconds, user-configurable).

• Repeatedly transmit acoustic signal and only sample the RX sector which is below
the camera.

• When N seconds have passed, sample orientation and O2/Temperature-sensor and
pass this data to topside PC through Ethernet. Store data to topside PC hard drive
and swap mode.

A flow-chart of the acquisition software pipeline can be seen in Appendix F. After every Sector
Scan and Sector Focus routine is completed, a compressed file is saved to the topside PC with a
timestamp. Each file contains the data shown in Table 3.1. These generated files, as well as the
recorded videos, are what the post-processing software takes as input.

Header Content Raw Acoustic Data
- TX pulse parameters.

- Center frequency, BW and length.
- AD2 sampling rate.
- Sound speed in water (custom value).
- Acoustic sampling range.
- Unit Quaternion sample.
- O2 and temperature sample.

- 2D if Sector Scan (8 columns, all Sectors).
- 1D if Sector Focus (Sector 4 only).

Table 3.1: FISC acquisition file contents.
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3.2 Software Implementation and Post-processing

As previously mentioned, the bulk of this thesis work relates to the post-processing of acquired
data. This section presents which frameworks are used and how they are implemented in the
FISC system to achieve the results presented in Chapter 4. It is important to note that this project
in its entirety, i.e. everything from the hardware design and post-processing, is designated as a
proof of concept for a future product on the market. The desire to achieve results that can be
directly applicable for future work in product development outweighed the traditional ideology
of constructing everything from the bottom up in thesis-related work. Therefore, open-sourced
software libraries and GitHub repositories have been used when possible, where necessary
modifications to tailor the software for the desired functionality have been performed.

3.2.1 Custom YOLOv4 Object Detector Implementation

The complete YOLOv4 framework is open-sourced and available on GitHub1 (Alexey et al.,
2021). This release is based on the modified network with the CSPDarknet53 backbone and the
YOLOv4 detector can be run by directly using the original Darknet-53 API through terminal
commands. This GitHub repository was cloned to a computer running an NVIDIA GTX 1070
GPU such that the benefits of CUDA GPU acceleration would speed up all CV-related tasks
(training and inference). It is important to already establish that the FISC topside PC does not
have a dedicated GPU. To maximize processing speed during development, the topside PC was
not used for any tasks that run the YOLOv4 model.

The model (kernel weights and configuration) included in the YOLOv4 repository is trained on
the COCO dataset (presented in Section 2.6.4). The COCO dataset includes 91 different classes
of objects (Lin et al., 2014), but none of these classes are aquatic animals. Therefore, a custom
object detector must be trained to detect the desired objects in this project; Atlantic salmon.
A guide in the YOLOv4 repository shows the step-by-step procedure on how to modify the
backbone configuration files to prepare for training on custom datasets. This process requires
two additional steps; 1) a labeled custom dataset and 2) a separate file with pre-trained weights.
The pre-trained weights used for custom training are also trained on the COCO dataset and
can be downloaded through the repository (yolov4.conv.137). Transfer learning, as presented in
Section 2.6.4.1, is then used to train the network to detect the custom objects based on this pre-
trained weights file. The training is initiated through a Darknet API terminal command.

There are a variety of open-source datasets for CV-related tasks, such as the Google Open
Images Dataset2 which includes over 9 million pre-labeled images on 600 different classes
of objects. There are however no datasets (to the author’s knowledge) that specifically include

1https://github.com/AlexeyAB/darknet
2https://storage.googleapis.com/openimages/web/visualizer/index.html
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Atlantic salmon. Therefore, the datasets implemented in this project are purely based on custom
labeling of images from Google, video frames from a colleague’s Go Pro footage from a fish
farm, and images captured with the FISC system itself. The LabelImg3 tool was used to label
the custom dataset, which supports the YOLO label format. This will be elaborated further in
Section 4.4.

The completion of YOLOv4 training outputs a file containing the resulting kernel weights. This
weights-file can then be exported and used in a YOLOv4 pipeline in any other framework, such
as TensorFlow in Python.

3.2.2 TensorFlow and DeepSORT

TensorFlow is an open-source machine learning library with a native Python and C++ API. It
was originally developed in 2011 by Google, but it was open-sourced in late 2015. It includes
support for CUDA GPU acceleration and a large variety of machine learning models and archi-
tectures (Zaccone et al., 2017, pp. 30-32).

The DeepSORT MOT algorithm, presented in Section 2.6.5, has been integrated with a YOLO
detection framework previously by The AI Guy4. Instead of attempting to ”re-invent the wheel”
and construct the DeepSORT tracker from the bottom up, this open-source repository5 was
cloned from GitHub and modified to meet the specific requirements for this project.

The implementation in this repository allows for CUDA GPU acceleration, exporting resulting
videos, and customizing parameters in the underlying YOLO detection framework (IoU and
confidence threshold). The main modification which was needed for the use-case in this project
was to extract the DeepSORT tracker information in every video frame timestamp which coin-
cides with the timestamp of an acoustic Sector Focus ping. This allows for pixel coordinates
and the ID of tracked targets to be used for the computation of 3D Cartesian coordinates, as
presented in Section 2.4.

The original structure of the YOLOv4 weights file that the Darknet framework generates is
not directly supported in the TensorFlow API. TensorFlow has its own standardized way of
constructing models of artificial networks, which differs from other frameworks. Therefore,
the YOLOv4 weights file must be converted to the correct format such that TensorFlow can
interpret it and use them correctly. A model conversion script is included in the YOLOv4-
DeepSORT repository, such that a custom-trained YOLOv4 model can be used in this open-
sourced implementation.

3https://github.com/tzutalin/labelImg
4https://github.com/theAIGuysCode
5https://github.com/theAIGuysCode/yolov4-deepsort
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3.2.3 Signal Processing

In the specialization project report, the data from the O2/Temperature sensor and orientation
sensor were not yet integrated into the data processing, but simply plotted and stored to a file
together with the raw acoustic data. Additionally, the hydroacoustic signal processing was
rudimentary at that time. This section will present the implemented processing of the above-
mentioned sensors which has been performed during the master’s thesis development, based on
the theoretical principles presented in Chapter 2.

3.2.3.1 Orientation Sensor

As detailed in Section 2.2, unit quaternions can be decomposed to Euler angles for an easier
interpretation of orientation. The 9-DOF BNO055 orientation sensor is a System in Package
(SiP) which has its own integrated MCU for running internal, but unspecified, sensor fusion
software. It can therefore directly output quaternions at a rate of up to 100 Hz for absolute ori-
entation estimation. The internal sensor fusion algorithms are claimed to give ”high robustness
to magnetic distortions” (BNO055 Datasheet 2020), which generally pose issues for sensors
that rely on measuring the earth’s magnetic field strength with a magnetometer. The BNO055
was chosen for the FISC prototype due to its positive reception in many embedded design fo-
rums (Arduino, Adafruit, etc.) and ease of implementation. The raw quaternions are stored to
a file on the topside PC but also converted to Euler angles by using the operations shown in
Equation 2.6 to show a live feed of the capsule’s orientation during data acquisition.

In addition to roll, pitch, and heading, a directional vertical inclination estimation was also
implemented. Vertical inclination describes how many degrees the sensor is offset from the
fixed vertical axis, given from a combination of roll and pitch. The angle formed between
the vertical axis in the fixed frame of reference and the vertical vector locked to the capsules
orientation is calculated by applying the Pythagorean theorem to roll and pitch, i.e.:

⇣ = arctan(
p
tan(roll)2 + tan(pitch)2) (3.1)

With the additional heading information from the sensor, this can be decomposed to show which
compass direction the sensor is inclined towards. This parameter was implemented to determine
the water current direction since the capsule suspended from the interface cable should naturally
incline with the forces acting on it (water currents). The calculation of directional inclination
is done through a vector decomposition. The vectors given from the Euler angles are used to
find the horizontal projection of the capsule’s vertical vector, which will always point towards
the ”source of inclination”. Lastly, the angle between this horizontal projection and the north-
aligned fixed frame of reference yields the source of inclination heading direction.
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To better illustrate these calculations, Figure 3.4 shows two screenshots from a live 3D orienta-
tion visualization script made in Python during the orientation-specific software development.
This testing script repeatedly fetches quaternions from the orientation sensor and visualizes the
Euler-converted data in a 3D environment by using the VPython library. The thick red, green,
and blue vectors are the fixed frame of reference, where red is in the north direction. The thinner
red, orange, and purple vectors are fixed to the capsule orientation. The black vector is point-
ing towards the source of inclination. The capsule orientation is the same in both images, but
the camera viewpoint is rotated to better illustrate that the black vector is the capsule’s vertical
vector horizontal projection. The angle formed between the black vector and the fixed frame
of reference red vector gives the black vector’s compass direction (anti-clockwise direction).
This test script was used to verify the calculations before they were added to the acquisition and
post-processing software.

(a) View 1. (b) View 2.

Figure 3.4: FISC capsule 3D orientation visualization.

3.2.3.2 Acoustic Processing

The acoustic processing in the FISC system includes a discrete replica correlator, as presented
in Section 2.1, and a target detection scheme implemented in Python.

The acoustic TX parameters (pulse length, center frequency, and bandwidth) are user config-
urable during acquisition and written to every generated file for post-processing, as previously
presented. The replica correlator implementation is identical in both the acquisition software
and post-processing software, where a custom Python function uses the TX pulse parame-
ters to create a replica of the pulse. A Hamming window, implemented through Numpy’s
numpy.hamming function, tapers the start and end of the pulse’s amplitude to minimize side-
lobes during transmission and correlation, as presented in Section 2.1.1.

The replica correlation process itself is implemented through the Python library Scipy, which
includes many built-in functions for generic signal processing. The scipy.signal.correlate func-
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tion takes two array inputs (raw acoustic RX data and TX pulse replica in this case) and outputs
the cross-correlation. The correlation is performed with the FFT-method presented in Section
2.1 to maximize computation speed. The envelope of the resulting signal is extracted as the
final step in the correlation procedure.

The envelope signal is then passed through a CA-CFAR detector (presented in Section 2.1.2), to
find possible target echoes. The implemented CA-CFAR Python function is a modified version
of one accessible online6. Initially, the output from the CA-CFAR detector was supposed to be
the last step in the acoustic target detection processing. For reasons which will be elaborated
on later, an additional peak detector was added as a supplementary stage to ease the optical
and acoustic sensor fusion-related calculations. The Scipy library has a dedicated function for
finding peaks in signals (scipy.signal.find peaks), which allows for numerous input param-
eters to tailor the detector to the specific data. It is however important to note that this final
peak detection stage was used as a crude ”max peak” detector on the output of the CA-CFAR
detector.

Figure 3.5 shows a raw acoustic sample as well as the final output after the aforementioned pro-
cessing steps. The peaks from echoes within the acoustic deadzone are ignored in the detector,
and only the largest CA-CFAR detection output is fed through to the fusion processing.

The FISC software visualizes data in two different ways, where a standard plot of the processed
data is mostly used for acoustic analysis (live and in post-processing), while a polar plot is used
to visualize more sensor readings during acquisition or replays of recorded data. The standard
plot is essentially the bottom plot in Figure 3.5. An example of the polar plot is shown in
Figure 3.6. Here, the matched filter output amplitudes for all 8 echosounder sectors are color
mapped to visualize the presence of targets relative to the capsule orientation. The four radial
lines in the outer perimeter of the plot are compass heading indicators, where the red line is the
north direction. In the polar plot example, Sector 3 is pointing north. The orientation sensor
is mounted on the internal custom PCB such that Sector 4 is aligned with the sensor’s native
north direction. Additional sensor information is visualized below the polar plot, where there
are four measurements for orientation readings since the orientation sensor is sampled between
every acoustic ping.

6https://tsaith.github.io/detect-peaks-with-cfar-algorithm.html
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Figure 3.5: FISC acoustic processing pipeline example.

Figure 3.6: FISC polar plot example.
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3.2.4 Aquatic Environment Quality Score

Based on the O2 and water temperature thresholds presented in Section 2.5.2, two mathematical
functions were defined to create a combined water quality score grid. The temperature score
function is a bell curve with a maximum amplitude of one with its peak occurring at 12.5
°C, which according to Table 2.1 is the optimum temperature for maximal growth and food
intake for Atlantic salmon. The O2 saturation score function is a combination of an exponential
function and a fixed value, where the fixed value covers the range above optimum in the cited
work. Figure 3.7 shows the two resulting functions for both aquatic parameters.

Figure 3.7: Custom aquatic environment score functions.

The multiplicative combination of these two score functions can be used to generate a grid that
yields a combined score (2 [0,1]) based on one temperature and O2 sample, as shown in Figure
3.8. This grid was created with the numpy.meshgrid function, where a custom colormap ranging
from red to green was defined. The resulting water quality score is mainly implemented in the
depth profile visualizations in the post-processing, but can also be presented live during acqui-
sition. These two aquatic parameters often vary with depth and over time, and it is generally
desirable to present them as a function of depth for the fish farmers to have more knowledge
about the aquatic environment before/during feeding.
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Figure 3.8: Custom aquatic environment score heat map.

3.2.5 FISC Post-processing Pipeline

This section will stitch together the aforementioned implementations and present the resulting
processing pipeline which is used to both generate and process sensor fusion data acquired with
the FISC prototype. The complete FISC post-processing Python repository with a selection of
usable data can be downloaded (Ericsson, 2022), enabling the readers to run the software them-
selves. A complete installation guide with usage instructions is found in the repository.

There are two main scripts in the post-processing pipeline. One script is for visualizing and
saving plots of data. The other script is dedicated to optical and acoustic sensor fusion. They
both take additional call arguments to specify which data to process, what time window to
extract data from, which field test data to use (detailed below) and how the data should be
visualized. The two scripts and their functionalities are shown in Table 3.2.
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viewSavedData.py fusion.py

- Plot IMU data over time (orientation values
or water current direction estimation).

- Plot O2 and temperature-data (over time or
depth-profile).

- Plot acoustic data (Sector Scan or Sector
Focus) over time to replay acquisition
session.

- Plot optical and acoustic data
synchronized in time to evaluate if some
sequences are viable for sensor fusion.

- Export any of the above plots.

- Run the custom YOLOv4-DeepSORT
model on raw videos to generate and
export CSV-files containing tracker
information. Optically tracked fish
and their respective bounding box
parameters are extracted at all video-
frames coinciding with acoustic pings.

- Process Data

· Use the acquired FISC data and generated
YOLOv4-DeepSORT tracker information
files to perform time-synchronized plotting
(optical and acoustic) with individual
tracking.

· Estimate size and swimming speed of
individuals based on optical and acoustic
sensor fusion (calculations from
Section 2.3), one individual in focus per
sequence. Assumes that the single acoustic
detection output from acoustic processing
pipeline is an echo from the current
DeepSORT ID track in focus.

Table 3.2: FISC post procesing main scripts with details.

The specific Python function calls used to generate all plots shown in Chapter 4 will include a
footnote with their specific arguments.

3.3 Details on the Initial Field Test in Rørvik

Since the fall of 2020, Norbit Subsea AS has been involved in a project called CrowdGuard7,
led by Birger Venås at SINTEF Ocean AS. The CrowdGuard project is a consortium of several
technology-/ and aquaculture-related companies, where the project’s purpose and goal were to
discuss and develop technological solutions to improve the crowding process in salmon aqua-
culture.

7https://www.sintef.no/en/projects/2018/crowdguard/
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The crowding process in itself is not a main focus of the FISC system, but it still received
attention from those involved in the consortium. This attention resulted in the possibility to test
the prototype in its true environment, and Sinkaberg Hansen AS allowed dispensation of their
fish-farming sites.

The initial field test took place on the 16th of February in Marøya, Rørvik, outside Sinkaberg
Hansens headquarters and factory. The factory is located by the water, where they have five
”waiting-pens” which the salmon are in during the very last stage of their life cycle before
slaughter (<6 days (Lovdata, 2008, §54)). Figure 3.9 shows the Sinkaberg Hansen factory,
with a pin on the pen where the FISC prototype was tested.

Figure 3.9: Sinkaberg Hansen AS factory.

The author and three employees from Norbit Subsea AS joined the trip, to assist and perform
tests with other sonar equipment. A total of 4 hours were spent acquiring data with the FISC
system, where different system configurations and capsule locations were tested. This will be
detailed further in Section 4.2.

3.4 Details on the Second Field Test near Frøya

Due to a few challenges with the acquired data from the initial field test (detailed later in Section
4.2), a second field test was also completed. This test took place on March 11, at the Rataren fish
farming site near Frøya. Rataren 8 is a full-scale fish farm that is partially operated by SINTEF
ACE and SalMar ASA. SINTEF ACE has several locations where commercial fish farming
takes place under research concessions and SalMar ASA controls the commercial aspect of

8https://www.sintef.no/alle-laboratorier/ace/
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3.4 Details on the Second Field Test near Frøya

the operations at the Rataren site. These concessions allow SINTEF to facilitate research and
testing of products under development in a full-scale environment, which was made possible in
this project through Birger Venås.

The Rataren site is shown in Figure 3.10, where Rataren II consists of the seven fish pens on
the right side. The specific testing pen is pinned on the image. Birger Venås organized and
joined the trip, where a boat with a skipper (Terje Bremvåg, SINTEF Ocean AS) was acquired
for transportation and assistance. Arild Søraunet (project technical supervisor, Norbit) and
Guttorm Lange (senior aquaculture advisor, Norbit) joined the field trip to assist and assess the
FISC system functionality.

Figure 3.10: Rataren site near Frøya (SINTEF ACE / SalMar ASA).
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Chapter 4
Results

4.1 Acoustic Vertical Beam Pattern Characterization

Ericsson (2021) presented a characterization of the horizontal beam patterns for the FISC proto-
type acoustics. It is equally important to characterize the vertical beam pattern to better under-
stand the acoustic coverage in the vertical domain, especially since the TX and RX are separated
by 0.3 m.

In itself, the TX and RX separation distance poses a possible issue. The further separated they
are, the larger the radial acoustic deadzone between them will become. The acoustic deadzone
consists of the volume of water between the TX and RX that the main lobe acoustics never prop-
agate through, due to the limited beamwidth of both transducers. This is illustrated in Figure
4.1. The following calculations assume the standard method of using the 3 dB beamwidth as
the acoustic coverage descriptor. Hence, the ”outer parts” of the vertical main lobe, as well as
vertical sidelobes of the TX, will to some extent fill this acoustic void. Since only the main lobe
acoustics give ”valuable information” in the implemented acoustic processing, echoes received
within the deadzone range are ignored in the detector.

Ericsson (2021) also detailed the fundamental theory behind piezoelectric ceramics, hydroa-
coustic transducers, and their propagation characteristics. To summarize what is essential and
re-used in the following, it is the geometrical shape and active area of the transducer which
determine its beam pattern. The relationship between beam width and transducer length in the
same axis is inverse. The longer the active area is, the narrower the resulting main lobe becomes.
The specific geometrical characteristic in focus is the height of the receiver elements since this
governs the acoustic deadzone. Covering a portion of the receiver elements with a material
that has a low acoustic impedance, e.g. a layer of cork composite, limits the active area of the
receiver elements. Hence, this will allow for modifications of the beamwidth. Based on expe-
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Figure 4.1: Illustration of acoustic deadzone in the FISC prototype.

rience from engineers at Norbit Subsea AS, this procedure works well for beam characteristic
modifications, called shading.

By using the same beam pattern simulation script applied by Ericsson (2021), the vertical di-
mensions of the ceramics are input to visualize the vertical beams. Figure 4.2 shows the TX
vertical beam pattern with a 3 dB beamwidth of 12.07 °. Figure 4.3 shows the RX vertical beam
patterns for a set of different lengths in the vertical axis. The installed FISC RX Sector ceramics
are composed of two 10 mm elements in series vertically, meaning 20 mm height is the original
configuration. The 3 dB beamwidths for 20 mm, 15 mm and 10 mm element heights are 7.75 °,
10.63 ° and 15.68 °, respectively.

Estimating the radial acoustic deadzone is then done through a trigonometric analysis, where
we want to find x in Figure 4.4.

53



Chapter 4. Results

Figure 4.2: FISC TX vertical beam pattern.

(a) 20 mm (Original). (b) 15 mm (5mm shading). (c) 10 mm (10 mm shading).

Figure 4.3: FISC RX vertical beam patterns for different heights and shadings.
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Figure 4.4: FISC acoustic deadzone geometry breakdown.
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4.1 Acoustic Vertical Beam Pattern Characterization

The distance between the TX and RX center is known (0.3 m). The angles A and B are given
from the respective vertical beamwidths, and the angle C is then easily found, i.e.:

A = 90� � RXbeam width

2

B = 90� � TXbeam width

2

C = 180� � A� B

The law of sines, which apply to any triangle, state that:

a

sin(A)
=

b

sin(B)
=

c

sin(C)

Now, we arbitrarily define b with the law of sines from known angles and sides:

b

sin(B)
=

c

sin(C)

+

b =
c · sin(B)

sin(C)

Lastly, the unknown length x can be defined from simple trigonometry with the side b, i.e.:

x = b · sin(A)

+

x =
c · sin(A) · sin(B)

sin(C)

(4.1)

By using Equation 4.1 and the three different RX beamwidths from Figure 4.3, a set of acoustic
deadzones are calculated:

RX Vertical Height Radial Acoustic Deadzone (x)
20 mm (No shading) 1.73 m
15 mm (5 mm shading) 1.51 m
10 mm (10 mm shading) 1.23 m

Table 4.1: Radial acoustic deadzone with different RX shadings.

From these calculations, a cork layer was wrapped around the FISC capsule, where a shading
of 10 mm was chosen. It is important to note that this alteration was performed in preparation
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Chapter 4. Results

for the second field test, so the initial field test had the original 1.73 m deadzone.

The vertical acoustic coverage with this modification was then characterized to determine the
total resulting acoustic beam shape in the vertical domain. A test tank facility operated by Norbit
Subsea AS was used for this characterization, where Figure 4.5 illustrates the setup.
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Figure 4.5: Vertical acoustic beam characterization setup.

The FISC system was placed in the middle of the water column in the tank and set to continu-
ously operate in the Sector Focus mode, where Sector 4 is directed towards the steel balls path.
The echoes received from the steel ball are used to measure the received acoustic strengths. The
ball is lowered slowly with a constant velocity by using a drill. The timestamps of when the ball
is at 0 m and 2.3 m depth are noted. This enables the determination of the angle between the
acoustic center and the current depth of the ball at every ping, and the received echo strengths
are used to visualize the relative beam at every angle. The python script verticalAperture.py,
found in the thesis repository, was used for these calculations. Figure 4.6 shows the processed
data from this test, where it is observed that the estimated total beam width is approximately
22.5 °. This will be discussed further in Chapter 5 due to a few peculiarities with the obtained
result. Nevertheless, this estimated beam width was used to compare the vertical coverage of
the acoustics and the camera, seen below in Section 4.5.
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Figure 4.6: Characterization result of FISC vertical beam pattern.

4.2 Initial Field Test Data Acquisition

The initial field test at Sinkaberg Hansen AS in Rørvik was mainly a verification of system func-
tionality in an uncontrolled environment, but also the initial data acquisition for post-processing
development. Since the system had not been tested outside of office testing facilities before this,
a detailed list of specific tests and checks to perform was created prior to the trip.

A sound velocity profiler from Norbit Subsea was brought along to Rørvik to acquire sound
velocity data at every depth in the water column. This data is used in the post-processing of the
acoustics to get precise distance measurements to objects. The following list summarizes the
most important parts of the initial field test acquisition plan:

1. Sanity check:

• Verify correct timing and compass heading.

• Acquire data in air and verify video quality.

2. Acquire data under water and verify that the acoustics function and camera lighting con-
ditions are adequate.
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3. If no issues have occurred, acquire data at ⇡2 m depth for 10-15 minutes with the follow-
ing parameters:

• TX Pulselength: 450 µs

• TX Center Frequency: 470 kHz

• TX BW: 80 kHz

• Max range: 15 m

Plot some of this data to assess quality. Final verification step before acquisition.

4. Profile Acquisition

• Use external sound velocity profiler to fetch sound speed as a function of depth (not
within pen).

• Mount FISC capsule in a way that allows for lowering in depth freely.

• Acquire data with previous parameters for 1 minute at every meter mark on cable to
generate a depth profile.

5. Repeat step 3 with various parameters (max range and TX BW) at different depths.

After verification of system functionality in air, the FISC capsule was lowered into the water
column manually to verify the acoustics and video image quality. Figure 4.7 shows two images
taken during system verification in air and water.

(a) Verification in air. (b) Verification in water.

Figure 4.7: Images from initial field test system verification process.

58



4.2 Initial Field Test Data Acquisition

Figure 4.8 shows a Sector Scan plot and a video frame from the FISC capsule camera which
verified system functionality in water before the main data acquisition was initiated.

(a) FISC Sector Scan validation plot. (b) FISC camera validation frame.

Figure 4.8: Validation data before initial field test acquisition started.

A rope was then tied in a large loop on two sides of one corner in the waiting pen to function
as a pulley, enabling the capsule to be pulled further towards the radial center of the pen. The
interface cable was fed through a small loop in the rope to easily allow for changes in depth
by lowering or pulling the cable. An illustration of the installation can be seen in Appendix H,
Figure H.1a.

The FISC data acquisition software was then set to continuously gather data from all sensors
(acoustic, optical, orientation, and aquatic environment). The system swapped between Sector
Scan and Sector Focus mode every 15 seconds.

Lowering the capsule and noting the time at every depth enabled a depth profile plot to be
generated after acquisition. The depth profile measurements were taken between 09:48 and
09:52, and the resulting O2 and temperature profile with their individual color-graded quality
score is depicted in Figure 4.91. The combined water quality score is based on extracting the
heat map coordinate value from the two separate measurements, as presented in Figure 3.8,
Section 3.2.4. The sound velocity profile from the initial field test can be seen in Figure J.1a,
Appendix J.

1Exact function call: python3 viewSavedData.py --o2temp --profile
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Figure 4.9: Water quality depth profile at Rørvik.

After the profile acquisition was completed, the system was set to gather data in the same
installation from 10:00 until 11:36, as the capsule depth was altered in 15-20 minute intervals.
Figure 4.10 shows an acoustic ping in the Sector Focus mode with the CA-CFAR peak detector
output enabled, which shows the presence of many targets (peaks in signal).

(a) Sector Focus polar plot. (b) Matched filter output plot.

Figure 4.10: Acoustic ping with CA-CFAR detector output enabled.

Since the fish only spend a maximum of 6 days in the waiting pen before slaughter, the le-
gal stocking density requirements are less strict in this production phase (Lovdata, 2008, §25).
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4.2 Initial Field Test Data Acquisition

Therefore, most of the acoustic data from the initial field test was saturated beyond separa-
bility due to the large number of individuals per volume of water. Furthermore, both the
O2/Temperature sensor and orientation sensor were sampled between every acoustic ping in
the Sector Focus mode at this time. It wasn’t until after the post-processing development began
that it became apparent that the acoustic ping rate is heavily limited by these sensors.

It takes a maximum of 0.4 s to sample the orientation sensor and anywhere from 0.5 s to 1.5 s
to sample the O2/Temperature sensor based on tests performed in the lab after the initial field
test. This delay can decrease the maximum acoustic ping rate by nearly 2 Hz, which reduces
the possibility of acoustically tracking targets. This issue was addressed in the second field
test.

Figure 4.11 shows a water current direction estimate over time2, based on the directional ver-
tical inclination calculation presented in Section 3.2.3.1. The time duration covers the entirety
of the field test when the system was mounted in the aforementioned rope installation, with
approximately 20 orientation samples per minute (0.33 Hz).

Figure 4.11: Water current source direction during initial field test.

2Exact function call: python3 viewSavedData.py --imu
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4.3 Second Field Test Data Acquisition

Due to both high fish density and limited acoustic ping rate during the initial field test, a second
field trip was completed to acquire data that would be more feasible for optical and acoustic
sensor fusion development.

The Sector Focus routine was updated to sample only acoustic and visual data, which resulted
in a maximum attainable acoustic ping rate of approximately 6 Hz (limited by the processing
time of data). To minimize synchronization errors in post-processing, the generated timestamps
on the saved videos were given decimal point precision. Lastly, the RX vertical aperture was
halved to decrease the acoustic deadzone to 1.23 m, as mentioned in Section 4.1, Table 4.1.
This modification is observed previously, in Figure 3.3, where cable ties were used to fasten a
2 mm layer of cork composite around the receivers. Gaffer tape was wrapped around to avoid
any sharp edges to avoid possible injuries to colliding fish.

The main focus of this field trip was to gather as much data as possible in the Sector Focus
mode, to obtain a lot of data for sensor fusion development. An installation similar to the one
in the initial field test was made possible through assistance from Terje (the boat skipper). A
buoy tied between two ropes served as a floater which the interface cable was fed through. The
other ends of the ropes were fastened at different pen perimeter locations to move the FISC
capsule towards the center of the circular pen. An installation illustration can be seen in Figure
H.1b, Appendix H. An underwater image of the FISC capsule in the pen water column captured
during the second field test can be seen in Appendix I.

Figure 4.12 shows two subsequent time-synchronized optical and acoustic samples from the
Sector Focus mode during the second field test, generated with the viewSavedData.py3 FISC
post-processing script. The time delta between the two samples is ⇡0.173 s, which equates to
a ping rate of nearly 6 Hz. The most important observation to draw from this example is the
dynamic consistency in the two plots, where several of the echoes (peaks) are present in both
acoustic pings. This is an essential requirement for tracking individuals acoustically which was
not distinguishable at all in the acoustic data from the initial field test.

Identical to the procedure in the initial field test, an O2/Temperature depth profile was performed
at the Rataren II site, from 12:50 to 13:00. This is shown in Figure 4.13, with the same water
quality score determination procedure4. The sound velocity profile for this field test can be seen
in Figure J.1b, Appendix J.

3Exact function call: python3 viewSavedData.py --syncPlot --sf --show --ace --savePlots --start 13:03
4Exact function call: python3 viewSavedData.py --o2temp --profile --ace
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(a) Time-synchronized plot #1.

(b) Time-synchronized plot #2.

Figure 4.12: Subsequent time-synchronized optical and acoustic samples.

Figure 4.13: Water quality depth profile at Rataren II.

Figure 4.14 shows the water current direction estimates for the second field test5. Since the
orientation sensor wasn’t sampled during the Sector Focus mode during this test, and the system
ran in this mode exclusively between 11:04 and 12:31 (and after 13:00), no orientation data is

5Exact function call: python3 viewSavedData.py --imu --ace
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available at these times. The window without orientation data is labeled with the red vertical
line.

Figure 4.14: Water current source direction during second field test.

4.4 Training of Custom YOLOv4 Salmon Detector

As detailed in Section 3.2.1, a YOLOv4 detector with manually labeled data was used in the
Deep learning pipeline in the FISC post-processing software. The tool LabelImg6 was used to
manually label images of Atlantic salmon in a variety of lighting conditions and orientations.
Figure 4.15 shows a screenshot during custom labeling, where an image from Google and the
initial field test are being labeled.

(a) Custom labelling of Google image. (b) Custom labelling of FISC video frame.

Figure 4.15: LabelImg screenshots during custom labeling of YOLOv4 training data.

The custom YOLO detector was trained three separate times, where only the last trained model
was used in the post-processing pipeline. The first completed training gave unsatisfactory re-

6https://github.com/tzutalin/labelImg
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4.4 Training of Custom YOLOv4 Salmon Detector

sults and was discarded. The first training was performed early in the development to mainly
gain more understanding of the Darknet API and YOLO detector framework in general. After
more images of Atlantic salmon were harvested from GoPro footage supplied by a colleague,
as well as video frames from the initial field test, a total of 184 manually labeled images were
used for training the detector. A third training was performed based on the following statement
in the official YOLOv4 repository7: (it is) ”desirable that your training dataset include images
with non-labeled objects that you do not want to detect - negative samples without bounded box
(empty .txt files) - use as many images of negative samples as there are images with objects”.
Therefore, 184 images without Atlantic salmon were supplemented to the dataset, resulting in
a total of 368 images. The results from the first and last model training are depicted in Figure
4.16.

(a) First YOLOv4 model training result. (b) Third (final) YOLOv4 model training result.

Figure 4.16: YOLOv4 custom model training results.

It is important to identify that the mAP parameter was not enabled in the first training routine.
This extra parameter during training simply computes the mAP, as detailed in Section 2.6.3, at
every 100 iterations from the halfway point to show the model’s accuracy. The resulting weight
files are not different in that sense. The loss curves are very different in the two training routines,
where both the resulting loss value and convergence curve are far better in the last model. The
mAP during the final training is seen to achieve 99.5 % towards the end of the training routine.
All three training results can be seen in Appendix G.

A video frame export generated with the final YOLOv4 model and Darknet API is shown in
Figure 4.17. This verified that the model indeed detects Atlantic salmon with reasonable confi-
dence scores, shown on the bounding box labels (⇡98 %).

7https://github.com/AlexeyAB/darknet
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Figure 4.17: Verification of custom YOLOv4 detector functionality.

4.5 FISC Camera Characterization

To enable fish size estimations from underwater images in the post-processing, the horizon-
tal and vertical FOV in the integrated FISC camera was characterized. The FISC capsule was
placed in a testing aquarium facing the wall, where aluminum struts were mounted on the op-
posite side. This setup is shown in Figure 4.18.
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(b) Side view.

Figure 4.18: FISC camera FOV characterization setup illustration.

Then, following the characterization procedure presented in Section 2.3.1, the points on the
aluminum struts that were on the outer edge of the horizontal and vertical video frame were
marked with tape and the distances between them were manually measured. The results are
presented in Table 4.2.
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Axis d [m] b [m] FOV (Equation 2.7)
Horizontal 0.51 0.454 ⇡ 48 °
Vertical 0.51 0.26 ⇡ 28.6 °

Table 4.2: FISC camera characterization results.

Note that the vertical FOV of 28.6 ° is relatively close to the estimated combined vertical acous-
tic beam width of 22.5 °(from Figure 4.6). To optimize the matching of optical and acoustic
coverage, the optical post-processing pipeline excludes YOLOv4 detections of Atlantic salmon
which have their bounding box center vertical coordinate above or below a vertical threshold.
This threshold is depicted as a black line which is visible in all video frames shown in the next
section.

4.6 Optical and Acoustic Sensor Fusion Results

One of the main focuses of the FISC post-processing pipeline has been directed toward utilizing
the developed hardware to perform optical and acoustic sensor fusion. The theoretical aspects
and implementation procedure have been presented in a step-by-step manner in Chapters 2
and 3 to ensure that the reader can interpret the following presented results. The prerequisite
system attributes, i.e. characteristics of the optical and acoustic sensor, have been detailed in
the preceding sections, enabling the following sensor fusion.

Only data acquired during the second field test was used for the optical and acoustic sensor
fusion post-processing. Most of the presented results below have been hand-picked to illustrate
the best-case scenario outputs for the current post-processing implementation.

The viewSavedData.py script was used to manually find a selection of videos that seemed to in-
clude acoustically trackable salmon by plotting them synchronized in time, as shown previously
in Figure 4.12. These selected videos (N=20) were copied to the DeepSORT video directory
and passed through the custom fusion.py8 script to generate the tracker data. As detailed in
Section 3.2.5, this initiates the modified YOLOv4-DeepSORT software and passes the video
and all timestamps of acoustic pings occurring during the video as input. For every video-frame
timestamp which coincides with an acoustic ping, all optically tracked Atlantic salmon IDs and
their bounding box parameters are added to a temporary array. When the video has ended, the
array is exported to a CSV file. A snippet from one of these CSV files is shown in Figure 4.19.
Observe that ID # 4 is optically tracked over two subsequent acoustic ping timestamps, which
lays the basis for fusion matching between the two detection spaces.

8Exact function call: python3 fusion.py --generate
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Figure 4.19: Snippet from generated YOLOv4-DeepSORT CSV tracker-file.

The next step of the post-processing is to utilize these generated CSV files to perform the sensor
fusion calculations and time-synchronized plots on tracked individuals (optically) and acoustic
pings, one ID at a time. The software reads the CSV file and iterates through it from lowest
to highest ID, sorted by their timestamps. Then, the acoustic data for the current timestamp
is passed through the CA-CFAR and max peak detection scheme to fetch the range to the (as-
sumed) target in the frame. The echosounder range and ID bounding box center coordinates for
the current frame are then passed into a function to calculate the Cartesian coordinates for the
object by using Equations 2.9, 2.10 and 2.11 with the characterized camera FOV. The size of
the salmon is then estimated by using the bounding box corner coordinates, the estimated true
distance to the object (zcoord), and the camera FOV.

The aforementioned values are computed for every acoustic ping and added to a data array. It is
therefore possible to estimate the speed of successfully fusion-tracked objects by simply using
the Cartesian coordinates in the previous and current time step by using the constant acceleration
motion equation (v = �d

�t ), since the time delta between acoustic pings is known.

Figure 4.20 shows an exported sequence of the aforementioned processing steps over 3 time
steps for one selected individual9. The yellow and green dots connected with a line added to
the visual output illustrates the bounding box center position change between the previous and
current moment in time. The calculated size and velocity of the tracked object is shown on the
visual plot, where the velocity is given as an absolute value and BLs�1 estimate. This individual
was estimated to be ⇡0.53 m long and swimming at a velocity of ⇡0.45 m/s if the mean values
across detections are used.

It is observed in the acoustic plots on the right that the maximum peak at ⇡1.45 m is used as
the assumed radial distance to the object, where the largest peak dynamics between pings are
preserved.

The consecutive size and speed estimates in the three samples are both realistic concerning their

9Exact function call: python3 fusion.py --p --ID 145 --start 13:07 --stop 13:08 --savePlots
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respective values and very similar to each other, indicating that the chosen peak echo is from
this individual.

(a) Timestamp 13:07:44.43

(b) Timestamp 13:07:44.605

(c) Timestamp 13:07:44.77

Figure 4.20: Fusion output for Salmon #145.

Figure 4.21 shows a similar sequence export of another individual10, but with a larger variation
in estimates of size (�length=0.074 m) and swimming speed (�speed=0.23 m/s). This individual
is estimated to be larger than the previous one, where its mean length is ⇡0.59 m and has a
mean swimming velocity of ⇡0.54 m/s.

The two multi-sequences generated for Salmon #145 and #115 are among some of the few gen-
erated outputs where a sequence with a total of four consecutive acoustic pings is successfully
matched to the same and presumably correct individual in the sensor fusion software. The soft-
ware was not able to successfully generate sequences with more than four consecutive optically

10Exact function call: python3 fusion.py --p --ID 115 --start 13:06 --stop 13:08 --savePlots

69



Chapter 4. Results

(a) Timestamp 13:06:39.67

(b) Timestamp 13:06:39.88

(c) Timestamp 13:06:40.08

Figure 4.21: Fusion output for Salmon # 115.

and acoustically matched outputs on the available data. Either the YOLOv4-DeepSORT tracker
permanently or temporarily lost track of the ID in focus, or the acoustic detection scheme chose
an echo that didn’t coincide with the correct individual in the video frame as the distance to the
target.

An occurrence of the latter case is shown in Figure 4.2211. A successful match is shown in Fig-
ure 4.22a, but in the next time-step (Figure 4.22b), an acoustic detection 1.16 m further away
from the previous target is chosen by the detector. In the first plot, the length (0.6 m) and swim-
ming speed (0.55 m/s) for the individual is realistic in magnitude, and hence likely a correct
match. When fusion mismatch occurs in the next acoustic ping, the length and swimming speed
are estimated to be 0.9 m and 5.58 m/s, respectively. Fusion mismatch caused by incorrect

11Exact function call: python3 fusion.py --p --ID 51 --start 13:22 --stop 13:23 --savePlots
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acoustic detection corrupts the size estimates since the assumed distance to the object is wrong.
The swimming speed estimates are consequently severely overestimated since the calculated
3D Cartesian coordinates for the object have changed excessively in the depth axis (z).

(a) Timestamp 13:22:45.14

(b) Timestamp 13:22:45.34

Figure 4.22: Fusion output for Salmon # 51.

Additional sequences with two or three successful tracks and realistic estimations were gener-
ated from the second field test data, but are not presented since the sensor fusion functionality
is demonstrated well enough with the results shown.
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5.1 Vertical Acoustic Coverage

In Figure 4.6, the combined vertical beam pattern for the FISC hydroacoustics was presented.
This test was performed with a procedure that, theoretically, should produce correct results.
However, the resulting beam pattern raises concerns regarding the validity of the characteriza-
tion. The first sidelobes appeared at approximately 4-5 dB below the peak of the main lobe. This
contradicts the principles presented in Section 2.1.1, regarding windowing. Since the rectangu-
lar window has the first sidelobe levels at 13 dB below the main lobe peak, this is an expected
minimum for this characterization. The raw data from the test looks quite different from the
presented result and was filtered to produce the plot shown in Section 4.1. Figure 5.1 below
shows the raw data plotted by angle with dB in the Y-axis, before any processing.

Figure 5.1: Unprocessed FISC vertical beam pattern.
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Hence, the raw data indicates that the measurements themselves are suspicious and some addi-
tional analysis must be done. A customization to the beam pattern simulation script was used
to visualize the theoretical combined beam pattern. Figure 5.2 shows the resulting simulation,
where the RX and TX beams are separated by their true Cartesian distance (0.3 m) before sum-
mation to yield the combined beam. Figure 5.3 shows the theoretical combined beam in its own
plot.

Figure 5.2: Acoustic beam summation simulation.

Figure 5.3: Simulated FISC combined acoustic beam.
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As observed, the simulated combined beam has an approximated beamwidth of 8.11 °, which is
much narrower than the characterization result. Due to time limitations, a new characterization
test with the system could not be performed. The noisy unfiltered data is likely caused by
poor acoustic detections of the steel ball and, therefore, varying magnitude in the matched filter
output in subsequent pings. Moreover, the steel ball was too small to be detected without the
matched filter and a larger target was not available at the time.

Although these specific results do not affect the ultimate goals of the thesis, it is important to
note that a more precise determination of the vertical acoustic characteristics of the system is
desirable in future work. A proposed simple procedure is to use the same installation, but with
two modifications that should improve the characterization:

• Use a larger target for improved detections (without matched filter).

• Use a stepper motor to lower the target at a slower, more controlled, and constant speed.

5.2 Combined Water Quality Score

In Sections 4.2 and 4.3, depth profiles of the O2 and water temperature within the fish-pens
during the field tests were presented. In both field tests, the O2 saturation was within the optimal
thresholds for Atlantic salmon (>75 %), as detailed in Section 2.5.2. This is also indicated from
the green dots in their respective plots (Figure 4.9 and 4.13) generated by the defined quality
score functions for these two parameters (Section 3.2.4). The water temperature was however
far below the optimum at all depths during both field tests (⇡4.28 °C in Rørvik and ⇡5.9 °C at
Rataren II). According to Falconer et al. (2020), temperatures this low result in reduced welfare
and food intake, slow growth, increased stress and mortality for Atlantic salmon. Based on
the successfully fused optical and acoustic data, the fish exhibited normal behavior (swimming
speeds). An apparent fact is that the ocean temperatures vary seasonally, and it is generally
expected that the temperatures along the Norwegian coastline are 4-8 °C during the winter
season. Nevertheless, these temperatures are not ideal for Atlantic salmon.

Since the water temperature quality score function was defined as a bell curve, which gives a
very low score when far from the optimum, the resulting combined water quality score is also
very low since the total is a multiplication between the two separate scores.

In the initial field test, the mean combined water quality score over all depth increments was
close to zero (⇡0.04) due to the low temperatures. At Rataren II, the mean combined score
was a bit higher (⇡0.12), but still far from the adequate threshold range given by the aquatic
environment score heat map (Figure 3.8). One could argue that the multiplication of the two
environmental factors is an excessively strict requirement since even if one parameter is well
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beyond the optimal thresholds, the other parameter will heavily reduce the total quality score if
its individual score is low. Changing this requirement from multiplication to e.g. a mean value
of the two individual quality score functions, yields the combined water quality scores shown
in Figure 5.4.

(a) Alternative water quality result from Sinkaberg Hansen AS.

(b) Alternative water quality result from SINTEF ACE.

Figure 5.4: Water quality depth profiles with alternative combined score requirement.
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However, the heat map with this alternative requirement becomes very tolerant to accepting both
low water temperatures and low O2 saturations as adequate values, shown in Figure 5.5. It is
still very important to accentuate the fact that the connection between these two environmental
parameters and the intricate biological factors resulting in good health and welfare are far more
complex than what is assumed in the thesis’ implementation. Additionally, an experienced
fish health biologist should be included in defining how these separate parameters should be
combined and weighted. The approach applied in this work is based on optimal threshold
values from cited work and the author’s limited knowledge within biology.

Figure 5.5: Alternative aquatic environment score heat map.

5.3 Water Current Source Direction Estimations

The orientation sensor data from both field tests were used in the post-processing software to
estimate from which compass direction water currents were coming from, by using the calcula-
tions presented in Section 3.2.3.1.

Figure 4.11, showing the water current direction estimates for the initial field test showed a
repeating cycle of decreasing compass heading water current direction. Sadly, no ground truth
data on the actual water current directions during this test could be acquired, but both the author
and the other participants remember noticing that currents were coming from north-east (45 °)
or west (270 °) the two days we were on site. These currents were strong enough to visibly alter
the waiting-pen net near the water surface. Unfortunately, extensive analysis of the orientation
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sensor data from this test gave no results indicating what we observed visually. These results
are therefore deemed inconclusive in regard to water current direction estimation.

Figure 4.14 showing the same calculations from the second field test data were comparatively
less erratic but still showed some strange alternations in the estimated current source direc-
tion. These alternating water current source directions were (approximately) east and south-
southwest. From 10:58 until 12:38, excluding the ⇡90 minutes between 11:03 and 12:31 when
the sensor wasn’t sampled at all, the mean estimate indicated that the water currents were com-
ing from the east (⇡100 °). Following this, the direction estimate alternated between east and
south-southwest throughout the test duration.

Christer Johansen, an operations manager at SalMar ASA, was contacted after the second field
test to get information about the true water currents during the data acquisition. He informed
that the day we were there, March 11, was the day with the lowest water current strengths
that entire month. There was a flood tide during the acquisition period that day (11:00-13:00),
meaning that these low currents were coming from the southwest. The presented estimates show
alternations where the south-southwest direction could have indicated correct functionality dur-
ing these periods, but checking the saved videos from these periods revealed that it is more
likely that these estimates were caused by influence from the swimming Atlantic salmon. The
capsule was located on the east-southeast side of the pen, and the Atlantic salmon were mostly
swimming in an anti-clockwise direction during the test. This means that fish colliding with
the capsule, or changes in local water currents caused by the fish swimming in large clusters,
would generally bump the capsule into orientations indicating a south-southwest water current
direction. Figure 5.6 shows a video frame from a situation where this is a likely cause. The
fish pen edge is on the right side of the image, meaning that the fish in the frame are swimming
north-northeast.

Figure 5.6: Video frame of fish cluster from second field test.
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The FISC system is originally intended to be placed in the radial center of fish pens, but such
an installation was not possible in either performed field tests. How a center placement would
affect the directional vertical inclination estimates is therefore unknown, but there are generally
far fewer fish in the center when compared to outer radial locations within the pen. If this
decrease in direct physical disturbances would yield correct estimates with the FISC prototype
is uncertain. Furthermore, the weight of the FISC capsule is 3.1 kg underwater (4.7 kg in air).
Hence, the angle of inclination magnitudes caused by water currents will be small. In possible
future versions of the system, the capsule itself would weigh less and several capsules would
be integrated on the same cable. This should generally improve the water current estimates
since data from orientation sensors at different depths can be combined. Additionally, with a
lower weight, the angle of inclination magnitude will increase which ultimately results in more
certainty in the estimation.

The only definite fact regarding the implemented directional vertical inclination estimates is
that they have been tested and confirmed to be correct in a test tank facility without external
influences from e.g. swimming fish. This method of estimating water current direction is hence
assumed to be valid and achievable. The physical placement of the FISC capsule during both
field tests is concluded to corrupt the presented directional water current estimates, and more
tests must be performed to assess the functionality in a full-scale environment.

5.4 Camera Lens Pincushion Distortion

The horizontal and vertical FOV for the integrated FISC camera was detailed in Section 4.5.
In the presentation of the theoretical aspects regarding monocular camera geometry (Section
2.3.1), a short remark was made on neglecting the distortions caused by the flat water-tightening
lens. These distortions were very apparent during the camera characterization. A recreation of
the calibration setup frame is shown in Figure 5.7, where it is easy to observe that the straight
aluminum struts on the frame perimeter seem to bend towards the center.

Although the distortions are visibly large towards the frame corners, it is unknown how much
the pincushion distortion, in general, affects objects which are closer to the frame center. In the
acoustic and visual sensor fusion results, the objects were however not in the outer edges of the
frame, and consequences from optical distortions are assumed to be negligible.

Shortis (2015) reviews several advanced underwater camera calibration techniques and empha-
sizes the importance of proper camera calibration to ensure precise and reliable size measure-
ments, especially in the case of fish biomass estimation. The importance of lens shape (flat or
domed) is also addressed, where domed lenses can counteract the pincushion distortion caused
by submerging optical sensors.
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Figure 5.7: Example of pincushion distortion from FISC camera frame.

Other intrinsic calibration procedures than the applied approach were not considered due to a
lack of time and limited knowledge within the field of optics. The most important point to be
made is that optical systems designated for underwater use require proper design and calibration
routines to ensure high accuracy. In this project, however, a low-cost camera with a flat plastic
lens and rudimentary FOV characterization underwater was used. The magnitude of how this
simplified approach affects size estimate errors is unknown but should be addressed if further
development will take place.

5.5 Feasibility of Optical and Acoustic Sensor Fusion

The desired goal for the optical and acoustic sensor fusion in the thesis was to successfully fuse
these data to yield individual size and swimming speed estimates of Atlantic salmon. In Section
4.6, a selection of presented results showed that this goal was indeed achieved, with realistic
estimates.

An optical and acoustic sensor fusion approach similar to the one investigated in this thesis
was implemented by Roznere et al. (2020). They used a monocular camera and a single-beam
echosounder, both mounted on an underwater Remotely Operated Vehicle (ROV), to improve
depth ambiguity in their Simultaneous Localization and Mapping (SLAM) operations. Specif-
ically, they used ORB-SLAM2, which is commonly applied in monocular SLAM operations
to yield sparse 3D reconstruction and estimate real-time camera trajectory1. Although their fu-
sion procedure is directed toward correcting depth ambiguity, the fusion ideology and physical
installation are quite similar to the one applied in this thesis. They performed a calibration

1https://github.com/raulmur/ORB_SLAM2
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to minimize the localization errors caused by the installation distance between the two sen-
sors, i.e. extrinsic calibration. Their results show solid depth ambiguity improvements during
their SLAM operations, indicating that echosounder and camera sensor fusion has much poten-
tial.

In this thesis, no optical-acoustic extrinsic calibration was performed. Hence, the possible im-
provements this calibration would have on the presented results are unknown. Ferreira et al.
(2016) emphasizes that extrinsic calibration is important to improve the performance of this
type of sensor fusion, but is not trivial to carry out. Time limitations restricted the possibil-
ities of attempting extrinsic calibration during this project. Either way, there are additional
aspects surrounding the implemented optical and acoustic fusion processing that must be dis-
cussed to better determine the feasibility of a system utilizing these sensors for the applied
purposes.

5.5.1 Bounding Box Accuracy

In all presented results of the optical and acoustic sensor fusion, it is easy to observe that the
bounding boxes around the Atlantic salmon do not encapsulate the individuals perfectly. This
obviously affects the individual size estimates if the bounding box size is wrong. In some of the
presented results, the bounding box size and center accuracy also vary for the same individual
during the sequence.

The main reason behind the bounding box inaccuracies is, with a high level of certainty, caused
by the low amount and low variety of data used for training the implemented YOLOv4 model.
The custom YOLOv4 detector training was detailed in Section 4.4. As was mentioned here,
184 labeled images of Atlantic salmon and 184 unlabeled underwater images with other objects
were used in the implemented model. A general rule of thumb for training deep neural networks
is to include a minimum of 500 training samples per class. The two last YOLO model training
routines (see Appendix G) used the mAP parameter during training. It is observed that the mAP
in both these runs is 99.5 % towards the end of training. This can be an indicator of overfitting
to the low amount of training data, but this is ultimately an analysis that is out of the scope of
this thesis.

Zhu et al. (2015) details various aspects when it comes to the quality and amount of training
data for Deep learning. This paper mainly focuses on Deep learning theory which is somewhat
unrelated to this case and is beyond the scope of this thesis. Nevertheless, it is presented that
the average number of training images per class correlates with the trained model’s average
precision when looking at the top performers in the PASCAL VOC dataset between 2006 and
2011. They detail that both the amount and quality of training data are important to achieve
optimal performance in visual object detection.
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Similar remarks are made by Lei et al. (2019), where how the accuracy of object detectors
using Deep learning is affected by the number of training images (N). Their results indicate that
increasing the amount of training data results in a more accurate model but only to a certain
point. This point (N>5000) is however far beyond the number of training images used in the
implemented model (N=368), illustrating the deficiency of training data in this project.

Lastly, the following remark is made in the official YOLOv4 release repository2: ”you should
preferably have 2000 different images for each class or more, and you should train 2000*classes
iterations or more”.

The implemented YOLOv4 model accuracy can therefore be assumed to have a large room for
accuracy improvement if much more training data is acquired. Nevertheless, the implemented
model shows an accuracy that arguably performs decently given the low-cost camera and very
small amount of training data.

It is also important to mention that the side-view length of fish varies as they swim due to how
they curve their bodies to induce forward motion. This is a fact that is neglected throughout the
thesis but should be mentioned as a side-note to the above size-estimation discussion.

5.5.2 Automatic Target Matching

As mentioned throughout the post-processing design and presentation of the results, the acoustic
detection scheme simply uses the largest CA-CFAR detector output as the assumed acoustic
target in focus during the fusion routine. This in itself heavily restricts the amount of possible
successful fusion matches to those sequences where one individual is a certain distance from
others and in relatively close proximity to the FISC capsule. If several targets are within the
acoustic beam and they return echoes that alternate in strength over a few pings, the acoustic
detection scheme will likely fail to detect the same and/or correct individual. This situation was
presented in Figure 4.22b.

In essence, an acoustic peak tracking algorithm should be implemented to avoid these occur-
rences. Due to a lack of time, the relatively simple approach with max peak detection and no
tracking in the acoustic data was used since a selection of desirable results were achieved re-
gardless. A very quick fix to this specific issue would be simply to accept detections that are
maximum N range cells away from the previously selected detection. This would however only
solve half of the root problem since it is not certain that the initially chosen acoustic detection
is the one matching the optically tracked target in focus.

Increasing the acoustic ping rate is also a simple approach to decrease the amount of lost acous-
tic tracks since this would decrease the changes in dynamics between every ping. The system

2https://github.com/AlexeyAB/darknet
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in its current state was not capable of going higher than 6 Hz, mostly due to inefficiency in the
Python acquisition software.

Ultimately, the author believes the best approach would be to develop an algorithm that assigns
an acoustic detection to its matched bounding box detection based on applying a priori informa-
tion. A proposal here would be to generate probability statistics based on the current bounding
box scale in pixels and all CA-CFAR acoustic detections to determine which detection is most
likely to match the current bounding box. This should be possible since prior information on
the approximate expected size of the Atlantic salmon is available based on age and manual size
measurements which are performed regularly in aquaculture. With this information, the ob-
ject size can be estimated with all CA-CFAR acoustic detections to choose the detection range
which gives the most likely true target scale. Although this approach could fix cases where
the current FISC post-processing chooses a detection that is obviously at the wrong range, it is
difficult to foresee how it would perform when several acoustic detections are separated by only
a few range cells and the estimated sizes are very similar.

The aforementioned approach would also enable more efficient parallel processing of the data.
In its current state, the post-processing software analyzes one video at a time and iterates
over each ID tracked in the video. If a total of 100 individuals are tracked by the YOLOv4-
DeepSORT implementation during one video, and N is the number of acoustic pings during
the video, the post-processing software will analyze the same generated CSV file 100*N times
and extract video frames coinciding with every ping. With a ping rate of 6 Hz and 15 s videos,
N equals 90, and the CSV file is hence analyzed 9000 times in the worst-case scenario. This
assumes that the same individuals are tracked during the entirety of the video, which never oc-
curred in the field tests, but still illustrates the inefficient structure of the software in its current
state. If the aforementioned automatic target matching approach is introduced, it would be pos-
sible to pass all YOLOv4-DeepSORT detections in the current timestamp through an algorithm
to match all current CA-CFAR peak detections to their respective bounding boxes. Intuitively,
this approach seems feasible and effective, but essentially requires an extensive reconstruction
of the post-processing software.

5.5.3 Importance of Camera Pose

To maximize the acoustic ping rate, the orientation sensor was not sampled between pings dur-
ing the second field test, as mentioned in Section 4.3. At that time, this choice was assumed to
have minimal consequences for the post-processing. However, due to the FISC capsule hanging
freely from the interface cable with many Atlantic salmon swimming near the cable/capsule in
the water column, capsule motion and rotation were observed in many of the recorded videos.
This motion gives an error in the change of 3D Cartesian coordinate estimates for fused detec-
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tion matches since the current processing software assumes that the FISC capsule has a static
pose during the fusion processing sequence.

Figure 5.8 shows an example case of pose-change during ⇡1 s in a randomly selected video
from the second field test. Figure 5.8c shows a merged image where the red cutout shows how
far the stationary pen perimeter tube moves in the frame during 1 s.

(a) Pose 1, timestamp: 13:03:17.07. (b) Pose 2, timestamp: 13:03:17.99.

(c) Merged visualization of pose change, illustrated with red bar.

Figure 5.8: FISC camera pose change over 1 s.

Since the orientation sensor is not sampled in these sequences, compensation for the change in
pose was not possible to implement. How much this affects estimates of swimming speed is di-
rectly dependent on how much the camera pose changes between pings in these sequences. The
results presented in Section 4.6 were however from optical sequences with minuscule changes
in camera pose.

The induced motion and rotation are in itself not a major issue and is to be expected in this type
of system deployment scheme. However, it is important to know the change in pose for the
sensor fusion estimates to become more accurate. This could have been solved in the current
system prototype by modifying the FISC capsule Raspberry Pi to directly sample the orientation
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sensor and store this data locally instead of immediately relaying it to the topside PC, which
would not affect the acoustic ping rate.

5.5.4 Real-time Processing

The integrated FISC topside PC has not generated any of the post-processing-related results
in the thesis. However, it is fully capable of running all post-processing software, but not as
quickly when compared to computers with more processing power. Since the development of
the post-processing software was done on a relatively powerful computer with a dedicated GPU,
the actual processing and exporting of results were achieved on the same computer, enabling a
lot of trial and error without substantial computation time, which was an important factor during
development.

Since the post-processing software (available at (Ericsson, 2022) includes pre-generated Deep-
SORT tracker CSV files, any average modern computer should be able to reproduce the pre-
sented results quite rapidly. It is only the generation of the CSV tracker files that rely on a
GPU for fast computation since this process runs the implemented YOLOv4 object detector
and DeepSORT MOT software. Visualizing the tracker data, which is what the sensor fusion
processing mostly does, only relies on loading the video files and extracting a single frame at
every acoustic ping. This is rapidly generated on a modern computer or laptop, including the
current FISC topside PC.

The inclusion of a dedicated GPU in the topside cabinet would enable close to real-time pro-
cessing by generating tracker data on newly recorded videos. This is simply a short remark
since the prototype is at a stage where real-time processing is unnecessary.
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The fish-farming industry has a desire to gain more control during daily operations to maximize
profits and minimize health-related issues for the biomass they produce. Given the large aquatic
volume of the fish pen and the complexity of fish-specific biological factors, better control is
not easy to attain. A starting point to achieve more control is to utilize systems that can reliably
extract accurate and, most importantly, valuable data. These data should ideally be on the
aquatic environment and the fish themselves since data from one without the other rarely gives
conclusive answers to issues that may arise.

Several products on the market have been developed to target specific known issues in the
industry, such as lice-counting, accurate size estimation, and general welfare determination.
Most of these products are highly technologically advanced, and therefore expensive.

The hardware and initial software development of the FISC prototype began approximately 7
months before the master’s project. The main objective for FISC was to be a multi-sensor proof
of concept for a future product targeted toward the fish-farming industry. Its purpose was to
investigate if data from acoustic, optical, orientation, and environmental sensors enclosed in
the same mechanical housing could be feasible for the aquaculture industry. Specifically, a
basic fusion of two environmental parameters (O2 and temperature) as well as an optical and
acoustic sensor fusion approach was investigated. The thesis itself has mainly focused on the
development and testing of the post-processing and fusion-related software, which uses data
acquired with the FISC prototype from two full-scale field tests.

Orientation data was used to estimate from which direction water currents were coming by
decomposing the FISC capsule’s absolute orientation vectors. The ideology behind this calcu-
lation was that forces from water currents would result in an inclination caused by them, but the
full-scale results were inconclusive due to erratic estimates. The main cause was assumed to be
from physical influence from the fish since the capsule was lowered in a location in the direct
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swimming path of the Atlantic salmon.

A self-defined approach was used to compute a water quality score from the field tests by
using the waters O2 saturation and temperature with their respective optimal thresholds for
Atlantic salmon (from prior research). The results based on the implemented approach showed
an optimal O2 saturation, but water temperatures were well below the optimum. The result in
the combined water quality score proved to be quite low. In the discussion of these results,
an alternative and less strict quality score procedure was introduced, but the combined scoring
ultimately requires experts in fish biology to determine the best approach.

The application of Computer Vision through Deep learning laid the basis for the optical and
acoustic sensor fusion approach. A custom YOLOv4 object detector was trained on manually
labeled data to detect Atlantic salmon, and this model was integrated with the post-processing
software through an open-sourced implementation of the DeepSORT multiple object tracker.
Necessary modifications to the DeepSORT software were performed to extract tracked fish IDs
and their pixel positions in every frame that coincides with an acoustic ping timestamp. These
data, together with the intrinsic characterization of the integrated FISC camera and hydroa-
coustic sensors, allowed for 3D Cartesian coordinate determination of Atlantic salmon. These
generated 3D coordinates were then used to estimate the size and swimming speed of fusion-
matched individuals. The presented results showed that the developed software was successful
at estimating the size and swimming speed of individual fish, although with some small varia-
tions in accuracy and several occurrences of fusion mismatch. Conclusively, the implemented
optical and acoustic sensor fusion relies on further development to become a viable solution for
a future product on market. The specific issues to target in this domain were detailed in the
discussion.

The initially set goals for the thesis, and project in general, were met. The developed electronic
and acoustic hardware functioned as intended. The system is capable of acquiring data over
long periods of time, both in a test facility and in its true environment. The developed post-
processing software is able to generate various representations of the acquired data. These
functionalities include but are not limited to, depth-profiles of environmental parameters with
water quality score determination, running YOLOv4-DeepSORT to generate tracker files as
well as visualizing time-synchronized optical and acoustic sensor fusion. What lies ahead for
the FISC system is currently unknown, but hopefully further development based on the findings
in this thesis can bring this multi-sensor solution to an industrialization stage in the future.
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Appendix A Block Diagram of FISC System
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Figure A.1: Simplified block diagram of the FISC system.

96



Appendix B FISC Receiver Voltage Sensitivity

Figure B.1: FISC receiver voltage sensitivity for all eight sectors.
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Appendix C FISC Receiver Directivity at 468 kHz

Figure C.1: FISC receiver directivity at 468 kHz.
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Appendix D FISC TX Transmitting Voltage Response

Figure D.1: FISC TX transmitting voltage response.
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Appendix E FISC TX Directivity

Figure E.1: FISC transmitter directivity.
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Appendix F FISC Data-acquisition Software Flowchart
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Figure F.1: Simplified FISC data-acquisition software flow chart, adapted from Ericsson (2021).
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Appendix G All YOLOv4 Training Results

(a) First training result. (b) Second training result.

(c) Final training result.

Figure G.1: All YOLOv4 custom training results.
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Appendix H Field Test Installation Illustrations
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(b) Rataren II data acquisition installation (SINTEF ACE).

Figure H.1: Illustrations of field test installations.
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Appendix I Image of FISC Capsule from Second Field Test

Figure I.1: GoPro image of FISC capsule in pen.
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Appendix J Sound Velocity Profiles During Field Tests

(a) Sound velocity profile during initial field test.

(b) Sound velocity profile during second field test.

Figure J.1: Sound velocity profiles from both field tests.
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