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## Introduction

Many real-world systems require that users are authenticated or that information is certified while keeping the identity or content secret. This sounds like a paradox, but when carefully designing new cryptographic protocols, we are able to provide practical solutions to such applications. Some recent popular examples are anonymous browsing with spam-protection [DGS $\left.{ }^{+} 18\right]$, anonymous telemetry collection [HIJ $\left.{ }^{+} 21\right]$, privacy-preserving contact-tracing $\left[\mathrm{T}^{+} 20\right]$, anonymous broadcasting [CWF13], outsourced computation [LW18] and electronic voting [Adi08, Gjø11, LPT19], to mention but a few.

Our main tools to construct these systems are so-called zeroknowledge proofs. These are cryptographic proofs (also called arguments) where a prover can prove statements about secret (encrypted or committed) data to a verifier without leaking the sensitive information itself. Zero-knowledge proofs were developed by Goldwasser, Micali and Rachoff [GMR89] in 1985, and we have recently seen a dramatic increase in interest and development, pushing these protocols from a rich theory into real-world applications.

In more detail, zero-knowledge proofs have three properties. Completeness ensures that if the statement is true and the parties follow the protocol, the proof will be accepted. Soundness ensures that if the statement is false, then the verifier will not accept a proof from a cheating prover, except with negligible probability. Zero-knowledge ensures that the verifier learns nothing from the proof other than the fact that the statement is true. Many of the basic zero-knowledge protocols consist of three rounds of communication between a prover and a verifier. The first message from the prover is then called a com-
mitment, the next message from the verifier is called a challenge, and the final message from the prover is called a response. These interactive protocols can be turned into a non-interactive protocol where the challenge is obtained by hashing the statement and the commitment message, leading to a single-message proof that can be published without any interaction. This method is called the Fiat-Shamir Transform [FS87], and is applied to all (except potentially one) of the zero-knowledge protocols in this thesis.

The applications mentioned above are all built using public-key cryptography. Today, the security of public-key cryptosystems is mostly based on hard computational problems such as factoring large bi-primes [RSA78] or computing discrete logarithms over finite fields or elliptic curve groups [DH76, Mil86, Kob87]. However, Shor developed an algorithm [Sho94, Sho97] that, implemented on a large quantum computer, would efficiently solve these problems. Recent developments in quantum computing indicate that this is a threat that should be taken seriously, and over the past decade many researchers have designed cryptographic protocols that are secure against quantum computers. This is the field of post-quantum cryptography.

It is not obvious which computational problems are secure against quantum computers, which are not, and what kind of attacks we can perform by combining the joint forces of classical and quantum computers. However, some problems in the fields of lattices [Ajt96, Reg05], coding theory [McE78, Nie86], multivariate polynomials [MI88, Pat95], isogenies of elliptic curves [Sto10, JD11] and more, including constructions based purely on one-way functions $\left[\mathrm{BDH} 11, \mathrm{BHH}^{+} 15\right]$, give rise to protocols that are seemingly secure against quantum adversaries. It is worth noting that these underlying problems have the potential to support new constructions, e.g. fully homomorphic encryption [Gen09, BGV12], that do not seem possible to build based on factoring or discrete logarithms. Hence, this area of research has great value even if a large quantum computer is never realized.

The main effort within post-quantum cryptography so far has focused on creating new schemes for key-exchange, encryption and digital signatures, to replace existing parts in established protocols such
as TLS ${ }^{1}$ or the Signal protocol ${ }^{2}$. These schemes are currently being standardized by NIST [AASA ${ }^{+}$20], and will be ready for real-world use from 2024 and onward ${ }^{3}$. However, more effort is needed to build practical cryptographic tools supporting applications such as quantum-safe anonymous browsing with spam-protection, anonymous telemetry collection, privacy-preserving contact-tracing, anonymous broadcasting, outsourced computation and electronic voting.

The main research goal of this thesis was to design new protocols based on zero-knowledge proofs for privacy applications.

The area of lattice-based zero-knowledge proofs has gained a lot of attention recently, including proofs of linear relations [BKLP15, $\left.\mathrm{BDL}^{+} 18\right]$, amortized proofs of short pre-images [ $\left.\mathrm{BBC}^{+} 18\right]$, exact proofs of shortness $\left[\mathrm{YAZ}^{+} 19\right.$, BLS19, Beu20, ENS20], proofs of multiplication [BKLP15, ALS20], proofs of integer relations [LNS20] and more. These are essential building blocks and, even though useful on their own, can be used to prove more complex statements such as correct shuffle, correct decryption, or other relations. These proof systems can simultaneously provide anonymity, privacy and correctness for real-world systems such as electronic voting, anonymous payments, identification systems or private comparisons.

While there has been tremendous progress on improving latticebased zero-knowledge proofs building (practical) anonymous token systems from quantum-secure assumptions is still an open problem. The only existing works in this direction is the lattice-based oblivious pseudo-random function by Albrecht et al. [ADDS21] (mostly a proof of concept) and the blind signature by Lyubashevsky et al. [LNS21] (where the running time depends on the number of users in the system). A proposed protocol based on isogenies [BKW20] was later broken $\left[\mathrm{BKM}^{+} 21\right]$.

[^0]
## Anonymous Communication

During the ongoing Covid-19 pandemic, there has been a strong need to track infected people's movements to stop the spread of the virus. However, doing so in an unencrypted manner can significantly violate the people's privacy and anonymity.

To avoid this, both Google and Apple made available a Bluetooth API such that governments across the world could develop mobile applications that store random identifiers based on which individuals have met. Such an app then uploads these identifiers to a system that send notifications to all close contacts of a person who has tested positive for Covid-19. However, there was a privacy gap in the overall system. Whenever a person tested positive and uploaded the identifier from the app, these identifiers were tied to that user, and could potentially expose that person's locations and social graph.

We, a small team of researchers and software developers, implemented a functionality called anonymous tokens into the Norwegian contact-tracing app, so that all identifiers were uploaded anonymously to the central server. This breaks the link between the user and their stored identifiers. At the height of the pandemic, the app had 1.3 million active users ${ }^{4}$. Afterwards, we introduced the following improvements to the anonymous token protocol.

Paper I Anonymous Tokens with Public Metadata and Applications to Private Contact Tracing. We developed the first anonymous token protocol with public metadata, such as expiration dates, built into the tokens. This allows for mass revocation of unspent tokens and solves the challenging problem of frequently rotating the signing and verification keys across several servers. Furthermore, we developed the first publicly verifiable anonymous tokens, allowing for outsourced delegation of either the token signing or verification process, solving the problem of splitting the secret signing key across several servers in the first place. We show that our tokens improve upon the state-of-the-art in natural settings by up to $90 \%$ in communication. The security of these protocols is based on discrete logarithm assumptions.

[^1]Anonymous tokens are additionally deployed on the Internet for anonymous browsing, spam protection, fraud protection, private file storage, private click measurements, and more. The Internet Engineering Task Force (IETF) is currently standardizing such protocols $^{5}$, including the extensions described above. Future research directions involve instantiating this framework based on quantum-secure assumptions and extend this to password-authenticated key-exchange.

## Verifiable Shuffles

In some settings we need to break the connection between identities and ciphertexts. We use verifiable shuffles to achieve this. Common use-cases are to ensure privacy of votes in electronic voting or provide anonymity of messages on a communication platform. Here, a server receives a vector of ciphertexts as input, re-randomizes the ciphertexts using homomorphic encryption (by adding randomness to them so that they look different, but decrypt to the same values as before), and permutes the order of the ciphertexts in the vector. The output is a new vector of ciphertexts that decrypt to the same set of messages, but in a different order. If the server does not reveal the randomness nor the permutation to anyone else, this breaks the link between the input and the output to the server. To make sure that this is done honestly, the server must provide a proof of correct computation.

The building blocks described above are often components of a larger system. In such systems, the trust is usually distributed among several parties, assuming that none, one or several of those parties can be trusted to achieve certain properties. A classic example is electronic voting. Here, a ballot box may receive all the encrypted votes from the voters. When the voting period is over, the set of ciphertexts is sent to a series of mixing nodes where each node performs a verifiable shuffle. Finally, the set of ciphertexts is verifiably decrypted. To achieve privacy of the votes, we need at least one mixing server to be honest to break the link between the input ciphertexts and the decrypted votes. If there is more than one decryption server, we need at least one server to be honest and not share their decryption key

[^2]with anyone else. For integrity of the system, we need all mix-nodes and decryption nodes to each provide a proof of correct computation.

Paper II Lattice-Based Proof of Shuffle and Applications to Electronic Voting. We presented the first practical post-quantum verifiable shuffle protocol from lattice-based cryptography, showing that this can be computed efficiently in practice. Furthermore, we combined our protocol with a verifiable encryption scheme to design an electronic voting system similar to the system used by Norway for local and national elections in 2011 and 2013. We implemented our system and showed that it was more efficient than any other post-quantum secure voting system in the literature.

Paper III Verifiable Mix-Nets and Distributed Decryption for Voting from Lattice-Based Assumptions. We provided the first complete post-quantum secure electronic voting system using latticebased cryptography. We extended the shuffle from the previous paper into a full mix-node, gave a verifiable distributed decryption protocol, and combined these into a full voting system. We also gave concrete parameters for a system with four mix-nodes and decryption servers, and provided an implementation of each component in the system.

We remark that the above protocols can also be used for singleserver verifiable decryption; however, we can get more efficient protocols by tailoring new proof systems for this specific purpose.

## Verifiable Decryption

Verifiable decryption is used to prove that one or more ciphertexts decrypt to given messages, without exposing the secret key. This is essential for decrypting messages in systems for anonymous communication or electronic voting (in both cases an adversary could break privacy if they had access to the decryption key and could decrypt messages before they are mixed). It also has applications to homomorphic encryption: for example, a weak client (e.g., a phone) could
outsource computation to two untrusted and non-colluding entities, where one entity handles encryption and decryption while the other entity handles ciphertext computation. This way, the client can outsource all cryptographic operations. Such applications usually require the decryption of a large number of ciphertexts. We provide two efficient and simple protocols for efficiently and verifiably decrypting large sets of ciphertexts.

Paper IV Verifiable Decryption in the Head. We designed a verifiable decryption protocol using cut-and-choose techniques instead of heavy zero-knowledge proofs. The protocol is very lightweight in computation and communication, but must be run many times to reduce the probability of cheating. The setup is very cheap when amortizing over many ciphertexts, and we provide an efficient and simple verifiable decryption protocol per ciphertext compared to the state-of-the-art. We also provide a proof-of-concept implementation to showcase its practicality.

Paper V Short paper: Verifiable Decryption for BGV. We designed a direct construction for verifiable decryption using newly developed zero-knowledge protocols from the literature. This protocol does not require a heavy setup, and the cost of decryption itself is very low when working on batches of a few thousand ciphertexts at once. We also provide a proof-of-concept implementation to showcase its practicality.

Implementing cryptographic protocols is hard [HLPT20], and we have seen many attacks both in theory and practice. Both schemes above are conceptually simpler and easier to understand than the previous state-of-the-art, making them more straightforward to implement than previous works [LNS21]. They are comparable or better in communication cost when amortizing over many ciphertexts. Our proof-of-concept implementations prove their efficiency, and our design makes them very attractive for practical use.
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#### Abstract

Anonymous single-use tokens have seen recent applications in private Internet browsing and anonymous statistics collection. We develop new schemes in order to include public metadata such as expiration dates for tokens. This inclusion enables planned mass revocation of tokens without distributing new keys, which for natural instantiations can give $77 \%$ and $90 \%$ amortized traffic savings compared to Privacy Pass (Davidson et al., 2018) and DIT: De-Identified Authenticated Telemetry at Scale (Huang et al., 2021), respectively. By transforming the public key, we are able to append public metadata to several existing protocols essentially without increasing computation or communication. Additional contributions include expanded definitions, a more complete framework for anonymous single-use tokens and a description of how anonymous tokens can improve the privacy in $\mathrm{dp}^{3} \mathrm{t}$-like digital contact tracing applications. We also extend the protocol to create efficient and conceptually simple tokens with both public and private metadata, and tokens with public metadata and public verifiability from pairings.


Keywords: anonymous tokens • public metadata • contact tracing

## 1 Introduction

Anonymous credentials have been an active research area since the 1980's [Cha82, Cha83], involving schemes such as blind signatures, partially blind signatures, anonymous tokens, attribute-based credentials, group signatures, ring signatures etc. This enables more complex systems for e.g., electronic cash or electronic voting, but also, to protect the privacy of the users in chat applications like Signal.

Recent work by Davidson et al. [DGS $\left.{ }^{+} 18\right]$ presents a very practical protocol, named Privacy Pass [DGS ${ }^{+}$, for anonymous single-use tokens. This protocol allows users to browse anonymously, e.g., using Tor, without having to solve a CAPTCHA every time they visit a website. Privacy Pass gives the user a set of randomized tokens whenever they solve a CAPTCHA, which they then later can redeem instead of solving a new CAPTCHA. This improves the usability of anonymous browsing. It also gives protection against spam, prevents DDoS
attacks and provides fraud resistance without the need for cross-site tracking or fingerprinting. However, the only way to expire or revoke batches of unspent tokens is by replacing the private-public key pair in a trusted way, which is impractical [Dav21].

Privacy Pass has gained a lot of attention, and is currently being integrated to improve privacy in several applications, e.g., for private file storage ${ }^{3}$ and for basic attention tokens (BATs) in the Brave browser ${ }^{4}$. It can also be used for private click measurement when making a purchase or signing up for a service ${ }^{5}$.

Facebook uses partially blind signatures for combating fraud [IT21], and they have developed an extension of Privacy Pass called DIT: De-Identified Authenticated Telemetry at Scale [HIJ ${ }^{+} 21$, which is used for privately collecting client-side telemetry from WhatsApp. DIT requires daily key-rotation to prevent DoS attacks, which led to the development of an attribute-based verifiable oblivious pseudorandom function for transparent key-rotation.

The IETF is currently standardizing Privacy Pass [Int21], while Trust Token [Wor21] is currently being standardized by the World Wide Web Consortium. Both standardization processes mention private and public metadata, in addition to public verifiability, as desirable extensions to the Privacy Pass protocol. Public metadata allows for more efficient key-rotation, and opens for applications using public labeling and public anonymity sets, while private metadata allows for allow/deny lists, rate-limiting, or trust-indication. Public verifiability allows for outsourcing signing or verification of tokens.

Kreuter et al. [KLOR20a] gave the first construction of anonymous tokens with private metadata, while we give the first construction with public metadata. Our construction can also be combined with private metadata or public verifiability.

Privacy Pass guarantees anonymity for all tokens generated by the same key. The addition of any metadata reduces the anonymity set. We have designed the protocol in such a way that the user and the signer must agree on the metadata. Any application should restrict its use of metadata to generic, predefined values that would otherwise have triggered a change of keys, e.g., expiry dates. Client software should validate that the metadata is in accordance to the policy, and reject any malformed tokens. Furthermore, private metadata bits also reduces the anonymity set. Our protocol can easily be extended to include more than one private metadata bit, but this must be done with great care, as it opens for secretly tracking smaller sets of individual users.

Independently of this work, Tyagi et al. [TCR $\left.{ }^{+} 21\right]$ have proposed a similar construction to include public metadata, along with a novel hardness assumption and a reduction to a more conventional problem, to be used in partially oblivious pseudo-random functions. We discuss their work further in Sections 1.5 and 4.
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### 1.1 Background

Adopting the terminology from Privacy Pass [DGS ${ }^{+}$18], we have the following informal architecture. A user asks the signer for a one-time anonymous token in a signing phase, later to be redeemed to a verifier in a redemption phase.

The literature provides many flavors of anonymous credentials. They all come with some minimal requirements with respect to security, and have a variation of desirable properties for practical applications.

Unlinkability and Unforgeability. To ensure privacy of users, the anonymous token protocol must make sure that the information being transferred in the attestation phase cannot be correlated with the token being received in the redemption phase. This is called unlinkability. To ensure the system's integrity, the anonymous token protocol must make sure that users cannot forge tokens, even after receiving valid tokens from the attestation server. This is called unforgeability. These are the minimal requirements for anonymity and integrity, and have been handled starting from the first classical constructions of blind signatures starting with David Chaum in the early 1980's [Cha82, Cha83] and subsequent work on anonymous credentials [Oka93,PS96,CL01,CL03,CL04, CHL05, CG08, GMS10, BL13, CMZ14, CPZ20].

Underlying Primitives. Anonymous token protocols can be built from a variety of cryptographic primitives and assumptions, e.g., factoring [AF96, CL01, CL03], discrete logarithms [Oka93, AO00, WSMZ06, DGS ${ }^{+}$18, KLOR20a] or bilinear pairings [ZSS03, CHYC05, CZMS06, BPV12]. Protocols based on elliptic curves are the most efficient, both in terms of size and timings, while other primitives might more easily provide correctness and verifiability.

Verifiability and Key-Sharing. In situations where the same party is both attesting and redeeming tokens [DGS ${ }^{+} 18$, KLOR20a], it is natural for the server(s) to share a key. In the designated verifier setting, it is necessary for the attestation server to provide zero-knowledge proofs to ensure that a token is honestly generated [DGS ${ }^{+} 18$, KLOR20a], while pairings can provide public verifiability directly [ZSS03].

Key-Rotation and Token-Revocation. To avoid misuse, it is important to have a mechanism to efficiently expire or revoke batches of tokens. This may be useful for rate limiting to avoid denial-of-service attacks, or to protect users from credential stuffing [DGS $\left.{ }^{+} 18, \mathrm{TPY}^{+} 19, \mathrm{HIJ}^{+} 21\right]$. In Privacy Pass [DGS $\left.{ }^{+} 18\right]$, this is solved by infrequent key-rotation where a few public keys are available at a public endpoint. DIT $\left[\mathrm{HIJ}^{+} 21\right]$, which rotates their keys every day, solves it by using a new attribute-based verifiable oblivious pseudorandom function (VOPRF). However, both solutions are inconvenient in practice, and add significant overhead for validating the public keys.

Rounds of Interaction. Blind signatures and anonymous tokens can be attested in only one round of communication, which is optimal. This saves time and computation for both the client and the server, and the parties does not need to keep a state. However, the only partially blind signatures achieving one round of interaction are based on bilinear pairings or factoring [AF96], while protocols based on discrete logarithms [AO00, WSMZ06] needs two rounds. We note that there is no one-round single-use anonymous token protocol with efficient revocation in the literature with security based on elliptic curve discrete logarithms without pairings before this work. Popular schemes such as [CL04,BL13] require at least two rounds of communication.

### 1.2 Our Contribution

Our contribution in this paper is threefold: first, we present new definitions and a new framework for anonymous tokens - extending the work by Kreuter et al. [KLOR20a] - to also consider public metadata and/or public verifiability. Secondly, we present three efficient protocols for anonymous tokens with efficient batched revocation: 1) Privacy Pass [DGS $\left.{ }^{+} 18\right]$ with public metadata, 2) Kreuter et al. [KLOR20a] with public and private metadata, and 3) a Privacy Pass inspired protocol using pairings to satisfy public verifiability while including public metadata. Thirdly, we present contact tracing as a new and important application for anonymous single-use tokens, and discuss the implementation of Privacy Pass used in the Norwegian contact tracing app Smittestopp to improve users' privacy.

Updated Definitions and New Framework. Several works have asked for efficient batched revocation of anonymous tokens without key-rotation [DGS ${ }^{+}$18, Dav21]. Additionally, there is a need for anonymous tokens with public verifiability [Wor21], so that token generation can be delegated, and verification can be performed locally for token redemption. We provide updated definitions for all of these cases: designated verifier anonymous tokens with or without public and/or private metadata and public verifier anonymous tokens with and without public metadata. Details can be found in Section 3.

Anonymous Tokens with Public Metadata. We present the first anonymous tokens protocols with efficient batched revocation, meaning that the protocol only requires one round of communication based on lightweight primitives and that we avoid key-rotation. The key insight in our protocol is conceptually very simple: all parties locally update the public key based on the hash of the public metadata, and then execute the protocols with respect to the new key pair. The main challenge is to sign tokens in a way that does not allow the user to forge tokens initially signed under metadata md to be valid under metadata $\mathrm{md}^{\prime}$ instead. Let $k$ be the secret key and let $d=H(m d)$ be the hash of the metadata. Our solution, inspired by Zhang et al. [ZSS03], is to use the inverse $e=(d+k)^{-1}$
as the new signing key. This allows us to replace the secret keys in the previous protocols in a modular way.

Furthermore, to avoid subliminal channels, the signer needs to prove that the signed token is computed correctly. This is easily solved for Privacy Pass [DGS $\left.{ }^{+} 18\right]$. In the original protocol they use a zero-knowledge protocol to prove, given generator $G$, public key $K=[k] G$, blinded token $T^{\prime}$ and signed token $W^{\prime}=[k] T^{\prime}$, the equality of discrete $\operatorname{logarithms} \log _{G} K=k=\log _{T^{\prime}} W^{\prime}$ to ensure correctness. In our updated protocol, including metadata md, updated public key $U=[d] G+K$ and signed token $W^{\prime}=[e] T^{\prime}$, we prove the equality of discrete logarithms $\log _{G} U=d+k=\log _{W^{\prime}} T^{\prime}$ to ensure correctness.

However, it is not as easy to ensure correctness in the extended version of the protocol by Kreuter et al. [KLOR20a] including both public and private metadata. We solve this by combining an OR-proof with two AND-proofs to make sure that the correct key is used. Further improvement is an open problem.

Next, we give a protocol based on pairings. The protocol is an adapted version of the partially blind signatures by Zhang et al. [ZSS03], where we tweak it into the same structure as Privacy Pass. We note that the communication in the protocol is the same, but in addition to get a more streamlined protocol structure, we also allow for more efficient instantiation in practice using the BLS12-381 pairing [BLS03]. Ideally, we would like to avoid pairings altogether, but this seems necessary in practice. See more details about the protocols in Section 4.

Finally, we detail the communication efficiency of the protocols in Section 5, and compare our constructions with the current state of the art with respect to efficient batched revocation in Table 1. We show that our protocols are much more efficient in practice. We also make a concrete comparison with DIT [ $\left.\mathrm{HIJ}^{+} 21\right]$ for collecting telemetry-data from WhatsApp, and show that our protocol in Figure 6 would decrease the size of the signed token in a natural setting by $90 \%$, saving the Facebook servers up to 1.7 TB of communication every day.

More Private Contact Tracing. Many countries have recently developed contact tracing apps as one of the measurements to battle the ongoing pandemic. These apps are inherently storing sensitive information about the user, e.g., the users' location graph and social graph. To avoid large, centralized databases with such sensitive information about a large portion of a country's adult population, most apps are based on the decentralized Google/Apple Exposure Notification System (ENS). However, there are still privacy issues with regards to uploading the randomized exposure keys to the central server, as the user would have to identify themselves to ensure that only people who have tested positive for COVID-19 are able to upload keys. We implemented Privacy Pass into the Norwegian contact tracing app to improve the users' privacy. Our code is published at github.com/HenrikWM/anonymous-tokens, and the Norwegian Institute of Public Health (NIPH) have made the source code for the contact tracing infras-
tructure publicly available ${ }^{6}$. We present more details about the contact tracing infrastructure and improvements in Section 6.

### 1.3 Comparison to Anonymous Credentials

There is a long line of research on more generalized anonymous credentials with features such as multi-show, multi-attributes, and revocability - in addition to the mandatory unlinkability and unforgeability - that allow one to encode expiration dates as attributes.

However, generalized anonymous credentials often depends on stronger assumptions, e.g., strong RSA [CL01, CV02, CL03, CHL05, CG08], strong DiffieHellman [AMO08] or DL assumptions in bilinear groups [CL04, HS21]. Some schemes only depend on DDH [BL13, PZ13, CMZ14, CPZ20], but these schemes require larger messages in general. In conclusion, generalized anonymous credentials inherently impose larger parameters, more rounds of communication and less efficient protocols in practice, resulting in thousands of bits on communication over multiple rounds.

Finally, more general and complex anonymous credentials make these schemes less suited for use in simpler single-use systems with many users, which is the case in our setting. We want to minimize the rounds of communication and data being sent, in addition to minimizing the local computation and the local state. Hence, we only compare to one-round single-use efficiently revocable anonymous credentials with minimal communication in Section 5.

### 1.4 Related work

Our work achieving designated verification and public metadata extends a long line of publications. Freedman et al. [FIPR05] introduced oblivious pseudorandom functions, and Jarecki et al. [JKK14, JKX18] gave an efficient instantiation based on DDH in the random oracle model. Papadopoulos et al. [PWH $\left.{ }^{+} 17\right]$ gave a verifiable PRF from elliptic curves, and Burns et al. [ $\left.\mathrm{BMR}^{+} 17\right]$ gave an oblivious PRF from elliptic curves. Privacy Pass combined these results with an extended version of the Chaum-Pedersen zero-knowledge protocol [CP93] given by Henry and Goldberg [HG13,Hen14] to prove knowledge of batches of elements having the same discrete logarithm, and Kreuter et al. [KLOR20a] added private metadata to Privacy Pass. In a concurrent work, Tyagi et al. [ $\left.\mathrm{TCR}^{+} 21\right]$ recently extended this line of works to partially oblivious PRFs.

To achieve public verifiability we use parings, inspired by the seminal work of Boneh et al. [BLS01] for short and efficient signatures and a series of constructions of (partially) blind signatures based on pairings [ZSS03, Bol03, CHYC05, CZMS06, CKS09, BPV12, FHS15, FHKS16].
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### 1.5 Chronology

As we report on both an implementation and new protocols, we believe it can be helpful to lay out the chronology of this work to separate the contributions.

Mid-October 2020, the authors were made aware of a potential privacy weakness in Norway's upcoming second COVID-19 contact tracing app Smittestopp. The first iteration had been stopped by the Norwegian Data Protection Agency in June, due to privacy concerns following from lack of data minimization. The new app had a set launch date in December.

The issue was that the verification service would collect IDs in order to automatically verify the infection status, and then send a token to the app which could then be used for uploading exposure keys. This token would create a hard link between an ID-based service and the rest of the system, in which the users are assumed to be anonymous.

Within a few days, we suggested using Privacy Pass in order to remove this link. Due to lack of capacity, our proposal was acknowledged, but we were asked to provide the code. We teamed up with Henrik Walker Moe to implement Privacy Pass in C\#, and our implementation was eventually accepted into Smittestopp along with an improvised solution to rotate keys every three days.

Motivated by this process and the last-minute improvisation, we expanded the original Privacy Pass protocol to deal with the issues of key-rotation and revocation. Our initial manuscript was posted on ePrint February 24th, 2021. We were then made aware of a complication to the security proof, which was originally from the work by Zhang et al. [ZSS03]. A correct proof was posted on ePrint by Tyagi et al. [TCR ${ }^{+} 21$ ] June 24th, 2021. The primary separation between these two manuscripts are that we were the first to present this protocol along with its variations, while Tyagi et al. present a correct proof. We also present the protocols in a way that is compatible to previous work. In this sense, these works complement each other.

The new protocol has not been implemented in Smittestopp. This is due to lack of further development of the app, and we do not expect any major changes to be accepted into the codebase at this stage.

## 2 Preliminaries

We assume that the reader is familiar with the basics of elliptic curve cryptography. To fix notation, let $q$ be a prime and let $\mathbb{F}_{q^{\ell}}$ for some $\ell>0$ be a field of characteristic $q$. Let $E$ be all points $(x, y)$ that satisfy the elliptic curve equation $y^{2}=x^{3}+a x+b$ in the algebraic closure of $\mathbb{F}_{q^{\ell}}$, and let $E\left(\mathbb{F}_{q^{\ell}}\right)$ denote the set of all such points in $\mathbb{F}_{q^{\ell}} \times \mathbb{F}_{q^{\ell}}$ along with the point at infinity $\mathcal{O}$. By abuse of notation, we often let $E$ be a group of order $p$ inside $E\left(\mathbb{F}_{q^{e}}\right)$. Define the group law in the usual additive way. In particular, let $[m]: E \rightarrow E$ be the multiplication-by- $m$ map, which takes the same role as exponentiation in multiplicative groups. Now follows a brief discussion of the Chosen-Target Gap Diffie-Hellman problem and some zero-knowledge proofs we will need as primitives.

### 2.1 The One-More Gap Strong Diffie-Hellman Problem

The strong Diffie-Hellman problem was introduced by Boneh and Boyen [BB04]. Given a sequence $g, g^{x}, g^{x^{2}}, \ldots, g^{x^{q}}$ from a group $\mathbb{G}$ of prime order $p$, output a pair $\left(c, g^{(x+c)^{-1}}\right)$ with $c \in \mathbb{Z}_{p}$. We now present a variant of this game: the adversary must commit to fixed set of candidates $\left\{c_{i}\right\}$, and may then query an oracle for $B^{\left(\mathbf{s k}+c_{i}\right)^{-1}}$ for arbitrary $B$, along with an oracle for the decision variant. The adversary wins if it can present $\ell+1$ correct tuples for a chosen $c_{i}$, but only having queried $\ell$ or less. The details are presented in Figure 1. The definition and game is due to Tyagi et al. $\left[\mathrm{TCR}^{+} 21\right]$.

| Game ( $m, n$ )-OM-GAP-SDHI ${ }_{\text {Gen }, \mathcal{A}, \ell}(\lambda)$ | Oracle $\operatorname{SDH}(B, i)$ |
| :---: | :---: |
| $(\mathbb{G}, p, g) \leftarrow \operatorname{Gen}\left(1^{\lambda}\right)$ | if $i \notin[n]$ then |
| sk $\leftarrow \Phi \mathbb{Z}_{p}$ | return $\perp$ |
| $\left(y_{i}\right)_{i \in[m]} \leftarrow \$ \mathbb{Z}_{p}^{m}$ | $q_{i}:=q_{i}+1$ |
| $\left(\operatorname{st}_{\mathcal{A}},\left(c_{i}\right)_{i \in[n]}\right) \leftarrow \mathcal{A}_{1}(p, \mathbb{G})$ | $Z:=B^{\left(\mathrm{sk}+c_{i}\right)^{-1}}$ |
| $\left(\gamma,\left(Z_{i}, \alpha_{i}\right)_{i \in[\ell+1]}\right) \leftarrow \mathcal{A}_{2}^{\text {SDH,SDDH }}\left(g, g^{\text {sk }},\left(g^{y_{i}}\right)_{i \in[m]} ;\right.$ st $\left._{\mathcal{A}}\right)$ | return $Z$ |
| if $q_{\gamma} \leq \ell$ and $\left(i \neq j \rightarrow \alpha_{i} \neq \alpha_{j}\right)$ then | Oracle $\operatorname{SDDH}(Y, Z, i)$ |
| $\operatorname{return}\left(Z_{i}\right)_{i \in[\ell+1]}=\left(g^{y_{\alpha_{i}}\left(\mathrm{sk}+c_{\gamma}\right)^{-1}}\right)_{i \in[\ell+1]}$ | return $Z=Y^{\left(\mathrm{sk}+c_{i}\right)^{-1}}$ |

Fig. 1. The one-more gap strong inversion Diffie-Hellman security game.

Definition 1 ( $(m, n)$-One-More Gap Strong Inversion Diffie-Hellman). Let $m, n$ be natural numbers, and let $\mathbb{G}$ be a cyclic group of order $p$ with generator $g$ produced by the algorithm Gen $\left(1^{\lambda}\right)$. Let $(m, n)$-OM-GAP-SDHI be the game defined in Figure 1. $(m, n)$-One-More Gap Strong Diffie-Hellman Inversion holds for $\mathbb{G}$ if for any PPT adversary $\mathcal{A}$ and any $\ell \geq 0$,

$$
\operatorname{Adv}_{\mathrm{Gen}, \mathcal{A}, \ell}^{\mathrm{om}-\mathrm{gap}-\mathrm{sdhi}}(\lambda):=\operatorname{Pr}\left[(m, n) \text {-OM-GAP-SDHI }{ }_{\mathrm{Gen}, \mathcal{A}, \ell}(\lambda)=1\right]=\operatorname{negl}(\lambda)
$$

Tyagi et al. $\left[\mathrm{TCR}^{+} 21\right]$ have proven that this assumption is implied by the much simpler $q$-DL assumption, which asks the adversary to return $x$, given $g, g^{x}, g^{x^{2}}, \ldots, g^{x^{q}}$.

### 2.2 DDH vs. CDH in Pairings

Let $\mathbb{G}_{1}$ and $\mathbb{G}_{2}$ be two cyclic groups of prime order, written additively, and let $\mathbb{G}_{T}$ be another cyclic group of same prime order, written multiplicatively. A bilinear pairing $\hat{e}$ is a map

$$
\hat{e}: \mathbb{G}_{1} \times \mathbb{G}_{2} \rightarrow \mathbb{G}_{T}
$$

such that the following properties hold:

Bilinearity For all $P_{1}, P_{2} \in \mathbb{G}_{1}$ and $Q_{1}, Q_{2} \in \mathbb{G}_{2}$, it holds that $\hat{e}\left(P_{1}+P_{2}, Q_{1}\right)=$ $\hat{e}\left(P_{1}, Q_{1}\right) \hat{e}\left(P_{2}, Q_{1}\right)$ and $\hat{e}\left(P_{1}, Q_{1}+Q_{2}\right)=\hat{e}\left(P_{1}, Q_{1}\right) e\left(P_{1}, Q_{2}\right)$.
Non-degeneracy For all $P \neq \mathcal{O}, \hat{e}(P, P) \neq 1$.
Computability $\hat{e}$ can be efficiently computed.
The bilinearity property implies that for scalars $a, b$, we have $\hat{e}([a] P,[b] Q)=$ $\hat{e}(P, Q)^{a b}$, which is the crucial property used for verification.

Bilinear maps lend themselves to a variant of the well-known Diffie-Hellman problem, the Chosen-Target Gap Diffie-Hellman problem [BNPS02]. Even if the adversary is given oracle access to $\ell$ instances of the Computational DiffieHellman (CDH) problem and arbitrary many queries to a Decision Diffie-Hellman (DDH) oracle, it should still not be able to compute the final Diffie-Hellman instance $\ell+1$. We repeat the game and definition by Kreuter et al. [KLOR20a].

| Game CTGDH ${ }_{\text {Gen }, \mathcal{A}, \ell}(\lambda)$ | Oracle Target $(t)$ | Oracle $\operatorname{Help}(Y)$ |
| :---: | :---: | :---: |
| $\bar{\Gamma}=(\mathbb{G}, p, G) \leftarrow \operatorname{Gen}\left(1^{\lambda}\right)$ | if $t \in \mathcal{Q}$ then | $q:=q+1$ |
| $x \leftarrow \mathbb{Z}_{p} ; X:=[x] G$ | $Y:=\mathcal{Q}[t]$ | return [x] $Y$ |
| $q:=0 ; \mathcal{Q}:=[]$ | else | Oracle $\operatorname{DDH}(Y, Z)$ |
| $\left(t_{i}, Z_{i}\right)_{i \in[\ell+1]} \leftarrow \mathcal{A}^{\text {Target,Hele, }{ }^{\text {dDH }}}(\Gamma, X)$ | $Y \leftarrow \mathbb{G}$ |  |
| for $i \in[\ell+1]$ | $\mathcal{Q}[t]:=Y$ | $(Z=x] Y)$ |
| if $t_{i} \notin \mathcal{Q}$ then return 0 | return $Y$ |  |
| $Y_{i}:=\mathcal{Q}\left[t_{i}\right]$ |  |  |
| return ( $q \leq \ell$ and |  |  |
| $\forall i \neq j \in[\ell+1], t_{i} \neq t_{j}$ and |  |  |
| $\left.\forall i \in[\ell+1],[x] Y_{i}=Z_{i}\right)$ |  |  |

Fig. 2. The Chosen-target gap Diffie-Hellman security game.

Definition 2 (Chosen-Target Gap Diffie-Hellman). Let $\mathbb{G}$ be a cyclic group of order $p$ with generator $G$ produced by the algorithm Gen( $1^{\lambda}$ ). Let CTGDH be the game defined in Figure 2. Chosen-Target Gap Diffie-Hellman holds for $\mathbb{G}$ if for any PPT adversary $\mathcal{A}$ and any $\ell \geq 0$,

$$
\operatorname{Adv}_{\operatorname{Gen}, \mathcal{A}, \ell}^{\operatorname{ctgdh}}(\lambda):=\operatorname{Pr}\left[\operatorname{CTGDH}_{G e n, \mathcal{A}, \ell}(\lambda)=1\right]=\operatorname{negI}(\lambda) .
$$

### 2.3 Proof of Equal Discrete Logs

Chaum and Pedersen [CP93] introduced an elegant honest-verifier zero-knowledge protocol to prove that two group elements have the same discrete logarithm relative to their respective bases, $\log _{G} K=k=\log _{T} W$. We describe the protocol loosely to ensure the reader is familiar with the idea. Let $\mathbb{G}$ be a cyclic group
of prime order $p$ with independent generators $G$ and $T$, and let $K:=[k] G$, $W:=[k] T$ where $k$ is a scalar private to the prover $\mathcal{P}$.
$\mathcal{P} .1$ Choose a random scalar $r$ in the underlying field, compute $A:=[r] G$ and $B:=[r] T$, and send $(A, B)$ to $\mathcal{V}$.
V. 1 Choose a random challenge $c$ modulo $p$ and send it to $\mathcal{P}$.
$\mathcal{P} .2$ Compute the response $z:=r-c k$ modulo $p$, and then send $z$ to $\mathcal{V}$.
$\mathcal{V} .2$ Verify that $A=[z] G+[c] K$ and $B=[z] T+[c] W$.
This protocol satisfies unconditional special soundness and special honestverifier zero-knowledge. One can make the protocol non-interactive by applying the Fiat-Shamir transformation [FS87]. The prover queries the oracle on the tuple ( $\mathbb{G}, G, T, K, W, A, B$ ). In addition, one can reduce communication by sending the oracle response $c$ instead of $(A, B)$, and modifying the final verification step to querying the oracle on ( $\mathbb{G}, G, T, K, W,[z] G+[c] K,[z] T+[c] W$ ), and then verify that it indeed returns $c$. We will use a shorthand notation to refer to this proof as $\Pi_{\mathrm{DLEQ}}(G, T, K, W ; k)$, meaning that $\log _{G}([k] G)=\log _{W} T$.

The proof can be batched for many instances with respect to the same secret scalar using the techniques by Henry [Hen14] as showed in [DGS ${ }^{+}$18, Section 3.2.1].

### 2.4 AND-Proof of Equal Discrete Logs

Let $\mathbb{G}$ be an additive group of prime order $p$ with independent generators $G, H, T, S$, and let $K:=\left[k_{0}\right] G+\left[k_{1}\right] H$ and $V:=\left[k_{0}\right] T+\left[k_{1}\right] S$, where $k_{0}, k_{1}$ are scalars private to the prover $\mathcal{P}$. We want to prove that $V$ is correctly computed with respect to $T$ and $S$ using the same secret scalars as $K$ with respect to $G$ and $H$. We present a simple protocol to prove this relation, by essentially computing two Chaum-Pedersen proofs in parallel.
$\mathcal{P} .1$ Choose two random scalars $r_{0}, r_{1}$ modulo $p$. Compute $A:=\left[r_{0}\right] G+\left[r_{1}\right] H$, $B:=\left[r_{0}\right] T+\left[r_{1}\right] S$, and send $(A, B)$ to $\mathcal{V}$.
$\mathcal{V} .1$ Choose a random challenge $c$ modulo $p$ and send it to $\mathcal{P}$.
$\mathcal{P} .2$ Compute $z_{0}:=r_{0}-c k_{0}$ and $z_{1}:=r_{1}-c k_{1}$ modulo $p$ and send them to $\mathcal{V}$. $\mathcal{V} .2$ Verify that $A=[c] K+\left[z_{0}\right] G+\left[z_{1}\right] H$ and $B=[c] V+\left[z_{0}\right] T+\left[z_{1}\right] S$.

It is straightforward to verify that this is a sigma protocol with special soundness and special honest-verifier zero-knowledge. As above, we can apply the FiatShamir [FS87] transformation to get a non-interactive protocol. We will refer to this proof as $\Pi_{\mathrm{DLEQ} 2}\left(G, H, T, S, K, V ; k_{0}, k_{1}\right)$.

### 2.5 OR-Proof of Equal Discrete Logs

We present the honest-verifier zero-knowledge OR-proof of equal discrete logarithms instantiated by Kreuter et al. [KLOR20b, Appendix B]. Let $\mathbb{G}$ be a cyclic group of prime order $p$ with generators $G, H, T, S$, and let $V_{0}:=\left[e_{0,0}\right] G+\left[e_{0,1}\right] H$ and $V_{1}:=\left[e_{1,0}\right] G+\left[e_{1,1}\right] H$, where $e_{i, j}$ are distinct scalars private to the prover $\mathcal{P}$. Furthermore, let $W:=\left[e_{b, 0}\right] T+\left[e_{b, 1}\right] S$ for $b \in\{0,1\}$. We want to prove that $W$ is computed using the same secret scalars as either $V_{0}$ or $V_{1}$.
$\mathcal{P} .1$ Choose random scalars $r_{0}, r_{1}, c_{b-1}, u_{b-1}, v_{b-1}$ in the underlying field and compute the following:

$$
\begin{aligned}
A_{b, 0} & :=\left[r_{0}\right] G+\left[r_{1}\right] H, \\
A_{b, 1} & :=\left[r_{0}\right] T+\left[r_{1}\right] S, \\
A_{1-b, 0} & :=\left[u_{b-1}\right] G+\left[v_{b-1}\right] H-\left[c_{b-1}\right] V_{b-1}, \\
A_{1-b, 1} & :=\left[u_{b-1}\right] T+\left[v_{b-1}\right] S-\left[c_{b-1}\right] W .
\end{aligned}
$$

Finally, send ( $A_{0,0}, A_{0,1} A_{1,0}, A_{1,1}$ ) to $\mathcal{V}$.
$\mathcal{V} .1$ Choose a random challenge $c$ modulo $p$ and send it to $\mathcal{P}$.
$\mathcal{P} .2$ Compute the responses

$$
c_{b}:=c-c_{1-b}, \quad u_{b}:=r_{0}+c_{b} e_{b, 0}, \quad v_{b}:=r_{1}+c_{b} e_{b, 1},
$$

modulo $p$. Send $\left(c_{i}, u_{i}, v_{i}\right)_{i=0,1}$ to $\mathcal{V}$.
$\mathcal{V} .2$ Verify that $c=c_{0}+c_{1}$ and that

$$
\begin{aligned}
A_{0,0} & =\left[u_{0}\right] G+\left[v_{0}\right] H-\left[c_{0}\right] V_{0}, \\
A_{0,1} & =\left[u_{0}\right] T+\left[v_{0}\right] S-\left[c_{0}\right] W, \\
A_{1,0} & =\left[u_{1}\right] G+\left[v_{1}\right] H-\left[c_{1}\right] V_{1}, \\
A_{1,1} & =\left[u_{1}\right] T+\left[v_{1}\right] S-\left[c_{1}\right] W .
\end{aligned}
$$

We can make the proof non-interactive using Fiat-Shamir [FS87] like above. We will refer to this protocol as $\Pi_{\mathrm{DLEQOR} 2}\left(G, H, T, S, V_{0}, V_{1}, W ; e_{b, 0}, e_{b, 1}\right)$.
$\Pi_{\text {DLEQOR2 }}$ can be batched for many instances with respect to the same secret scalars using the techniques by Henry [Hen14] as shown in [KLOR20a, Appendix B.1].

## 3 Definitions for Anonymous Tokens

Anonymous tokens as used in Privacy Pass are conceptually simple: both issuance and verification require the private key, and the final token is uniquely determined by the token seed $t$ and the private key. Kreuter et al. [KLOR20a] extended this notion by adding a private bit in the token. We further extend the definition in two different directions: we want to add public metadata, and we want to make the token publicly verifiable. Now, private bits do not make immediate sense in the context of a publicly verifiable token scheme, but public metadata can be relevant in both settings.

The metadata can for instance be used to indicate an expiry date, replacing the need for frequent key rotation in certain applications [ $\left.\mathrm{HIJ}^{+} 21\right]$ as we discussed in Section 1.1. We model it as a value that the user and issuer must agree upon, which should restrict the issuer from using arbitrary, identifiable values.

Lending terminology from programming, we would like the definition to provide backwards compatibility, and handle the notational incompatibility between private and public verifiability. To this end, we imitate the notion of [optional
arguments] from programming. The notation vk|sk is meant as "at least one of the public or the secret key". We align our definitions as close as possible to those by Kreuter et al. [KLOR20a].

Definition 3 (Anonymous tokens). An anonymous token scheme with zero or more of private metadata bit, public metadata, or public verifiability consists of the following algorithms:
$-(\mathrm{crs}, \mathrm{td}) \leftarrow \mathrm{AT} \cdot \operatorname{Setup}\left(1^{\lambda}\right)$, the setup algorithm that takes as input the security parameter $\lambda$ in unary form, and returns a common reference string crs and trapdoor td. All the remaining algorithms take crs as their first input.
$-(\mathrm{pp}, \mathrm{sk},[\mathrm{vk}]) \leftarrow \mathrm{AT} . \mathrm{KGen}(\mathrm{crs})$, the key generation algorithm that generates a signing key sk and optionally a verification key vk along with public parameters pp . All the remaining algorithms take pp as their second input.
$-\sigma \leftarrow\langle\mathrm{AT} . \mathrm{User}(\mathrm{pp},[\mathrm{vk}], t,[\mathrm{md}]), \mathrm{AT} . \mathrm{Sign}(\mathrm{sk},[\mathrm{md}],[b])\rangle$, the token issuance protocol, which involves interactive algorithms AT.User and AT.Sign. The user algorithm takes as input values the public parameters and the token seed $t \in\{0,1\}^{\lambda}$, and potentially the verification key vk and the public metadata md . The signing algorithm takes the private key sk and potentially metadata md and the private bit b. At the end of the interaction, the issuer outputs nothing, while the user outputs $\sigma$, or $\perp$ to indicate error.

- bool $\leftarrow \mathrm{AT} . \mathrm{Vf}(\mathrm{vk} \mid \mathrm{sk}, t,[\mathrm{md}], \sigma)$, the verification algorithm that takes as input either the public verification key vk or the private key sk, a token seed $t$, metadata md and the signature $\sigma$. It returns true if the token was valid.
- [ind $\leftarrow$ AT.ReadBit $(\mathrm{sk}, t,[\mathrm{md}], \sigma)]$, the private bit extraction algorithm that takes as input the private key sk and token ( $t,[\mathrm{md}], \sigma$ ). It returns an indicator ind $\in\{\perp, 0,1\}$ which is either the private bit, or $\perp$.

The notation of the above definition should be interpreted in a global sense. If one - for example - wants to use public metadata, it should be included everywhere it is mentioned. This listing then defines the following six notions:

1. With designated verification:
(a) Anonymous single-use tokens
(b) Anonymous single-use tokens with private metadata bit
(c) Anonymous single-use tokens with public metadata
(d) Anonymous single-use tokens with public and private metadata
2. With public verification:
(a) Anonymous single-use tokens
(b) Anonymous single-use tokens with public metadata

Examples of 1a and 1 b are well known from previous work [DGS ${ }^{+} 18$, KLOR20a]. A previous example of 2 b is known as a partially blind signature scheme [AO00].

We will provide new examples of the last four ( 2 a is implicit in 2 b ) in Section 4. We collectively refer to all of these as anonymous tokens.

We follow the convention of dividing the interactive protocol 〈AT.User, AT.Sign〉 into the non-interactive algorithms AT.User ${ }_{0}$, AT.Sign ${ }_{0}$ and AT.User ${ }_{1}$.

An anonymous token scheme must satisfy the following properties:
Definition 4 (Token correctness). An anonymous token scheme AT is correct if any honestly generated token verifies. For any honestly generated crs, (pp, sk, [vk]), t and [md],

$$
\begin{aligned}
& \operatorname{Pr}[\mathrm{AT} . \operatorname{Vf}(\mathrm{vk}, t,[\mathrm{md}],\langle\mathrm{AT} . \operatorname{User}(\mathrm{pp},[\mathrm{vk}], t, \mathrm{md}), \\
& \qquad \mathrm{AT} . \operatorname{Sign}(\mathrm{sk},[\mathrm{md}],[b])\rangle)=1]=1-\operatorname{negl}(\lambda) .
\end{aligned}
$$

We split correctness of the private metadata bit into a separate definition in order to reduce notational clutter. This definition only applies in the private-key setting, and the parameters have been fixed accordingly.

Definition 5 (Correct private bit). An anonymous token scheme AT is correct with respect to private metadata if the correct bit is retrieved successfully:

$$
\begin{aligned}
& \operatorname{Pr}[\mathrm{AT} . \operatorname{ReadBit}(\mathrm{sk}, t,\langle\mathrm{AT} . \mathrm{User}(\mathrm{pp}, t,[\mathrm{md}]) \\
& \qquad \quad \mathrm{AT} . \operatorname{Sign}(\mathrm{sk},[\mathrm{md}], b)\rangle)=b]=1-\operatorname{negl}(\lambda) .
\end{aligned}
$$

No adversary should be able to redeem other tokens than those that have been correctly issued. The one-more unforgeability notion has become the common notion for anonymous credentials. It allows the adversary to claim $\ell$ tokens from the issuer, and the adversary should not be able to redeem $\ell+1$ tokens. We require the tokens to be unique with respect to the value of the seed $t$.

| $\operatorname{Game}^{\text {OMUF }}{ }_{\text {AT }, \mathcal{A}, \ell}(\lambda)$ | Oracle Sign(msg, [md], [b]) |
| :---: | :---: |
| $(\mathrm{crs}, \mathrm{td}) \leftarrow \mathrm{AT} \cdot \operatorname{Setup}\left(1^{\lambda}\right)$ | $q_{b, \text { md }}:=q_{b, \text { md }}+1$ |
| $(\mathrm{pp}, \mathrm{sk},[\mathrm{vk}]) \leftarrow \mathrm{AT} . \mathrm{KGen}(\mathrm{crs})$ | return $\mathrm{AT} . \mathrm{Sign}_{0}(\mathrm{sk}, \mathrm{msg},[\mathrm{md}],[b])$ |
| for ( $b \in\{0,1\}$, md), $q_{b, \text { md }}:=0$ | $\operatorname{Oracle~} \operatorname{Verify}(t,[\mathrm{md}], \sigma)$ |
| $\begin{aligned} & \left(t_{i}, \operatorname{md}_{i}, \sigma_{i}\right)_{i \in[\ell+1]} \leftarrow \mathcal{A}^{\text {SIIN, VERRFY }, \text { READ }}(\mathrm{crs}, \mathrm{pp}) \\ & \text { return }\left(\forall b \in\{0,1\} \forall \mathrm{md}, q_{b, \text { md }} \leq \ell\right. \text { and } \end{aligned}$ | return AT.Vf(sk\|vk, $t,[m \mathrm{md}], \sigma)$ |
| $\forall i \neq j$ in $[\ell+1]\left(t_{i}, \mathrm{md}_{i}, \sigma_{i}\right) \neq\left(t_{j}, \mathrm{md}_{j}, \sigma_{j}\right)$ | $\underline{\operatorname{Oracle} \operatorname{Read}(t, \sigma)}$ |
| and $\exists(b, \mathrm{md}) \in\{0,1\} \times\{\mathrm{md}\}: \forall i \in[\ell+1]$, | return AT.ReadBit(sk, $t,[\mathrm{md}], \sigma)$ |
| AT.ReadBit(sk, $\left.t_{i}, \sigma_{i}\right)=b$ and |  |
| AT.Vf(sk\|vk, $\left.t_{i},[\mathrm{md}], \sigma_{i}\right)=$ true) |  |

Fig. 3. One-more unforgeability with metadata.

| $\operatorname{Game}^{\text {UNLINK}}{ }_{\text {AT }, \mathcal{A}, m,[b],[\mathrm{md}]}(\lambda)$ | Oracle UsERo() |
| :---: | :---: |
|  | ```\(q_{0}:=q_{0}+1\) \(t_{q_{0}} \leftarrow \$\{0,1\}^{\lambda}\) \(\left(\operatorname{msg}_{q_{0}}, \mathrm{st}_{q_{0}}\right) \leftarrow \mathrm{AT} . \mathrm{User}_{0}\left(\mathrm{pp},[\mathrm{vk}], t_{q_{0}},\left[\mathrm{md}^{\prime}\right]\right)\) \(\mathcal{Q}:=\mathcal{Q} \cup\left\{q_{0}\right\}\) return \(\left(q_{0}, \operatorname{msg}_{q_{0}}\right)\) Oracle \(\operatorname{UsER}_{1}(j, \mathrm{msg})\) if \(j \notin \mathcal{Q}\) then return \(\perp\) \(\sigma \leftarrow \mathrm{AT} . \mathrm{User}_{1}\left(\mathrm{st}_{j},[\mathrm{vk}], \mathrm{msg},\left[\mathrm{md}^{\prime}\right]\right)\) if \(\sigma \neq \perp\) then \(\mathcal{Q}:=\mathcal{Q} \backslash\{j\}\) \(q_{1}:=q_{1}+1\) return \(\sigma\)``` |

Fig. 4. Public-key unlinkability with fixed metadata. If $X$ is a set, then $\mathcal{S}_{X}$ is the symmetric group of $X$.

Definition 6 (One-more unforgeability). An anonymous token scheme AT is one-more unforgeable if for any PPT adversary $\mathcal{A}$, and any $\ell \geq 0$ :

$$
\operatorname{Adv}_{\mathcal{A T}, \mathcal{A}, \ell}^{\operatorname{omuf}}(\lambda):=\operatorname{Pr}\left[\operatorname{OMUF}_{\mathrm{AT}, \mathcal{A}, \ell}(\lambda)=1\right]=\operatorname{negl}(\lambda),
$$

where $\mathrm{OMUF}_{\mathrm{AT}, \mathcal{A}, \ell}$ is the game defined in Figure 3.
Next, we want to provide user anonymity. The right notion for this is unlinkability, which guarantees that even colluding issuers and verifiers are unable to link tokens. Arbitrary metadata is a strong way of creating a link, and we omit this problem by only considering fixed public metadata for this notion. Notice that the adversary may query the user oracles for any public metadata md , but that we expect the post-processing to implicitly fail if $\mathrm{md} \neq \mathrm{md}^{\prime}$. This is in line with for example expiry dates, which would otherwise have been solved in practice using key rotation, and the definition is (as usual) also using a fixed key. Private metadata is outside the control of the user, and gives one bit leakage. We fix it for this game. Note that the adversary controls the keys, and that we therefore do not need to provide access to signing and verification oracles.

Definition 7 (Unlinkability). An anonymous token scheme AT is $\kappa$-unlinkable if for any PPT adversary $\mathcal{A}$, fixed $b, \mathrm{md}$, and any $m>0$,

$$
\operatorname{Adv}_{\mathrm{AT}, \mathcal{A}, m,[b],[\mathrm{md]}]}^{\mathrm{unlink}}(\lambda):=\operatorname{Pr}\left[\operatorname{UNLINK}_{\mathrm{AT}, \mathcal{A}, m,[b],[m \mathrm{dd}]}(\lambda)=1\right] \leq \frac{\kappa}{m}+\operatorname{negl}(\lambda),
$$

where $\operatorname{UNLINK}_{\mathrm{AT}, \mathcal{A}, m}$ is the game defined in Figure 4.

| Game $\mathrm{PMB}_{\text {AT, } \mathcal{A}}^{\beta}(\lambda)$ | Oracle Sign(msg, [md]) |
| :---: | :---: |
| $\begin{aligned} & \hline(\mathrm{crs}, \mathrm{td}) \leftarrow \mathrm{AT} . \operatorname{Setup}\left(1^{\lambda}\right) \\ & (\mathrm{pp}, \mathrm{sk}) \leftarrow \mathrm{AT} . \mathrm{KGen}(\mathrm{crs}) \\ & \beta^{\prime} \leftarrow \mathcal{A}^{\text {SIIN }, \text { SIGN', }, \text { EERIFY }}(\mathrm{crs}, \mathrm{pp}) \\ & \text { return } \beta^{\prime} \end{aligned}$ | return AT. $\mathrm{Sign}_{0}(\mathrm{sk}$, msg, $[\mathrm{md}], \beta)$ |
|  | Oracle Sign' ${ }^{\text {(msg, [md], }}$ ) |
|  | return $\mathrm{AT} . \mathrm{Sign}_{0}(\mathrm{sk}, \mathrm{msg},[\mathrm{md}], b)$ |
|  | $\underline{\operatorname{Oracle} \operatorname{VErify}(t,[m d], \sigma)}$ |
|  | return AT.Vf(sk, $t,[\mathrm{md}], \sigma)$ |

Fig. 5. Game for private metadata bit for anonymous tokens.

We finally consider the private metadata bit. We give the adversary access to two signing oracles: One uses the adversary's chosen private bit, the other is using a fixed bit for the game. The adversary can also query a verification oracle. At the end, the adversary outputs its guess for the fixed challenge bit.

Definition 8 (Private metadata bit). An anonymous token scheme AT provides private metadata bit if for any PPT adversary $\mathcal{A}$,

$$
\operatorname{Adv}_{\mathrm{AT}, \mathcal{A}}^{\mathrm{pmb}}(\lambda):=\left|\operatorname{Pr}\left[\mathrm{PMB}_{\mathrm{AT}, \mathcal{A}}^{0}(\lambda)\right]-\operatorname{Pr}\left[\operatorname{PMB}_{\mathrm{AT}, \mathcal{A}}^{1}(\lambda)\right]\right|=\operatorname{negl}(\lambda),
$$

where $\mathrm{PMB}_{\mathrm{AT}, \mathcal{A}}^{\beta}$ is the game defined in Figure 5.

## 4 Anonymous Token Protocols

The Privacy Pass protocol [ $\mathrm{DGS}^{+}$18] and its siblings [ $\mathrm{HIJ}^{+}$21, KLOR20a] are based on Verifiable Oblivious Pseudo-Random Functions (VOPRF). Here, a user holds some secret input $x$ and the signer holds a secret key $k$ and they evaluate the function $F$ obliviously such that the user learns $F(x, k)$ but nothing about $k$, and the signer learns nothing about the input $x$ nor the output $F(x, k)$. Additionally, the user is ensured that the function is evaluated by the correct secret key.

We give three protocols for Anonymous Tokens (AT) with 1) public metadata, 2) public and private metadata, and 3) public metadata and public verifiability, respectively, constructed from the same framework.

At the core of our protocols lies a verifiable key transformation. Let $d:=$ $\mathrm{H}_{m}(\mathrm{md})$ and the curve point $U:=[d] G+K$, where $G$ is a public generator and $K$ is the public key with a corresponding private key $k$. Let $e=(d+k)^{-1}$ be the new signing key and $W^{\prime}=[e] T^{\prime}$. Notice the relation

$$
\begin{equation*}
\mathrm{KT}: \log _{G}([d] G+K)=(d+k)=\log _{W^{\prime}} T^{\prime} . \tag{1}
\end{equation*}
$$

### 4.1 Secure Key Transformation

We argue that the key-transformation from $k$ to $e$ is secure against one-more unforgeability attacks. Several papers has been written using this transformation. Boneh and Boyen [BB04] shows that this transformation is secure against a non-adaptive attacker for arbitrary metadata md when used for signatures. Furthermore, Dodis and Yampolskiy [DY05] shows that this transformation is secure against active attackers when the set of possible metadata values is small, and give applications to PRFs. However, these works only prove security with respect to a fixed generators, while our construction signs arbitrary new generators in each execution of the protocol. Recently, Tyagi et al. $\left[\mathrm{TCR}^{+} 21\right]$ proved that this transformation is secure against an active attacker with respect to arbitrary generators and arbitrary set of metadata. They reduce the security of the transform to a new one-more gap strong inversion Diffie-Hellman problem (see Section 2.1). They also show that this new problem is equivalent to the simpler $q$-DL assumption. We summarize these results in a lemma.

Lemma 1. Let AT be a scheme with keys (pk, vk) with security property $P$ within adversarial advantage $\operatorname{Adv}_{\mathrm{AT}, \mathcal{A}}^{\mathrm{p}}(\lambda)$, and assume we can prove the relation in Equation 1 within adversarial advantage $\operatorname{Adv}_{\mathrm{kT}, \mathcal{A}}^{\mathrm{rel}}(\lambda)$. Then $\mathcal{A}$ has advantage $\operatorname{Adv}_{A T, \mathcal{A}}^{\mathrm{p}}(\lambda)+\operatorname{Adv}_{\mathrm{K} T, \mathcal{A}}^{\mathrm{rel}}(\lambda)$ against property $P$ in the scheme AT with transformed keys $\left(\left\{e=(\mathrm{md}+\mathrm{sk})^{-1},[e] G\right\}\right)$.

### 4.2 Anonymous Tokens with Public Metadata

In Figure 6 we present an extension of Privacy Pass [ $\left.\mathrm{DGS}^{+} 18\right]$ with public metadata. The protocol is designated verifier, as the secret key is needed to verify tokens.

Setup and Key Generation. Let $\lambda$ be the security parameter, let $p$ be a prime and let $E$ be an elliptic curve group of order $p$ with generator $G$. Let $\mathrm{H}_{t}:\{0,1\}^{*} \rightarrow E$ and $\mathrm{H}_{m}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}$ be hash functions, and assume that group elements and integers can be encoded uniquely as strings. Furthermore, let metadata md be an element of a public set of valid strings. Finally, let sk := $k \leftarrow \mathbb{Z}_{p}^{*}$ be the signing key, and let pk $:=K:=[k] G$ be the public key. We consider $G, E, p, \mathrm{H}_{t}, \mathrm{H}_{m}$ and $K$ to be implicit knowledge in Figure 6.

Signing and Verification. The anonymous tokens protocol in Figure 6 uses the $\Pi_{\mathrm{DLEQ}}$-protocol defined in Section 2.3. The signer computes a proof $\pi_{\text {DLEQ }}:=$ $(c, z)$ of equality of discrete logarithms by instantiating the protocol $\Pi_{\mathrm{DLEQ}}\left(G, T^{\prime}\right.$, $K, W^{\prime} ; e$ ). Given the public parameters $G$ and $K$, and $U:=[d] G+K$, this is a proof that $\log _{G} U=d+k=\log _{W^{\prime}} T^{\prime}$. This proves that $W^{\prime}=[e] T^{\prime}$, where $e:=(d+k)^{-1}$, is computed correctly with respect to $d$ and $K$. To verify, the user instantiates the verification algorithm, denoted by $\mathrm{V}\left(\pi_{\text {DLEQ }}\right)$.

|  | Signing |  |
| :---: | :---: | :---: |
| $\underline{\text { User (md, } \mathrm{pk} \text { ) }}$ |  | $\underline{\text { Signer (md, pk, sk) }}$ |
| $d:=\mathrm{H}_{m}(\mathrm{md})$ |  | $d:=\mathrm{H}_{m}(\mathrm{md})$ |
| $U:=[d] G+K$ |  | $U:=[d+k] G$ |
| $t \hookleftarrow\{0,1\}^{\lambda}, r \hookleftarrow \mathbb{Z}_{p}^{*}$ |  | $e:=(d+k)^{-1}$ |
| $T:=\mathrm{H}_{t}(t)$ |  |  |
| $T^{\prime}:=\left[r^{-1}\right] T$ | $T^{\prime}$ | $W^{\prime}:=[e] T^{\prime}$ |
| if not $\mathrm{V}\left(\pi_{\text {dLEQ }}\right)$ | $W^{\prime}, \pi_{\text {dLEQ }}$ | $\pi_{\text {DLEQ }} \leftarrow \Pi_{\text {DLEQ }}\left(G, T^{\prime}, K, W^{\prime} ; e\right)$ |
| return $\perp$ |  |  |
| $\begin{aligned} & W:=[r] W^{\prime} \\ & \text { return }(t, \mathrm{md}, W) \end{aligned}$ |  |  |
|  | Redemption | - |
| $\underline{\mathbf{U s e r}(t, \mathrm{md}, W)}$ |  | $\underline{\text { Verifier (sk) }}$ |
|  | $t, \mathrm{md}, W$ | $e:=\left(\mathrm{H}_{m}(\mathrm{md})+k\right)^{-1}$ |
|  |  | if $W=[e] \mathrm{H}_{t}(t)$ |
|  |  | return true |
|  |  | else |
|  |  | return false |

Fig. 6. Designated verifier anonymous tokens with public metadata. Our protocol is a direct extension of Privacy Pass [DGS ${ }^{+} 18$ ].

Theorem 1 (Completeness). The anonymous token protocol with public metadata in Figure 6 is complete according to Definition 4.

Proof. The completeness follows from expanding $W$ :

$$
W=[r] W^{\prime}=[r][e] T^{\prime}=[r][e]\left[r^{-1}\right] T=[e] \mathrm{H}_{t}(t)
$$

Theorem 2 (Unforgeability). The anonymous token protocol with public metadata in Figure 6 achieve one-more unforgeability with respect to Definition 6.

Proof. Using the key transformation as described in Lemma 1, the security of the protocol reduces to the security of the one-more gap strong inversion DiffieHellman game as shown in Figure 1. The advantage of an attacker follows from Definition 1 and is proven secure by Tyagi et al. $\left[\mathrm{TCR}^{+} 21\right.$, Theorem 1].

Theorem 3 (Unlinkability). Fix metadata md. Within the set defined by all tokens using md, the anonymous token protocol with public metadata in Figure 6 achieve unlinkability with respect to Definition 7.

Proof. This proof is identical to [DGS ${ }^{+}$18, Theorem 1]: As we sample $r \leftarrow \$ \mathbb{Z}_{p}$ uniformly at random, it follows that our protocol is unconditionally unlinkable. Since $T$ is a generator of $E$, then $T^{\prime}=\left[r^{-1}\right] T$ is uniformly random and contain no information about $t$ nor $T$. As the signer only sees $T^{\prime}$, and the verifier only receive $t$, and they are independent, there is no link between the view of the signer and the view of the verifier.

### 4.3 AT with Public and Private Metadata

In Figure 7, we present an extension of the PMBTokens [KLOR20a, Figure 8] with public metadata. This protocol is also designated verifier, requiring the secret key for verification.

Setup and Key Generation. Let $\lambda$ be the security parameter, let $p$ be a prime and let $E$ be an elliptic curve group of order $p$ with generators $G_{0}, G_{1}$. Let $\mathrm{H}_{t}:\{0,1\}^{*} \rightarrow E, \mathrm{H}_{m}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}$ and $\mathrm{H}_{s}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}$ be hash-functions, and assume that group elements and integers can be encoded uniquely as strings. Furthermore, let metadata md be an element of a public set of valid strings. Finally, let sk $:=\left(k_{0,0}, k_{0,1}, k_{1,0}, k_{1,1}\right) \leftarrow \$\left(\mathbb{Z}_{p}^{*}\right)^{4}$ (all $k_{i, j}$ being distinct) be the signing key, and let pk $:=\left\{K_{i, j}\right\}=\left\{\left[k_{i, j}\right] G_{i}\right\}$, for $i, j=0,1$, be the public key. This is implicit knowledge in the protocol description.

Signing and Verification. The anonymous tokens protocol in Figure 7 uses the $\Pi_{\text {DLEQ2-protocol }}$ defined in Section 2.4 twice as a subroutine to ensure that we afterwards can prove that the signed token $W^{\prime}$ was computed correctly. Given the generators $G_{0}, G_{1}, T^{\prime}, S^{\prime}$, the public keys $K_{i, j}:=\left[k_{i, j}\right] G_{i}$ and the elements $V_{i}:=\left[e_{i, 0}\right] T^{\prime}+\left[e_{i, 1}\right] S^{\prime}$, for $i, j=0,1$, we want to prove that the following relations hold:

$$
\left[\begin{array}{c}
G_{0}+G_{1} \\
V_{i}
\end{array}\right]=\left[e_{i, 0}\right]\left[\begin{array}{c}
{[d] G_{0}+K_{i, 0}} \\
T^{\prime}
\end{array}\right]+\left[e_{i, 1}\right]\left[\begin{array}{c}
{[d] G_{1}+K_{i, 1}} \\
S^{\prime}
\end{array}\right]
$$

We instantiate $\Pi_{\mathrm{DLEQ} 2}\left(G_{0}, G_{1}, V_{0} ; e_{0,0}, e_{0,1}\right)$ and $\Pi_{\mathrm{DLEQ} 2}\left(G_{0}, G_{1}, V_{1} ; e_{1,0}, e_{1,1}\right)$ in Figure 7 to get proofs $\pi_{\text {AND }}$ and $\pi_{\text {AND }}^{\prime}$. We denote the verification by $\mathrm{V}\left(\pi_{\text {AND }}, \pi_{\mathrm{AND}}^{\prime}\right)$.

We also use the $\Pi_{\text {DLEQOR2-protocol defined in Section } 2.5 \text {. The signer com- }}$ putes an OR-proof of equality of discrete logs by instantiating the zero-knowledge protocol $\Pi_{\text {DLEQOR2 }}\left(G_{0}, G_{1}, T^{\prime}, S^{\prime}, V_{0}, V_{1}, W^{\prime} ; e_{0,0}, e_{0,1}, e_{1,0}, e_{1,1}\right)$. Consider the generators $G_{0}, G_{1}, T^{\prime}, S^{\prime}$, hashed metadata $d$ and computed value $W^{\prime}$. The signer then proves that $W^{\prime}$ is correctly computed, with respect to $T^{\prime}$ and $S^{\prime}$, and in

| - | Signing |  |
| :---: | :---: | :---: |
| $\underline{\mathrm{User}(\mathrm{md})}$ |  | $\underline{\text { Signer }(\mathrm{md}, ~ b, \text { sk) }}$ |
| $d:=\mathrm{H}_{m}(\mathrm{md})$ |  | $d:=\mathrm{H}_{m}(\mathrm{md})$ |
| $t \leftarrow\{0,1\}^{\lambda}, r \leftarrow \mathbb{Z}_{p}^{*}$ |  | $e_{0,0}:=\left(d+k_{0,0}\right)^{-1}, e_{0,1}:=\left(d+k_{0,1}\right)^{-1}$ |
| $T:=\mathrm{H}_{t}(t)$ |  | $e_{1,0}:=\left(d+k_{1,0}\right)^{-1}, e_{1,1}:=\left(d+k_{1,1}\right)^{-1}$ |
| $T^{\prime}:=\left[r^{-1}\right] T$ | $T^{\prime}$ | $s \leftarrow\{0,1\}^{\lambda}, S^{\prime}:=\mathrm{H}_{s}\left(T^{\prime}\\|\mathrm{md}\\| s\right)$ |
|  |  | $V_{0}:=\left[e_{0,0}\right] G_{0}+\left[e_{0,1}\right] G_{1}$ |
|  |  | $V_{1}:=\left[e_{1,0}\right] G_{0}+\left[e_{1,1}\right] G_{1}$ |
|  |  | $W^{\prime}:=\left[e_{b, 0}\right] T^{\prime}+\left[e_{b, 1}\right] S^{\prime}$ |
|  |  | $\pi_{\text {AND }} \leftarrow \Pi_{\text {DLEQ } 2}\left(G_{0}, G_{1}, V_{0} ; e_{0,0}, e_{0,1}\right)$ |
|  |  | $\pi_{\text {AvD }}^{\prime} \leftarrow \Pi_{\text {DLEQ } 2}\left(G_{0}, G_{1}, V_{1} ; e_{1,0}, e_{1,1}\right)$ |
| $S^{\prime}:=\mathrm{H}_{s}\left(T^{\prime}\| \| \mathrm{md} \\| \mid s\right)$ | $\frac{\pi_{\text {AND }}, \pi_{\mathrm{AND}}^{\prime}, \pi_{\mathrm{OR}}, V_{0}, V^{\prime},}{y^{\prime}}$ | $\pi_{\mathrm{OR}} \leftarrow \Pi_{\mathrm{DLEQOR} 2}\left(G_{0}, G_{1}, T^{\prime}, S^{\prime}, V_{0}, V_{1}, W^{\prime} ; e_{b, 0}, e_{b, 1}\right)$ |
| if not $\mathrm{V}\left(\pi_{\text {AND }}, \pi_{\text {AND }}^{\prime}, \pi_{\text {OR }}\right)$ |  |  |
| $S:=[r] S^{\prime}$ |  |  |
| $W:=[r] W^{\prime}$ |  |  |
| return ( $t, \mathrm{md}, S, W$ ) |  |  |
|  | Redemption | - |
| $\underline{\text { User }(t, \mathrm{md}, S, W)}$ |  | $\underline{\text { Verifier(sk) }}$ |
|  | $t, \mathrm{md}, S, W$ | $T:=\mathrm{H}_{t}(t), d:=\mathrm{H}_{m}(\mathrm{md})$ |
|  |  | $e_{0,0}:=\left(d+k_{0,0}\right)^{-1}, e_{0,1}:=\left(d+k_{0,1}\right)^{-1}$ |
|  |  | $e_{1,0}:=\left(d+k_{1,0}\right)^{-1}, e_{1,1}:=\left(d+k_{1,1}\right)^{-1}$ |
|  |  | $W_{0}:=\left[e_{0,0}\right] T+\left[e_{0,1}\right] S$ |
|  |  | $W_{1}:=\left[e_{1,0}\right] T+\left[e_{1,1}\right] S$ |
|  |  | if $W=W_{0}$ and $W \neq W_{1}$ return 0 |
|  |  | if $W \neq W_{0}$ and $W=W_{1}$ |
|  |  | return 1 |
|  |  | else return $\perp$ |

Fig. 7. Designated verifier anonymous tokens with public and private metadata, an adjusted extension of Kreuter et al. [KLOR20a].
the same way as one of the committed values $V_{0}$ or $V_{1}$, with respect to $G$ and $H$. That is, for either $b=0$ or $b=1$ :

$$
V_{b}=\left[e_{b, 0}\right] G_{0}+\left[e_{b, 1}\right] G_{1} \quad \wedge \quad W^{\prime}=\left[e_{b, 0}\right] T^{\prime}+\left[e_{b, 1}\right] S^{\prime}
$$

We denote the verification of the proof $\pi_{\mathrm{OR}}$ by $\mathrm{V}\left(\pi_{\mathrm{OR}}\right)$.
Theorem 4 (Completeness). The anonymous token protocol with public and private metadata in Figure 7 is complete according to Definition 4 and will, according to Definition 5, return the correct metadata bit except with negligible probability.

Proof. If the user submits $(t, \mathrm{md}, S, W)$, completeness follows from expanding $W_{b}$ :

$$
\begin{aligned}
W_{b} & =[r]\left(\left[e_{b, 0}\right] T^{\prime}+\left[e_{b, 1}\right] S^{\prime}\right)=[r]\left(\left[e_{b, 0}\right]\left[r^{-1}\right] T+\left[e_{b, 1}\right] S^{\prime}\right) \\
& =\left[e_{b, 0}\right] T+[r]\left[e_{b, 1}\right] S^{\prime}=\left[e_{b, 0}\right] \mathrm{H}_{t}(t| | \mathrm{md})+\left[e_{b, 1}\right] S
\end{aligned}
$$

Furthermore, the probability that this equation holds for both $b=0$ and $b=1$ is negligible. If that was the case, then

$$
\left[e_{0,0}\right] T+\left[e_{0,1}\right] S=\left[e_{1,0}\right] T+\left[e_{1,1}\right] S
$$

As we require all keys $k_{i, j}$ to be distinct, it follows that all $e_{i, j}$ are distinct. Then, we have that

$$
T=\left[\frac{e_{1,1}-e_{0,1}}{e_{0,0}-e_{1,0}}\right] S
$$

Since $T=\mathrm{H}_{t}(t)$ is sampled independently and uniformly at random, the probability that this equation holds is $1 / p$, which is negligible.

Theorem 5 (Unforgeability). The anonymous token protocol with public and private metadata in Figure 7 achieves one-more unforgeability with respect to Definition 6.

Proof. For fixed metadata md we let the adversary query the signing oracle $\ell$ times for both $b=0$ and $b=1$. Using the key transformation as described in Lemma 1, the security of the protocol reduces to the security of the one-more gap strong inversion Diffie-Hellman game as shown in Figure 1. The advantage of an attacker follows from Definition 1 and is proven secure by Tyagi et al. $\left[\mathrm{TCR}^{+} 21\right.$, Theorem 1].

Theorem 6 (Unlinkability). Fix private metadata $b$ and public metadata md. Within the set defined by all tokens using b and md , the anonymous token protocol with public and private metadata in Figure 7 achieves unlinkability with respect to Definition 7.

Proof. We note that it is easy to create many different anonymity sets to distinguish users based on private metadata being $b=0$ or $b=1$, and in combination with different values of public metadata md . We restrict the unlinkability to hold for users within the same anonymity sets based on $b$ and md , both sampled according to the real distribution of private and public metadata. Let $\mathfrak{U}_{b, \text { md }}$ be this set, and select two sessions from $\mathfrak{U}_{b, \text { md }}$. Then it follows directly from [KLOR20a, Theorem 9] that the probability of success of the adversary will be upper bounded by $2 / m+\operatorname{negl}(\lambda)$.

Theorem 7 (Private metadata bit). The anonymous token protocol with public and private metadata in Figure 7 provides private metadata bit with respect to Definition 8.

Proof. This statement follows directly from the proof of [KLOR20a, Theorem 10], which describes a hybrid argument to prove that instances with private bit 0 are indistinguishable from instances with private bit 1 . Notice in particular that the extra OR-proofs in our protocol are independent of the private bit $b$, and therefore need no additional simulation.

### 4.4 Public Verifiability from Pairings

The authors of Privacy Pass [DGS $\left.{ }^{+} 18\right]$ described an application where the issuer and the recipient of a token would be the same entity, possibly separated by time. For the application we present in Section 6, those two roles are in fact separate, and one should therefore have a scheme that supports public verifiability. It remains an open problem to achieve this without pairings, unless we allow for two rounds of communication [AO00, WSMZ06].

We move on to provide a new variant of a partially blinded signature by Zhang, Safavi-Naini and Susilo [ZSS03]. The protocol allows a user and a signer to generate a signature on a user-private message $m$ and agreed-upon metadata md . Both the issuance protocol and the signature consists of a single curve point.

We show that the idea underlying this scheme can be viewed as a combination of Boneh-Lynn-Shacham signatures [BLS01] and Privacy Pass, inheriting its attractive properties from both.

Setup and Key Generation. Let $\lambda$ be the security parameter, let $\hat{e}: \mathbb{G}_{1} \times$ $\mathbb{G}_{2} \rightarrow \mathbb{G}_{T}$ be a pairing, where $G_{1}, G_{2}$ and $g_{T}$ are generators for their respective prime $p$ order groups. Furthermore, let $\mathrm{H}_{1}:\{0,1\}^{*} \rightarrow \mathbb{G}_{1}$ and $\mathrm{H}_{m}:\{0,1\}^{*} \rightarrow \mathbb{Z}_{p}^{*}$ be hash functions, and assume that group elements and integers can be encoded uniquely as strings. Also, let md be an element of a public set of valid metadata strings. Finally, let sk $:=k \leftarrow \$ \mathbb{Z}_{p}^{*}$ be the signing key, and let $\mathrm{pk}:=K=[k] G_{2}$ be the public key. This is implicit knowledge in the protocol description.

Signing and Verification. Recall that the BLS-scheme signs a message $m$ by hashing it to the group generated by $G_{1}$ and multiplying it with the secret key $k ; W:=[k] \mathrm{H}_{1}(m)$. The signature can then be verified by checking that

$$
\hat{e}\left(\mathrm{H}_{1}(m), K\right)=\hat{e}\left(W, G_{2}\right) .
$$

Correctness follows from the linearity of the pairing.
We replace $m$ by a token seed $t$, and use the same trick as earlier to concurrently update the key-pair based on metadata. Then we get the following anonymous token scheme:

Signing The user sends $T^{\prime}:=\left[r^{-1}\right] \mathrm{H}_{1}(t)$ to the issuer, who returns $W^{\prime}:=[e] T^{\prime}$, for $e=(d+k)^{-1}$. The user can verify that the signature is correct by checking $\hat{e}\left(W^{\prime}, U\right)=\hat{e}\left(T^{\prime}, G_{2}\right)$, for $U:=[d+k] G$, and then storing $\left(t, \operatorname{md}, W=[r] W^{\prime}\right)$.
Verification The user sends $(t, \mathrm{md}, W)$, and the recipient can verify the token by checking if $\hat{e}(W, U)=\hat{e}\left(T, G_{2}\right)$.

This scheme hides the token similarly to Privacy Pass, it can be verified without using the private key, and its unforgeability follows directly from BLS. We note that the check $\hat{e}\left(W^{\prime}, U\right)=\hat{e}\left(T^{\prime}, G_{2}\right)$ ensures that the tokens are signed correctly with respect to the public key. The complete protocol is listed in Figure 8 . Finally, we note that we can batch-verify $n$ tokens under the same key and metadata and check for equality by computing

$$
\hat{e}\left(\sum_{i}\left[c_{i}\right] W_{i}, U\right)=\hat{e}\left(\sum_{i}\left[c_{i}\right] T_{i}, G_{2}\right),
$$

where $c_{1}, \ldots, c_{n}$ are random coefficients. This saves the verifier of $2(n-1)$ expensive pairing-computations, which is especially useful in systems with large anonymity sets. Note that the verifier computes $T_{i}$ from the received pre-tokens $t_{i}$, making sure that $\left(T_{i}, W_{i}\right)$ is not just a scaling of a different valid token.

Theorem 8 (Completeness). The anonymous token protocol with public metadata and public verifiability in Figure 8 is complete according to Definition 4.

Proof. Completeness follows from expanding $\hat{e}(W, U)$ :

$$
\begin{aligned}
\hat{e}(W, U) & =\hat{e}\left([r] W^{\prime},[d+k] G_{2}\right)=\hat{e}\left([r][e] T^{\prime},[d+k] G_{2}\right) \\
& =\hat{e}\left([r][e]\left[r^{-1}\right] T,[d+k] G_{2}\right)=\hat{e}\left([e] T,[d+k] G_{2}\right) \\
& =\hat{e}\left(T, G_{2}\right)^{e \cdot(d+k)}=\hat{e}\left(T, G_{2}\right) .
\end{aligned}
$$

Theorem 9 (Unforgeability). The anonymous token protocol with public metadata and public verifiability in Figure 8 achieve one-more unforgeability with respect to Definition 6.

| $\qquad$ | Signing |  |
| :---: | :---: | :---: |
| $\underline{\text { Client (md) }}$ |  | $\underline{\text { Signer (md, sk) }}$ |
| $d:=\mathrm{H}_{m}(\mathrm{md})$ |  | $d:=\mathrm{H}_{m}(\mathrm{md})$ |
| $t \leftarrow\{0,1\}^{\lambda}, r \leftarrow \mathbb{Z}_{p}^{*}$ |  | $e:=(d+k)^{-1}$ |
| $T:=\mathrm{H}_{1}(t)$ |  |  |
| $T^{\prime}:=\left[r^{-1}\right] T$ |  |  |
| $U:=[d] G_{2}+K$ | $T^{\prime}$ | $W^{\prime}:=[e] T^{\prime}$ |
|  | $W^{\prime}$ |  |
| if $\operatorname{not} \hat{e}\left(W^{\prime}, U\right)=\hat{e}\left(T^{\prime}, G_{2}\right)$ return $\perp$ |  |  |
| $\begin{aligned} & W:=[r] W^{\prime} \\ & \text { return }(t, \mathrm{md}, W) \end{aligned}$ |  |  |
|  | Redemption |  |
| $\underline{\mathbf{U s e r}(t, \mathrm{md}, W)}$ |  | $\underline{\text { Verifier }(k)}$ |
|  | $t$, md, $W$ | $T:=\mathrm{H}_{1}(t)$ |
|  |  | $U:=\left[\mathrm{H}_{m}(\mathrm{md})\right] G_{2}+K$ |
|  |  | if $\hat{e}(W, U)=\hat{e}\left(T, G_{2}\right)$ |
|  |  | return true |
|  |  | else |
|  |  | return false |

Fig. 8. Anonymous tokens with public metadata and public verifiability by adjusting Zhang et al. [ZSS03] for asymmetric pairings.

Proof. Assume that we have an adversary who breaks unforgeability. In particular, this means that they can produce $\ell+1$ distinct and valid tuples $\left(t_{i}, \mathrm{md}, \sigma_{i}\right)$ but only query the signing oracle at most $\ell$ times. We use this adversary to construct an adversary against the ( $m, n$ )-OM-GAP-SDHI problem in the Random Oracle Model.
$\mathcal{A}_{1}^{\text {om-gap-sdhi }}$ Recall that we assume that the user and the signer agrees on the metadata. Run $\mathcal{O}_{m}$ on all acceptable metadata values to get the list $\left\{c_{i}\right\}$, and return it.
$\mathcal{A}_{2}^{\text {om-gap-sdhi }}$ Receive the input $G, K=[k] G,\left[y_{i}\right] G$. Set $\mathrm{vk}=K$ and the other parameters appropriately. Reprogram $\mathcal{O}_{1}$ such that it on input $t$ returns $[t]\left[y_{j}\right] G$ for the next $j$, which looks like a random group element. Whenever the adversary queries the Sign oracle, forward the query to the SDH oracle. If the adversary wins the OMUF game for some metadata value md corresponding to an index $\gamma$, we have $\ell+1$ signatures $\sigma_{i}=\left[e_{\mathrm{md}}\right] \mathcal{O}_{1}\left(t_{i}\right)=\left[e_{\mathrm{md}}\right]\left[t_{i}\right]\left[y_{1}\right] G$. Use the programming of $\mathcal{O}_{1}$ to return $\left(\gamma,\left(\left[t^{-1}\right] \sigma_{i}, \alpha_{i}\right)\right)$.

The result from $\mathcal{A}_{2}^{\text {om-gap-sdhi }}$ satisfies the $(m, n)$-OM-GAP-SDHI conditions.
One can construct a more detailed proof along the lines of $\left[\mathrm{TCR}^{+} 21, \mathrm{Ap}-\right.$ pendix $B]$ in order to get concrete bounds.

Theorem 10 (Unlinkability). Fix metadata md. Within the set defined by all tokens using md , the anonymous token protocol with public metadata and public verifiability in Figure 8 achieve unlinkability with respect to Definition 7.

Proof. Observe that given any valid token $(t, \mathrm{md}, W)$ and any honestly generated view $\left(T^{\prime}, W^{\prime}\right)$ there exists a unique value $r^{\prime}$ such that both $W-\left[r^{\prime}\right] W^{\prime}$ and $T-\left[r^{\prime}\right] T^{\prime}$ holds, and hence, $T$ is independent of any $W$. It follows that the anonymous token is unlinkable.

## 5 Performance and Comparison

In this section, we briefly describe the most efficient anonymous single-use token protocols with public metadata in the literature, for example, to enable batched revocation. We only consider protocols with one round of communication. We compare the protocols with our schemes in Table 1. To streamline the comparison, we assume that all parties know the public metadata, for example that md is the current date, and assume that this implicit knowledge is not sent. We instantiate the schemes with $\lambda=128$ bits of security. Finally, we present a concrete example to show that we can replace DIT with our protocol in Figure 6 to improve both communication size and computational efficiency.

### 5.1 Anonymous single-use Tokens with Public Metadata

Privacy Pass. Our protocol in Figure 6 is inspired by Privacy Pass [DGS $\left.{ }^{+} 18\right]$, and they have identical structure and communication. The main difference is the change of private key used for signing, and the updated zero-knowledge proof with respect to the new public key, both depending on the public metadata. The zero-knowledge proofs are of the same size, and it follows that the communication sizes are equal. However, Privacy Pass does not allow public metadata unless we have one public key for each valid string of metadata, and hence, to allow for $2^{N}$ possible messages md, Privacy Pass must publish $2^{N}$ public keys.

DIT: De-Identified Authenticated Telemetry at Scale. DIT [HIJ ${ }^{+} 21$ ] is also inspired by Privacy Pass [DGS $\left.{ }^{+} 18\right]$, but uses an attribute-based VOPRF to generate new public keys on the fly. To allow for $2^{N}$ strings of public metadata, there are two main differences: 1) the public key consists of $N+2$ group elements, and 2) the token consists of an additional $N$ group elements and zero-knowledge proofs to ensure that the correct public key is used in the signature.

Tokens from RSA. Abe and Fujisaki [AF96] presents a partially blind signature scheme based on RSA. The public exponent $e$ must be at least two bits longer than the public metadata, and we fix this to be of length 130 bits. The user updates the public key to $e_{\mathrm{md}}=e \cdot \tau(\mathrm{md})$, for a public formatting function $\tau$, when they blind the message, and the signer updates the secret key $d_{\mathrm{md}}=(e \cdot \tau(\mathrm{md}))^{-1} \bmod N$ when signing. Otherwise, the partially blind signature scheme [AF96] is similar to the blind signature by Chaum [Cha82].

Tokens with Private Metadata. Kreuter et al. [KLOR20a] presents an extension of Privacy Pass [DGS ${ }^{+} 18$ ] to include private metadata. They publish two public keys, and the signer proves in zero-knowledge that the token is signed with one of the corresponding private keys. To ensure metadata privacy, each token is randomized based on a fresh seed $s$ that is given to the user, and hence, the signature consists of a seed, a group element, and a proof. The token consists of the initial seed $t$ in addition to two group elements. Like Privacy Pass, this protocol must publish a new pair of public keys for each valid string of metadata.

### 5.2 Comparison

We present a comparison of schemes in Table 1, where we focus on communication complexity. We note that both RSA and pairing based cryptography is usually slower than elliptic curve cryptography, in addition to requiring larger parameters. We also note that the updated keys in our protocols are only dependent on the secret key and the metadata, and can often be pre-computed. We conclude that when allowing for batched token-revocation, our protocols are more efficient than the state of the art in all categories.

While RSA and elliptic curve cryptography are primitives implemented in all mainstream cryptographic libraries, there are few trustworthy implementations
of pairings. Even though there exists a few implementations ${ }^{7}$, they are mostly for academic use, maybe except for the implementation in Rust used by Zcash ${ }^{8}$. We refer to $\left[\mathrm{TCR}^{+} 21\right.$, Table 1] for a comparison in computation between some protocols.

| Public Metadata (PM) | PubKey | Request | Signature | Token |
| ---: | ---: | ---: | ---: | ---: |
| Privacy Pass [DGS ${ }^{+}$18] | $257 \cdot 2^{N}$ | 257 | 769 | 385 |
| DIT [HIJ ${ }^{+}$21] | $257 \cdot(N+2)$ | 257 | $769 \cdot(N+1)$ | 385 |
| Our scheme (Figure 6) | 257 | 257 | 769 | 385 |
| PM + Private Metadata | PubKey | Request | Signature | Token |
| Kreuter et al. [KLOR20a] | $514 \cdot 2^{N}$ | 257 | 1921 | 642 |
| Our Scheme (Figure 7) | 1028 | 257 | 3203 | 642 |
| PM + Public Verifiability | PubKey | Request | Signature | Token |
| Abe and Fujisaki [AF96] | 3202 | 3072 | 3072 | 3200 |
| Our scheme (Figure 8) | 763 | 382 | 382 | 510 |

Table 1. Size given in bits. We compare the schemes for 128 bits of security, allowing for $2^{N}$ strings md of metadata. Token seed $t$ is of size 128 bits, and metadata md is implicit knowledge. Privacy Pass, DIT, Kreuter et al. and our protocols in Figure 6 and 7 are instantiated with curve x25519 [Ber05], Abe and Fujisaki is instantiated with RSA-3072 and our protocol in Figure 8 is instantiated with BLS12-381 [YCKS21].

### 5.3 Telemetry Collection in WhatsApp

DIT [HIJ $\left.{ }^{+} 21\right]$ was designed to allow users of WhatsApp to anonymously report telemetry data to Facebook. We present a concrete comparison to our protocols in Table 2. Here, we assume that Facebook wants to update their public keys only once a year, rotate signing keys every day, and only sign one token per user each day. We fix a year and encode public metadata as strings "YYYY-MM-DD".

Privacy Pass $\left[\mathrm{DGS}^{+} 18\right]$ is very efficient in terms of communication, but requires one public key per day. Hence, the public key is of size 93805 bits over a year of 365 days, that is, approximately 12 KB . An alternative method to download all keys and store them until usage is to use a Merkle-tree for keytransparency and give paths corresponding to the current public key as a part of each signature. Then, the public key consists of the root of size 256 bits, while each signature consists of $\left\lceil\log _{2}(365)\right\rceil=9$ hashes of 256 bits in addition to the public key, the token, and the zero-knowledge proof. We give both instantiations in the table, and denote the alternative protocol as Privacy Pass+.

Our scheme in Figure 6 has the smallest overall communication complexity of all schemes. It offers much smaller keys than Privacy Pass, and much smaller signatures than Privacy Pass+ and DIT, saving up to $90 \%$ in communication. If all 2 billion users of WhatsApp report their telemetry every day, our scheme

[^5]in Figure 6 would save more than 1.7 TB of communication for the Facebook servers on a daily basis compared to the current implementation of DIT.

Our scheme in Figure 8 offers similar improvements to communication, in addition to public verifiability using pairings, but at the cost of less standardized cryptography and less efficient computation.

| Protocol | PubKey | Request | Signature | Token |
| ---: | ---: | ---: | ---: | ---: |
| Privacy Pass [DGS ${ }^{+}$18] | 93805 | 257 | 769 | 385 |
| Privacy Pass+ | 256 | 257 | 3330 | 385 |
| DIT [HIJ ${ }^{+}$21] | 2313 | 257 | 7690 | 385 |
| Our scheme (Figure 6) | 257 | 257 | 769 | 385 |
| Our scheme (Figure 8) | 763 | 382 | 382 | 510 |

Table 2. Size given in bits. We compare Privacy Pass, DIT, and the protocols in Figure 6 and Figure 8 with daily key-rotation in a year, signing one token at a time.

## 6 Application to Contact Tracing

As nations started adopting digital contact tracing during the COVID-19 pandemic, privacy experts warned that such systems could enable the collection of people's contact graphs. The dp ${ }^{3}$ t protocol $\left[\mathrm{T}^{+} 20\right]$ was eventually adopted as the de facto method for digital contact tracing through its implementation and deployment in iOS and Android as the Exposure Notification System (ENS).

We provide a brief overview of the basic $d^{3}$ t idea in order to put our contribution into context. The protocol is instantiated on each participating phone, which generates a random key (Temporary Exposure Key, TEK) every day. The TEK is used to generate new Rotating Proximity Identifiers (RPI) every 10-20 minutes, which is then broadcast from the phone using Bluetooth Low Energy (BLE). Other phones in the proximity store any RPI they hear.

If Alice tests positive for COVID-19 she can upload her TEKs (now renamed to diagnosis keys, DK) along with her BLE transmission strength to a health authority bulletin board. Bob's phone regularly checks the board to see if there is a sufficiently large overlap between published the DKs and the RPIs stored locally, and with sufficiently low difference between transmission strength and received strength. If this is the case, then Bob is given a suitable alert to let him know that he most likely has been in close vicinity of an infected individual, and should follow any advice given by the health authorities.

The process of uploading TEKs should depend on some sort of authorization. The $\mathrm{dp}^{3} \mathrm{t}$ documentation describes a simplified model where a doctor receives the test results, and sends the patient an SMS with a short upload code. Now, this process may take precious person-hours during a pandemic. Some countries have therefore opted to connect their exposure notification with already existing centralized registries of positive test results, e.g., Norway, Denmark, and Estonia.


Fig. 9. A sequence diagram of anonymous tokens in the Norwegian app Smittestopp.

When starting the upload process, the user is prompted to $\log$ in to some government service ("verification"). Once the user has identified herself, the service makes a query to the relevant health registry. The service returns an access token to the app if there exists a recent positive test, which is then used to upload the keys to "backend". Unfortunately, this token may create an identifiable link from the meant-to-be-anonymous database of DKs, and unique identities in the health registry. Using anonymous single-use tokens, one can break this link (up to traffic analysis, e.g., logging timings and network addresses).

The Norwegian Institute of Public Health (NIPH) wanted the tokens to be timestamped in order to avoid users posting severely delayed keys: this would have allowed an attacker to get well again, move back out among other people, and only then upload to the backend service. Notice that merely tying the token to keys - e.g., by using a hash of the TEKs as the token seed $t$-would not avoid this attack, as those could have been generated and stored until the time of the attack. As a result, it was decided that the keys should be rotated regularly.

The original Privacy Pass protocol was reimplemented as a reusable C\# package, to ease the integration into the Norwegian contact tracing app Smittestopp. The verification and backend services keep a master secret key $k$, and generate daily keys from some $\operatorname{KDF}(k$, date). The public key is posted from the verification service. The full integration of anonymous tokens is described in Figure 9.

We finally note that this key distribution method suffers from a potential attack by a dishonest verification service that could serve special public keys to track individuals. It is, however, detectable by the users if they share their view
of the public keys with each other to ensure consistency. The current solution was accepted by all involved stakeholders due to limited time and a weighting of the practical risk against the potential reward. The challenges with respect to key-rotation and key-sharing strongly motivated the authors' work in Section 4.

## 7 Conclusion

In this work, we have updated the definitions for anonymous single-use tokens to also include public metadata, and we have constructed three protocols that satisfy these definitions. Additionally, we combine public metadata with either private metadata or public verifiability, and show that all instantiations are efficient in practice. For situations with frequent key-rotation, we show that our protocols can save up to $90 \%$ in communication over the state of the art. Furthermore, our protocols fit nicely into the Privacy Pass framework, which makes it easy to incorporate our contributions in the ongoing standardization processes by IETF and W3C, solving an open problem.

We also provide a description of how anonymous one-time tokens can be used to improve the user's privacy in contact tracing applications, and implemented this into the solution used in Norway. The app has more than one million users at the time of writing ${ }^{9}$. As the Norwegian app is built on top of the same code base as the Danish app, we consider it to be easy to extend the adaption of anonymous tokens to their app, and most likely others as well.

We would also like to suggest new use-cases for anonymous tokens. For example, anonymous tokens can improve the privacy of users traveling with public transport. Bus or train companies may require patrons to verify their period tickets for each journey, perhaps primarily to analyze traffic data. However, this can easily reveal the routes of single users while traveling in-between their home and workplace, but also to the abortion clinic, their church or to a public demonstration etc. If all travelers with valid tickets are given a series of tokens (e.g., with public metadata being the date or week or month the ticket is valid), then these can be redeemed when boarding. This way, the companies get the statistics they are interested in, without invading the user's privacy. In general, any systems with leveled authenticated login but anonymous actions can make use of our protocols, e.g., systems with electronic locks that only care if the user has certain privileges or not. We also note that Tyagi et al. [ $\left.\mathrm{TCR}^{+} 21\right]$ detail applications of a construction similar to ours to reduce key management complexity in the OPAQUE password authenticated key exchange protocol, and to ensure stronger security for password breach alerting services.

Finally, we would like to see improvements in three directions. Firstly, the zero-knowledge proofs used by the anonymous tokens protocol with public and private metadata in Figure 7 are much larger than the ones by Kreuter et al. [KLOR20a], in contrast to our protocol with public metadata in Figure 6 achieving the exact same communication cost as Privacy Pass [DGS $\left.{ }^{+} 18\right]$. In

[^6]particular, we would like to reduce the number of proofs and extra group elements in the protocol in Section 4.3 . Secondly, we would like to provide protocols free of zero-knowledge proofs, to reduce the communication and computational cost, as provided in [KLOR20a, Section 7]. Finally, we would like to extend our protocols to achieve post-quantum security, continuing the work by Albrecht et al. [ADDS19] on lattice-based protocols.
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#### Abstract

A verifiable shuffle of known values is a method for proving that a collection of commitments opens to a given collection of known messages, without revealing a correspondence between commitments and messages. We propose the first practical verifiable shuffle of known values for lattice-based commitments. Shuffles of known values have many applications in cryptography, and in particular in electronic voting. We use our verifiable shuffle of known values to build a practical lattice-based cryptographic voting system that supports complex ballots. Our scheme is also the first construction from candidate post-quantum secure assumptions to defend against compromise of the voter's computer using return codes. We implemented our protocol and present benchmarks of its computational runtime. The size of the verifiable shuffle is $22 \tau \mathrm{~KB}$ and takes time $33 \tau \mathrm{~ms}$ for $\tau$ voters. This is around 5 times faster and $40 \%$ smaller per vote than the lattice-based voting scheme by del Pino et al. (ACM CCS 2017), which can only handle yes/no-elections.
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## 1 Introduction

A verifiable shuffle of known values is a method for proving that a collection of commitments opens to a given collection of known messages, without revealing exactly which commitment corresponds to which message.

One well-known approach is due to Neff [Nef01]: define two polynomials, one that has the known messages as its roots and another that has the values committed to as its roots. Since polynomials are stable under permutations of

[^7]their roots, it is sufficient to prove that these two polynomials have the same evaluation at a randomly chosen point.

Proving that the second polynomial has a given evaluation at a given point could be done using multiplication and addition proofs on the commitments. Usually multiplication proofs for committed values are quite expensive, while it is somewhat cheap to do proofs of linear combinations of committed values with public coefficients. Following the idea of Neff, the determinant of a particular band matrix is the difference of the two polynomials, and we show that the polynomials are equal by showing that the columns of the matrix are linearly dependent.

### 1.1 Our Contribution

Verifiable shuffle of known values. Our main contribution is a verifiable shuffle of known values for lattice-based commitments. This is the first efficient construction from a candidate post-quantum secure assumption of such a primitive. As discussed above, our construction is based on techniques originating with Neff [Nef01], although there are a number of obstacles with this approach in the lattice-based setting, where we use the commitments of Baum et al. $\left[\mathrm{BDL}^{+} 18\right]$.

First of all, many group-homomorphic commitment schemes allow either direct or very simple verification of arbitrary linear relations. No known commitment scheme secure under an assumption considered as post-quantum secure has a similar structure, which means that we must use adaptations of existing proofs for linear relations. Secondly, the underlying algebraic structure is a ring, not a field. Since we need certain elements to be invertible, we need to choose challenges from special sets of invertible elements, and carefully adapt the proof so that the correctness of the shuffle is guaranteed.

In order to make our construction practical, we use the Fiat-Shamir transform to make the underlying Zero-Knowledge proofs non-interactive. We want to stress that our proof of security only holds in the conventional Random Oracle Model, which is not a sound model when considering quantum adversaries. Constructing a post-quantum secure verifiable shuffle of known values is an interesting open problem.

Voting from lattices. Our second contribution is the first construction of a practical voting system that is suitable for more general ballots (such as various forms of ranked choice voting, perhaps in various non-trivial combinations with party lists and candidate slates) and that is secure under lattice-based assumptions.

We adopt an architecture very similar to deployed cryptographic voting systems [HR16, Gjø11]. The protocol works as follows:

- The voter's computer commits to the voter's ballot and encrypts an opening of the ballot. The commitment and ciphertext are sent to a ballot box.
- When counting starts, the ballot box removes any identifying material from the ciphertext and sends this to the shuffle server.
- The shuffle server decrypts the openings, verifies the commitments and outputs the ballots. It uses our verifiable shuffle of known values to prove that the ballots are consistent with the commitments.
- One or more auditors inspect the ballot box and the shuffle server.

For this to work, the voter's ciphertext must contain a valid opening of the voter's commitment. To achieve this, we use the verifiable encryption scheme of Lyubashevsky and Neven [LN17].

This architecture seems to be an acceptable trade-off between security and practicality. It achieves privacy for voters under the usual threat models, it provides cast-as-intended verification via return codes, it achieves coercion-resistance via revoting, and it achieves integrity as long as at least one auditor is honest. However, the architecture makes it difficult to simultaneously achieve privacy and universal verifiability. (We cannot simply publish the ballot box, the decrypted ballots and the shuffle proofs, because the shuffle server then learns who submitted which ballot, breaking privacy.) This is often not a significant problem, because coercion resistance requires keeping the decrypted ballots secret when so-called Italian attacks apply, and it is usually quite expensive to achieve universal verifiability without publishing the decrypted ballots. If Italian attacks do not apply or coercion resistance is otherwise not an issue, if one is willing to pay the price, it would be possible to distribute the decryption among two (or more) players by using nested encryption and nested commitments, after which everything could be published and universal verifiability is achieved. The cost is significant, though. Limited verifiability can be achieved in cheaper ways.

Voting with return codes. Our third contribution is the first construction of a voting system that supports so-called return codes for verifying that ballots have been cast as intended and that is based on a candidate post-quantum assumption.

One of the major challenges in using computers for voting is that computers can be compromised. Countermeasures such as Benaloh challenges do not work very well in practice, since they are hard to understand ${ }^{3}$. Return codes can provide integrity for voters with a fairly high rate of fraud detection [GL16]. Return codes do not work well with complex ballots, but our scheme could be modified to use return codes only for parts of a complex ballot.

We again use the commitments and verifiable encryption. The voter's computer commits to a pre-code and proves that this pre-code has been correctly computed from the ballot and some key material. It also verifiably encrypts an opening of this commitment. The pre-code is later decrypted and turned into a return code, which the voter can inspect.

Implementation of our voting scheme. Our fourth contribution is a concrete choice of parameters for the system along with a prototype implementation, demonstrating that the scheme is fully practical. We choose parameters in such

[^8]a way that arithmetic in the used algebraic structures can be efficiently implemented. This gives a fairly low computational cost for the scheme, so the limiting factor seems to be the size of the proofs. For elections with millions of voters, the total proof size will be measured in gigabytes, while systems based on discrete logarithms would produce much smaller proofs. Since we do not try to achieve universal verifiability, which means that proofs in our architecture are only handled by well-resourced infrastructure players, the proof size is unlikely to matter much. (If ordinary voters were to verify all the shuffle proofs, this would still not be infeasible, but it would be more of an issue.)

### 1.2 Related Work

Verifiable shuffles. The idea for a verifiable shuffle of known values that we use was introduced by Neff [Nef01]. Since [Nef01], there has been a huge body of work improving verifiable shuffles of ciphertexts, but not for constructions that use post-quantum assumptions.

Costa et al. [CMM19] use ZK proofs for lattice commitments to show a correct shuffle and re-randomization of a collection of ciphertexts. They also adopt some of the techniques from Neff, but instead of using a linear algebra argument they use multiplication proofs. This is conceptually simpler than our approach, but turns out to be less efficient even with the newer, improved multiplication proofs of [ALS20]. A related concept to the verifiable shuffle of known values is the decrypting mix-net [Cha81], which proves that the decryption of a collection of ciphertexts equals a given collection of messages. Decryption mix-nets can be very fast [BHM20], but these constructions provide guarantees of correct decryption only if at least one participant in the mix-net is honest at the time of decryption, unlike our approach which provides proper soundness even if both the ballot box and shuffle server are compromised at the time of decryption.

Candidate post-quantum cryptographic voting systems. There is a large body of academic work on cryptographic voting systems, and several systems have been deployed in practice in Europe in e.g. Estonia [HR16] and Norway [HR16, Gjø11], while Switzerland [LPT19] also planned to use an e-voting system. All of these systems make significant efforts to provide so-called cast-as-intended verification, to defend against compromise of the voter's computer. For lower-stakes elections, Helios [Adi08] has seen significant use. All of these systems have roughly the same architecture, and offer varying levels of verifiability. None of these systems are secure against quantum computers.

Many real-world political elections have ballots that are essentially very simple, such as a single yes/no question, or a $t$-out-of- $n$ structure (even though many such races can be combined to form a visually and cognitively complex ballot). However, real-world voting systems can also have more complicated ballots that cannot be decomposed to a series of simple, independent races. For example, the Australian parliamentary ballot may encode a total order on all candidates in a district, and transferable votes make counting quite complex. While work has
been done on homomorphic counting for such elections, the usual approach is to recover cleartext ballots and count them.

While it is a simple exercise to use existing theoretical constructions to build a candidate quantum-safe voting system similar to the above deployed systems, the problem is that these constructions are practically inefficient, either because they are too computationally expensive or the proofs used are too large to make verification of many such proofs practical.
del Pino et al. [dLNS17] gives a feasible construction that uses homomorphic counting, but it is only applicable to yes/no-elections (though it can be extended to 1 out of $n$ elections, at some cost). The scheme also does not try to defend against compromise of the voter's computer, limiting its applicability. Chillotti et al. [CGGI16] proposed a system based on homomorphic counting, but using fully homomorphic encryption. Again, this only supports 1 out of $n$ elections, and practical efficiency is unclear. Gjøsteen and Strand [GS17] proposed a method for counting a complex ballot using homomorphic encryption. However, their scheme is not complete and the size of the circuit makes the system barely practical.

As discussed above, existing verifiable shuffles for candidate post-quantum secure cryptosystems could be used for generic constructions. Costa et al. [CMM19] uses certain ZK proofs for lattice commitments to show a correct shuffle and rerandomization of a collection of ciphertexts. The bottleneck of their approach are the underlying rather inefficient ZK proofs. The faster construct by Strand [Str19] is too restrictive in the choice of plaintext domain. Even given that shuffle, these schemes still require a verifiable (distributed) decryption for lattice-based constructions. These, currently, do not exist.

### 1.3 Using Verifiable Shuffles of Known Values

There are many other applications of a verifiable shuffle of known values than the one that is presented in this work. We give a brief overview of three such applications.

Verifiable shuffles. One application is to build a verifiable shuffle of ciphertexts of a homomorphic encryption scheme. The idea is to provide a method for proving that one collection of ciphertexts is a re-randomization of a second collection of ciphertexts, without revealing the correspondence of the ciphertexts.

The ciphertexts of such schemes can be re-randomized by adding an encryption of 0 . The idea is then to commit to each homomorphic encryption separately and use a proof of linearity to show that the committed value is the ciphertext, plus an encryption of 0 . Depending on the commitment and homomorphic encryption scheme, this proof can be very efficient - in particular if proofs of correct encryption are "cheap" using the commitment scheme. Then, one can perform a proof of shuffle of known openings on these auxiliary commitments, which succeeds if a permutation of the re-randomized ciphertexts is revealed.

Verifiable shuffled decryption. A related concept is verifiable shuffled decryption, to prove that a collection of ciphertexts decrypt to a collection of messages.

For this, one would create auxiliary commitments to the decryptions of each ciphertext as well as make a commitment to the secret key. Using the homomorphism on the commitments, one can now show that each commitment indeed contains the correct plaintext. Then, one can apply the proof of verifiable shuffle of known values to reveal the openings of the commitments in shuffled form.

The efficiency of this approach depends again on the choice of commitment and encryption scheme, and how good they fit together in terms of homomorphically evaluating the decryption function.

Voting with less trust. The above two ideas can be used to construct a cryptographic voting system that does not rely on a single server which performs decryptions and shuffles together. Each voter would directly encrypt his ballot, instead of committing to it. These votes are then shuffled and re-randomized multiple times, before they are verifiably decrypted (using threshold decryption). Such a system would be less susceptible to attacks against the secrecy of the votes. The downside is that it needs efficient threshold verifiable decryption to protect the privacy of the ballot.

## 2 Preliminaries

### 2.1 Notation

If $\Phi$ is a probability distribution, then $z \stackrel{\$}{\leftarrow} \Phi$ denotes that $z$ was sampled according to $\Phi$. If $S$ is a finite set, then $s \stackrel{\$}{\leftarrow} S$ denotes that $s$ was sampled uniformly from the set $S$. The expressions $z \leftarrow x y$ and $z \leftarrow \operatorname{Func}(x)$ denote that $z$ is assigned the product of $x$ and $y$ and the value of the function Func evaluated on $x$, respectively.

For two matrices $\boldsymbol{A} \in S^{\alpha \times \beta}, \boldsymbol{B} \in S^{\gamma \times \delta}$ over an arbitrary ring $S$, we denote by $\boldsymbol{A} \otimes \boldsymbol{B} \in S^{(\alpha \cdot \gamma) \times(\beta \cdot \delta)}$ their tensor product, i.e. the matrix

$$
\boldsymbol{B}=\left(\begin{array}{ccc}
b_{1,1} & \ldots & b_{1, \delta} \\
\vdots & \ddots & \vdots \\
b_{\gamma, 1} & \ldots & b_{\gamma, \delta}
\end{array}\right), \quad \boldsymbol{A} \otimes \boldsymbol{B}:=\left(\begin{array}{ccc}
b_{1,1} \cdot \boldsymbol{A} \ldots & b_{1, \delta} \cdot \boldsymbol{A} \\
\vdots & \ddots & \vdots \\
b_{\gamma, 1} \cdot \boldsymbol{A} \ldots & b_{\gamma, \delta} \cdot \boldsymbol{A}
\end{array}\right) .
$$

### 2.2 The Rings $R$ and $R_{p}$

Let $p, r \in \mathbb{N}^{+}$and $N=2^{r}$. Then we define the rings $R=\mathbb{Z}[X] /\left\langle X^{N}+1\right\rangle$ and $R_{p}=R /\langle p\rangle$, that is, $R_{p}$ is the ring of polynomials modulo $X^{N}+1$ with integer coefficients modulo a prime $p$. If $p$ is congruent to $1+2 \delta \bmod 4 \delta$, for $N \geq \delta>1$ powers of 2 , then $X^{N}+1$ splits into $\delta$ irreducible factors.

We define the norms of elements $f(X)=\sum \alpha_{i} X^{i} \in R$ to be the norms of the coefficient vector as a vector in $\mathbb{Z}^{N}$ :

$$
\|f\|_{1}=\sum\left|\alpha_{i}\right| \quad\|f\|_{2}=\left(\sum \alpha_{i}^{2}\right)^{1 / 2} \quad\|f\|_{\infty}=\max _{i \in\{1, \ldots, N\}}\left\{\left|\alpha_{i}\right|\right\} .
$$

For an element $\bar{f} \in R_{p}$ we choose coefficients as the representatives in $\left[-\frac{p-1}{2}, \frac{p-1}{2}\right]$, and then compute the norms as if $\bar{f}$ is an element in $R$. For vectors $\boldsymbol{a}=\left(a_{1}, \ldots, a_{k}\right) \in R^{k}$ we define the 2-norm to be $\|\boldsymbol{a}\|_{2}=\sqrt{\sum\left\|a_{i}\right\|^{2}}$, and analogously for the $\infty$-norm. We omit the subscript in the case of the 2 -norm.

One can show that sufficiently short elements in the ring $R_{p}$ (with respect to the aforementioned norms) are invertible.

Lemma 1 ([LS18], Corollary 1.2). Let $N \geq \delta>1$ be powers of 2 and $p$ a prime congruent to $2 \delta+1 \bmod 4 \delta$. Then $X^{N}+1$ factors into $\delta$ irreducible factors $X^{N / \delta}+r_{j}$, for some $r_{j}$ 's in $R_{p}$. Additionally, any non-zero $y$ such that

$$
\|y\|_{\infty}<p^{1 / \delta} / \sqrt{\delta} \quad \text { or } \quad\|y\|<p^{1 / \delta}
$$

is invertible in $R_{p}$.
For the remaining part of this paper we will assume that the parameters $p, \delta$ and $N$ are chosen such that Lemma 1 is satisfied. We define a set of short elements

$$
D_{\beta_{\infty}}=\left\{x \in R_{p} \mid\|x\|_{\infty} \leq \beta_{\infty}\right\} .
$$

We furthermore define

$$
\mathcal{C}=\left\{c \in R_{p} \mid\|c\|_{\infty}=1,\|c\|_{1}=\nu\right\},
$$

which consists of all elements in $R_{p}$ that have trinary coefficients and are nonzero in exactly $\nu$ positions, and we denote by

$$
\overline{\mathcal{C}}=\left\{c-c^{\prime} \mid c \neq c^{\prime} \in \mathcal{C}\right\}
$$

the set of differences of distinct elements in $\mathcal{C}$. The size of $\mathcal{C}$ is $2^{\nu}\binom{N}{\nu}$. It can be seen from Lemma 1 that, for a suitable choice of parameters, we can ensure that all non-zero elements from the three sets are invertible.

We need a bound on how many roots a polynomial can have over the ring $R_{p}$. The total number of elements in the ring is $\left|R_{p}\right|=p^{N}$.
Lemma 2. Let $N \geq \delta \geq 1$ be powers of $2, p$ a prime congruent to $2 \delta+1 \bmod 4 \delta$ and $T \subseteq R_{p}$. Let $g \in R_{p}[X]$ be a polynomial of degree $\tau$. Then, $g$ has at most $\tau^{\delta}$ roots in $T$, and $\operatorname{Pr}[g(\rho)=0 \mid \rho \stackrel{\$}{\leftarrow} T] \leq \tau^{\delta} /|T|$.
Proof. First, by Lemma 1, we divide $X^{N}+1$ into $\delta$ irreducible factors $X^{N / \delta}+r_{j}$. Each of the irreducible factors contributes at most $\tau$ roots to a polynomial $g \in R_{p}[X]$ of degree $\tau$. Using the Chinese remainder theorem to combine the roots, we get that $g$ has at most $\tau^{\delta}$ roots in $R_{p}$. If we choose $\rho \stackrel{\&}{\leftarrow} R_{p}$ uniformly at random, the probability that this is a root of $g$ is the total number of roots divided by the size of the ring. Since $T$ is a subset of $R_{p}$, it can contain at most as many roots as $R_{p}$ itself.

### 2.3 The Discrete Gaussian Distribution

The continuous normal distribution over $\mathbb{R}^{k}$ centered at $\boldsymbol{v} \in \mathbb{R}^{k}$ with standard deviation $\sigma$ is given by

$$
\rho(\boldsymbol{x})_{\boldsymbol{v}, \sigma}^{N}=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(\frac{-\|\boldsymbol{x}-\boldsymbol{v}\|^{2}}{2 \sigma^{2}}\right)
$$

When sampling randomness for our lattice-based commitment and encryption schemes, we'll need samples from the discrete Gaussian distribution. This distribution is achieved by normalizing the continuous distribution over $R^{k}$ by letting

$$
\mathcal{N}_{\boldsymbol{v}, \sigma}^{k}(\boldsymbol{x})=\frac{\rho_{\boldsymbol{v}, \sigma}^{k N}(\boldsymbol{x})}{\rho_{\sigma}^{k N}\left(R^{k}\right)} \text { where } \boldsymbol{x} \in R^{k} \text { and } \rho_{\sigma}^{k N}\left(R^{k}\right)=\sum_{\boldsymbol{x} \in R^{k}} \rho_{\sigma}^{k N}(\boldsymbol{x})
$$

When $\sigma=1$ or $\boldsymbol{v}=\mathbf{0}$, they are omitted.

### 2.4 Knapsack Problems

We first define the Search Knapsack problem in the $\ell_{2}$ norm, also denoted as SKS ${ }^{2}$. The SKS ${ }^{2}$ problem is exactly the Module-SIS problem in its Hermite Normal Form.

Definition 1. The $\mathrm{SKS}_{n, k, \beta}^{2}$ problem is to find a short vector $\boldsymbol{y}$ satisfying $\left[\begin{array}{ll}\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}\end{array}\right]$. $\boldsymbol{y}=\mathbf{0}^{n}$ for a given random matrix $\boldsymbol{A}^{\prime}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{SKS}_{n, k, \beta}^{2}$ problem if

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\left\|y_{i}\right\|_{2} \leq \beta \wedge & \boldsymbol{A}^{\prime} \leftarrow R_{q}^{n \times(k-n)} ; \\
{\left[\begin{array}{cc}
\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}
\end{array}\right] \cdot \boldsymbol{y}=\mathbf{0}^{n}} & \mathbf{0} \neq \boldsymbol{y}=\left[y_{1}, \ldots, y_{k}\right]^{\top} \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime}\right)
\end{array}\right] \geq \epsilon
$$

Additionally, we define the Decisional Knapsack problem in the $\ell_{\infty}$ norm $\left(\mathrm{DKS}^{\infty}\right)$. The $\mathrm{DKS}^{\infty}$ problem is equivalent to the Module-LWE problem when the number of samples is limited.

Definition 2. The $\mathrm{DKS}_{n, k, \beta}^{\infty}$ problem is to distinguish the distribution $\left[\begin{array}{ll}\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}\end{array}\right]$. $\boldsymbol{y}$ for a short $\boldsymbol{y}$ from the uniform distribution when given $\boldsymbol{A}^{\prime}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{DKS}_{n, k, \beta}^{\infty}$ problem if

$$
\begin{aligned}
& \left\lvert\, \operatorname{Pr}\left[b=1 \mid \boldsymbol{A}^{\prime} \leftarrow R_{q}^{n \times(k-n)} ; \boldsymbol{y} \leftarrow D_{\beta}^{k} ; b \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime},\left[\begin{array}{ll}
\boldsymbol{I}_{n} & \left.\left.\left.\boldsymbol{A}^{\prime}\right] \cdot \boldsymbol{y}\right)\right] \\
- & \operatorname{Pr}\left[b=1 \mid \boldsymbol{A}^{\prime} \leftarrow R_{q}^{n \times(k-n)} ; \boldsymbol{u} \leftarrow R_{q}^{n} ; b \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime}, \boldsymbol{u}\right)\right] \mid \geq \epsilon
\end{array}\right.\right.\right.\right.
\end{aligned}
$$

## 3 Lattice-Background: Commitments and ZK Proofs

We first introduce the commitments of Baum et al. $\left[\mathrm{BDL}^{+} 18\right]$, and continue with a zero-knowledge proof protocol of linear relation over the ring $R_{p}$ using these commitments. The protocol is implicitly mentioned in $\left[\mathrm{BDL}^{+} 18\right]$.

### 3.1 Lattice-Based Commitments

Algorithms. The scheme consists of three algorithms: KeyGen $_{\mathrm{C}}$, Com, and Open for key generation, commitments and verifying an opening, respectively. We describe these algorithms for committing to one message, and refer to [ $\left.\mathrm{BDL}^{+} 18\right]$ for more details.

KeyGen $_{\mathrm{C}}$ outputs a public matrix $\boldsymbol{B}$ over $R_{p}$ of the form

$$
\begin{aligned}
\boldsymbol{B}_{1} & =\left[\begin{array}{ll}
\boldsymbol{I}_{n} & \boldsymbol{B}_{1}^{\prime}
\end{array}\right] & & \text { where } \boldsymbol{B}_{1}^{\prime} \stackrel{\$}{\leftarrow} R_{p}^{n \times(k-n)} \\
\boldsymbol{b}_{2} & =\left[\begin{array}{lll}
\mathbf{0}^{n} & 1 & \boldsymbol{b}_{2}^{\prime}
\end{array}\right] & & \text { where }\left(\boldsymbol{b}_{2}^{\prime}\right)^{\top} \stackrel{\$}{\leftarrow} R_{p}^{(k-n-1)},
\end{aligned}
$$

for width $k$ and height $n+1$ of the public key pk $:=\boldsymbol{B}=\left[\begin{array}{l}\boldsymbol{B}_{1} \\ \boldsymbol{b}_{2}\end{array}\right]$.
Com commits to messages $m \in R_{p}$ by sampling an $\boldsymbol{r}_{m} \stackrel{\$}{\leftarrow} D_{\beta_{\infty}}^{k}$ and computing

$$
\operatorname{Com}\left(m ; \boldsymbol{r}_{m}\right)=\boldsymbol{B} \cdot \boldsymbol{r}_{m}+\left[\begin{array}{c}
\mathbf{0} \\
m
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{c}_{1} \\
c_{2}
\end{array}\right]=\llbracket m \rrbracket .
$$

Com outputs $\llbracket m \rrbracket$ and $d=\left(m ; \boldsymbol{r}_{m}, 1\right)$.
Open verifies whether an opening $\left(m ; \boldsymbol{r}_{m}, f\right)$ with $f \in \overline{\mathcal{C}}$ is a valid opening of $\boldsymbol{c}_{1}, c_{2}$ by checking if

$$
f \cdot\left[\begin{array}{l}
\boldsymbol{c}_{1} \\
c_{2}
\end{array}\right] \stackrel{?}{=} \boldsymbol{B} \cdot \boldsymbol{r}_{m}+f \cdot\left[\begin{array}{c}
0 \\
m
\end{array}\right]
$$

and that $\left\|\boldsymbol{r}_{m}[i]\right\| \leq 4 \sigma_{\mathrm{C}} \sqrt{N}$ for $i \in[k]$ with $\sigma_{\mathrm{C}}=11 \cdot \beta_{\infty} \cdot \nu \cdot \sqrt{k N}$. Open outputs 1 if all these conditions hold, and 0 otherwise.

Baum et al. $\left[\mathrm{BDL}^{+} 18\right]$ proved the security properties of the commitment scheme with respect to the knapsack problems (which in turn are versions of standard Module-SIS/Module-LWE problems) defined in Section 2.4. More concretely, they showed that any algorithm $\mathcal{A}$ that efficiently solves the hiding property can be turned into an algorithm $\mathcal{A}^{\prime}$ solving $\mathrm{DKS}_{n+1, k, \beta_{\infty}}^{\infty}$ with essentially the same runtime and success probability. Furthermore, any algorithm $\mathcal{A}$ that efficiently solves the binding problem can be turned into an algorithm $\mathcal{A}^{\prime \prime}$ solving $\mathrm{SKS}_{n, k, 16 \sigma_{\mathrm{C}} \sqrt{\nu N}}^{2}$ with the same success probability.

The commitments $\left[\mathrm{BDL}^{+} 18\right]$ have a weak additively homomorphic property:
Proposition 1. Let $\boldsymbol{z}_{0}=\operatorname{Com}\left(m ; \boldsymbol{r}_{m}\right)$ be a commitment with opening $\left(m ; \boldsymbol{r}_{m}, f\right)$ and let $\boldsymbol{z}_{1}=\operatorname{Com}(\rho ; \mathbf{0})$. Then $\boldsymbol{z}_{0}-\boldsymbol{z}_{1}$ is a commitment with opening $\left(m-\rho ; \boldsymbol{r}_{m}, f\right)$.

The proof follows from the linearity of the verification algorithm.

### 3.2 Zero-Knowledge Proof of Linear Relations

Let $\llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket$ be commitments as above such that $x^{\prime}=\alpha x+\beta$ for some public $\alpha, \beta \in R_{p}$. Then $\Pi_{\text {Lin }}$ in Figure 1 shows a zero-knowledge proof of knowledge (ZKPoK) of this fact (it is an adapted version of the linearity proof in [ $\left.\mathrm{BDL}^{+} 18\right]$ ). The proof is a $\Sigma$ protocol that aborts ${ }^{4}$ with a certain probability to achieve the zero-knowledge property. For the protocol in Figure 1 we define

$$
\llbracket x \rrbracket=\operatorname{Com}(x ; \boldsymbol{r})=\left[\begin{array}{l}
\boldsymbol{c}_{1} \\
c_{2}
\end{array}\right] \quad, \quad \llbracket x^{\prime} \rrbracket=\operatorname{Com}\left(x^{\prime} ; \boldsymbol{r}^{\prime}\right)=\left[\begin{array}{l}
\boldsymbol{c}_{1}^{\prime} \\
c_{2}^{\prime}
\end{array}\right] .
$$



Fig. 1: Protocol $\Pi_{\text {Lin }}$ is a Sigma-protocol to prove the relation $x^{\prime}=\alpha x+\beta$, given the commitments $\llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket$ and the scalars $\alpha, \beta$.

In $\left[\mathrm{BDL}^{+} 18\right]$ the authors show that a version of $\Pi_{\text {Lin }}$ is a Honest-Verifier ZeroKnowledge Proof of Knowledge for the aforementioned commitment scheme. This can directly be generalized to relations of the form $\alpha \cdot \tilde{x}+\beta$ as follows:

Lemma 3. Let $\alpha, \beta, \llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket$ be defined as above. Then $\Pi_{\text {Lin }}$ is a HVZK proof of the relation

$$
R_{\text {Lin }}=\left\{(s, w) \left\lvert\, \begin{array}{l}
s=\left(\alpha, \beta, \llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket, \boldsymbol{B}_{1}, \boldsymbol{b}_{2}\right), w=\left(\tilde{x}, \tilde{\boldsymbol{r}}, \tilde{\boldsymbol{r}}^{\prime}, f\right), \\
\operatorname{Open}(\llbracket x \rrbracket, \tilde{x}, \tilde{\boldsymbol{r}}, f)=\operatorname{Open}\left(\llbracket x^{\prime} \rrbracket, \alpha \cdot \tilde{x}+\beta, \tilde{\boldsymbol{r}}^{\prime}, f\right)=1
\end{array}\right.\right\} .
$$

[^9]The proof for this is exactly the same as in $\left[\mathrm{BDL}^{+} 18\right]$, and we do only sketch it now: assume that we can rewind an efficient poly-time prover and obtain two accepting transcripts with the same first message $\boldsymbol{t}, \boldsymbol{t}^{\prime}, u$ but differing $d, \bar{d}$ (as well as responses $\boldsymbol{z}, \boldsymbol{z}^{\prime}, \overline{\boldsymbol{z}}, \overline{\boldsymbol{z}}^{\prime}$ ). Then one can extract valid openings $(\tilde{x} ; \tilde{\boldsymbol{r}}, f)$ and $\left(\alpha \tilde{x}+\beta ; \tilde{\boldsymbol{r}}^{\prime}, f\right)$ for $\llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket$ respectively as follows: From the two accepting transcripts and the equations checked by the verifier we can set $f=d-\bar{d}$, $\tilde{\boldsymbol{r}}=\boldsymbol{z}-\overline{\boldsymbol{z}}, \tilde{\boldsymbol{r}}^{\prime}=\boldsymbol{z}^{\prime}-\overline{\boldsymbol{z}}^{\prime}$ where it must hold that

$$
\alpha\left\langle\boldsymbol{b}_{2}, \tilde{\boldsymbol{r}}\right\rangle-\left\langle\boldsymbol{b}_{2}, \tilde{\boldsymbol{r}}^{\prime}\right\rangle \stackrel{?}{=} f\left(\alpha c_{2}+\beta-c_{2}^{\prime}\right)
$$

By setting $\tilde{x}=c_{2}-f^{-1}\left\langle\boldsymbol{b}_{2}, \tilde{\boldsymbol{r}}\right\rangle$ and $\tilde{x}^{\prime}=c_{2}^{\prime}-f^{-1}\left\langle\boldsymbol{b}_{2}, \tilde{\boldsymbol{r}}^{\prime}\right\rangle$, we then have that $\alpha x+\beta=x^{\prime}$ by the aforementioned equation. The validity and bounds of the opening follow from the same arguments as in $\left[\mathrm{BDL}^{+} 18\right]$.

Compression. Using the techniques from [GLP12,BG14], as already mentioned in $\left[\mathrm{BDL}^{+} 18\right.$, Section 5.3], allows to compress the non-interactive version of the aforementioned zero-knowledge proof. The main idea is that the prover only hashes the parts of the proof that got multiplied by the uniformly sampled part $\boldsymbol{B}_{1}^{\prime}$ of $\boldsymbol{B}_{1}$, and that the verifier only checks an approximate equality with these when recomputing the challenge. We do the following changes to the protocol.

The prover samples vectors $\boldsymbol{y}, \boldsymbol{y}^{\prime}$ of dimension $k-n$ according to $\sigma_{\mathrm{C}}$, then computes $\boldsymbol{t}=\boldsymbol{B}_{1}^{\prime} \boldsymbol{y}$ and $\boldsymbol{t}^{\prime}=\boldsymbol{B}_{1}^{\prime} \boldsymbol{y}^{\prime}$. Note that $u$ is computed as before, as the $n$ first values of $\boldsymbol{b}_{2}$ are zero. Then $\boldsymbol{z}$ and $\boldsymbol{z}^{\prime}$ are computed as earlier, but are of dimension $k-n$ instead of $k$. The prover computes the challenge $d$ as

$$
d=\mathrm{H}\left(\boldsymbol{B}, \llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket, \alpha, \beta, u,\lfloor\boldsymbol{t}\rceil_{\gamma},\left\lfloor\boldsymbol{t}^{\prime}\right\rceil_{\gamma}\right)
$$

where $\gamma \in \mathbb{N}$ and $\lfloor\cdot\rceil_{\gamma}$ denotes rounding off the least $\gamma$ bits.
To make sure that the non-interactive proof can be verified, we must ensure that $d$ can be re-computed from the public information. Let $\hat{\boldsymbol{t}}=\boldsymbol{B}_{1}^{\prime} \boldsymbol{z}-d \boldsymbol{c}_{1}$ and $\hat{\boldsymbol{t}}^{\prime}=\boldsymbol{B}_{1}^{\prime} \boldsymbol{z}^{\prime}-d \boldsymbol{c}_{1}^{\prime}$ and observe that $\hat{\boldsymbol{t}}[i]-\boldsymbol{t}[i]=d \boldsymbol{r}[i]$, for each coordinate $i \in[n]$, and similar for $\hat{\boldsymbol{t}}^{\prime}$ and $\boldsymbol{t}^{\prime}$. For honestly generated randomness, for each $i \in[k]$, we have that $\|\boldsymbol{r}[i]\| \leq \beta_{\infty} \sqrt{N}$, and since $d \in \overline{\mathcal{C}}$, we have that $\|d\|=\sqrt{\nu}$. It follows that $\|d \boldsymbol{r}[i]\|_{\infty} \leq \beta_{\infty} \sqrt{\nu N}$, and similar for $d \boldsymbol{r}^{\prime}[i]$. When hashing $\boldsymbol{t}$ and $\boldsymbol{t}^{\prime}$ to get the challenge $d$, we then remove the $\gamma=\left\lceil\log \beta_{\infty} \sqrt{\nu N}\right\rceil$ lower bits of each coordinate first, to ensure that both the prover and the verifier compute on the same value. Hence, before outputting the proof, the prover will also test that

$$
\begin{aligned}
d^{\prime} & =\mathrm{H}\left(\boldsymbol{B}, \llbracket x \rrbracket, \llbracket x^{\prime} \rrbracket, \alpha, \beta, \hat{u},\left\lfloor\boldsymbol{B}_{1}^{\prime} \boldsymbol{z}-d \boldsymbol{c}_{1}\right\rceil_{\gamma},\left\lfloor\boldsymbol{B}_{1}^{\prime} \boldsymbol{z}^{\prime}-d \boldsymbol{c}_{1}^{\prime}\right\rceil_{\gamma}\right), \text { where } \\
\hat{u} & =\alpha\left\langle\left[\begin{array}{ll}
1 & \boldsymbol{b}_{2}^{\prime}
\end{array}\right], \boldsymbol{z}\right\rangle-\left\langle\left[\begin{array}{ll}
1 & \left.\left.\boldsymbol{b}_{2}^{\prime}\right], \boldsymbol{z}^{\prime}\right\rangle-\left(\alpha c_{2}+\beta-c_{2}^{\prime}\right) d .
\end{array}\right.\right.
\end{aligned}
$$

The prover then outputs the proof $\left(d, \boldsymbol{z}, \boldsymbol{z}^{\prime}\right)$ if $d=d^{\prime}$ and $\|\boldsymbol{z}[i]\|,\left\|\boldsymbol{z}^{\prime}[i]\right\| \leq$ $2 \sigma_{\mathrm{C}} \sqrt{N}$ (when setting up the check as in [GLP12, BG14], then the test will fail with probability at most $1 / 2$ ), and the verifier will make the same checks to validate it. The proof size is reduced from $k$ to $k-n$ Gaussian-distributed ring-elements, making the proof size a total of $2(k-n) \log \left(6 \sigma_{\mathrm{C}}\right)$ bits.

## 4 Protocol: Zero-Knowledge Proof of Correct Shuffle

In this section we present the shuffle protocol for openings of commitments. We construct a public-coin $4+3 \tau$-move protocol ${ }^{5}$ such that the commit-challengeresponse stages require the prover to solve a system of linear equations in order to prove a correct shuffle. Our construction extends Neff's construction [Nef01] to the realm of post-quantum assumptions.

The proof of shuffle protocol will use the commitments defined in Section 3. For the shuffle proof to work, the prover $\mathcal{P}$ and verifier $\mathcal{V}$ receive commitments $\left\{\llbracket m_{i} \rrbracket\right\}_{i=1}^{\tau} . \mathcal{P}$ also receives the set of openings $\left\{\left(m_{i}, \boldsymbol{r}_{i}\right)\right\}_{i=1}^{\tau}$ as well as a permutation $\pi \in S_{\tau}$. Additionally, both parties also obtain $\left\{\hat{m}_{i}\right\}_{i=1}^{\tau}$.

The goal is to ensure that the following relation $R_{\text {Shuffle }}$ holds:

$$
R_{\text {Shuffle }}=\left\{\begin{array}{l|l}
(s, w) & \begin{array}{l}
s=\left(\llbracket m_{1} \rrbracket, \ldots, \llbracket m_{\tau} \rrbracket, \hat{m}_{1}, \ldots, \hat{m}_{\tau}, \hat{m}_{i} \in R_{p}\right), \\
w=\left(\pi, f_{1}, \ldots, f_{\tau}, \boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{\tau}\right), \pi \in S_{\tau}, \\
\forall i \in[\tau]: \operatorname{Open}\left(\llbracket m_{\pi^{-1}(i)} \rrbracket, \hat{m}_{i}, \boldsymbol{r}_{i}, f_{i}\right)=1
\end{array}
\end{array}\right\} .
$$

To use the idea of Neff, all $\hat{m}_{i}$ messages involved have to be invertible. However, this may not be the case for arbitrary ring elements. We start by showing that if $\mathcal{V}$ samples a random $\rho$ in $R_{p}$ then all $\hat{m}_{i}-\rho$ will be invertible with high probability:

Proposition 2. Let $N \geq \delta \geq 1$ be powers of 2, p a prime congruent to $2 \delta+$ $1 \bmod 4 \delta$. Then

$$
\operatorname{Pr}_{x_{1}, \ldots, x_{\tau} \in R_{p}}\left[x_{1}-\rho, \ldots, x_{\tau}-\rho \text { invertible in } R_{p} \mid \rho \stackrel{\Phi}{\leftarrow} R_{p}\right] \geq\left(1-p^{-N / \delta}\right)^{\delta \cdot \tau} \text {. }
$$

Plugging in realistic parameters ( $p \approx 2^{32},, N=2014, \delta=2, \tau=1,000,000$ ) we see that the probability of of all $\hat{m}_{i}-\rho$ being simultaneously invertible is essentially 1 .

Proof. By assumption, $R_{p}$ factors into $\delta$ irreducible factors. The number of invertible elements in each factor of $R_{p}$ is exactly $p^{N / \delta}-1$, and hence, the total number of invertible elements in $R_{p}$ is $\left(p^{N / \delta}-1\right)^{\delta}$. Dividing by the total number of elements in each factor of $R_{p}$ and multiplying the probability by itself $\tau$ times then gives us that the probability of all $x_{i}-\rho$ being invertible is bounded below by

$$
\left[\left(\frac{p^{N / \delta}-1}{p^{N / \delta}}\right)^{\delta}\right]^{\tau}=\left(1-p^{-N / \delta}\right)^{\delta \cdot \tau} .
$$

The first step for our shuffle protocol will be that $\mathcal{V}$ picks a random appropriate $\rho \stackrel{\&}{\leftarrow} R_{p}$ and sends $\rho$ to $\mathcal{P}$. $\mathcal{P}$ and $\mathcal{V}$ then locally compute the values $\hat{M}_{i}, M_{i}$

[^10]by setting $M_{i}=m_{i}-\rho, \hat{M}_{i}=\hat{m}_{i}-\rho$. The proof, on a high level, then shows that $\prod_{i} M_{i}=\prod_{i} \hat{M}_{i}$. This is in fact sufficient, as the $m_{i}, \hat{m}_{i}$ can be considered as roots of polynomials of degree $\tau$. By subtracting $\rho$ from each such entry and multiplying the results we obtain the evaluation of these implicit polynomials in the point $\rho$, and if the $\hat{m}_{i}$ are not a permutation of the $m_{i}$ then these implicit polynomials will be different. At the same time, the number of points on which both polynomials can agree is upper-bounded as shown in Lemma 2.

| Prover $\mathcal{P}$ |  | Verifier $\mathcal{V}$ |
| :---: | :---: | :---: |
|  | $\rho$ | $\rho \stackrel{\&}{\leftarrow} R_{p} \backslash\left\{\hat{m}_{i}\right\}_{i=1}^{\top}$ |
| $\hat{M}_{i}=\hat{m}_{i}-\rho$ |  | $\begin{aligned} & \hat{M}_{i}=\hat{m}_{i}-\rho \\ & {\left[M_{i} \rrbracket=\left[m_{i}\right]-\rho\right.} \end{aligned}$ |
| $M_{i}=m_{i}-\rho$ |  |  |
| $\theta_{i} \stackrel{\&}{\leftarrow} R_{p}, \forall i \in[\tau-1]$ |  |  |
| Compute $\llbracket D_{i} \rrbracket$ as in Eq. (1), i.e. |  |  |
| $\llbracket D_{1} \rrbracket=\llbracket \theta_{1} \hat{M}_{1} \rrbracket, \llbracket D_{\tau} \rrbracket=\llbracket \theta_{\tau-1} M_{\tau} \rrbracket$, |  |  |
| $\llbracket D_{i} \rrbracket=\llbracket \theta_{i-1} M_{i}+\theta_{i} \hat{M}_{i} \rrbracket$ for $i \in[\tau-1] \backslash\{1\}$ | $\xrightarrow{\left\{\left[D_{i}\right]\right\}_{i=1}^{\top}}$ |  |
|  | $\beta$ | $\beta \stackrel{\&}{\leftarrow} R_{p}$ |
| Compute $s_{i}, \forall i \in[\tau-1]$ as in (3). | $\xrightarrow{\left\{s_{i}\right\}_{i=1}^{\text {T-1 }}}$ |  |
|  |  | Use $\Pi_{\text {Lin }}$ to prove that |
|  |  | (1) $\beta \llbracket M_{1} \rrbracket+s_{1} \hat{M}_{1}=\llbracket D_{1} \rrbracket$ |
|  |  | (2) $\forall i \in[\tau-1] \backslash\{1\}: s_{i-1} \llbracket M_{i} \rrbracket+s_{i} \hat{M}_{i}=\llbracket D_{i} \rrbracket$ |
|  |  | (3) $s_{\tau-1} \llbracket M_{\tau} \rrbracket+(-1)^{\tau} \beta \hat{M}_{\tau}=\llbracket D_{\tau} \rrbracket$ |
|  |  | i.e. all equations from (2) |
|  |  | return accept iff all instances of $\Pi_{\text {Lin }}$ are accepting |

Fig. 2: The public-coin zero-knowledge protocol of correct shuffle $\Pi_{\text {Shuffle }}$.

Our public-coin zero-knowledge protocol proves this identity of evaluations of these two polynomials by showing that a particular set of linear relations (2) is satisfied (we will show later how it is related to the aforementioned product of $M_{i}$ and $\hat{M}_{i}$ ).

As a first step, $\mathcal{P}$ draws $\theta_{i} \stackrel{\$}{\leftarrow} R_{p}$ uniformly at random for each $i \in\{1, \ldots, \tau\}$, and computes the commitments

$$
\begin{align*}
& \llbracket D_{1} \rrbracket \\
& \forall j \in\left\{2, \ldots, \theta_{1} \hat{M}_{1} \rrbracket\right.  \tag{1}\\
&\forall-1\}: \llbracket D_{j} \rrbracket=\llbracket \theta_{j-1} M_{j}+\theta_{j} \hat{M}_{j} \rrbracket \\
& \llbracket D_{\tau} \rrbracket=\llbracket \theta_{\tau-1} M_{\tau} \rrbracket .
\end{align*}
$$

$\mathcal{P}$ then sends these commitments $\left\{\llbracket D_{i} \rrbracket\right\}_{i=1}^{\tau}$ to the verifier ${ }^{6} \mathcal{V}$, which in turn chooses a challenge $\beta \in R_{p}$, whereupon $\mathcal{P}$ computes $s_{i} \in R_{q}$ such that the following equations are satisfied:

[^11]\[

$$
\begin{align*}
\beta M_{1}+s_{1} \hat{M}_{1} & =\theta_{1} \hat{M}_{1} \\
\forall j \in\{2, \ldots, \tau-1\}: s_{j-1} M_{j}+s_{j} \hat{M}_{j} & =\theta_{j-1} M_{j}+\theta_{j} \hat{M}_{j}  \tag{2}\\
s_{\tau-1} M_{\tau}+(-1)^{\tau} \beta \hat{M}_{\tau} & =\theta_{\tau-1} M_{\tau}
\end{align*}
$$
\]

To verify the relations, $\mathcal{P}$ uses the protocol $\Pi_{\text {Lin }}$ from Section 3 to prove that the content of each commitment $\llbracket D_{i} \rrbracket$ is such that $D_{i}, M_{i}$ and $\hat{M}_{i}$ satisfies the equations (2). The protocol ends when $\mathcal{V}$ has verified all the $\tau$ linear equations in (2). In order to compute the $s_{i}$ values, we can use the following fact:

Lemma 4. Choosing

$$
\begin{equation*}
s_{j}=(-1)^{j} \cdot \beta \prod_{i=1}^{j} \frac{M_{i}}{\hat{M}_{i}}+\theta_{j} \tag{3}
\end{equation*}
$$

for all $j \in 1, \ldots, \tau-1$ yields a valid assignment for Equation (2).
Proof. The correctness of this choice follows directly by considering all three cases: For the first case, we have that

$$
\begin{aligned}
\beta M_{1}+s_{1} \hat{M}_{1} & =\beta M_{1}+\left(-\beta M_{1} / \hat{M}_{1}+\theta_{1}\right) \hat{M}_{1} \\
& =\theta_{1} \hat{M}_{1} .
\end{aligned}
$$

In the second case, it holds that

$$
\begin{aligned}
s_{j-1} M_{j}+s_{j} \hat{M}_{j} & =\left((-1)^{j-1} \beta \prod_{i=1}^{j-1} M_{i} / \hat{M}_{i}+\theta_{j-1}\right) M_{j}+\left((-1)^{j} \beta \prod_{i=1}^{j} M_{i} / \hat{M}_{i}+\theta_{1}\right) \hat{M}_{j} \\
& =\theta_{j-1} M_{j}+\theta_{j} \hat{M}_{j}
\end{aligned}
$$

where the $\beta$-terms cancel. For the third case, since $\frac{M_{1} \cdots M_{\tau}}{\hat{M}_{1} \cdots \hat{M}_{\tau-1}}=\hat{M}_{\tau}$ so

$$
\begin{aligned}
s_{\tau-1} M_{\tau}+(-1)^{\tau} \beta \hat{M}_{\tau} & =\left((-1)^{\tau-1} \beta \prod_{i=1}^{\tau-1} M_{i} / \hat{M}_{i}+\theta_{\tau-1}\right) M_{\tau}+(-1)^{\tau} \beta \hat{M}_{\tau} \\
& =\theta_{\tau-1} M_{\tau}
\end{aligned}
$$

From Lemma 4 it is clear that the protocol is indeed complete. Interestingly, this choice of $s_{j}$ also makes these values appear random: each $s_{j}$ is formed by adding a fixed term to a uniformly random private value $\theta_{j}$. This will be crucial to show the zero-knowledge property. For the soundness, we get the following:

Lemma 5. Assume that the commitment scheme is binding and that $\Pi_{\text {Lin }}$ is a sound proof of knowledge for the relation $R_{\text {Lin }}$ except with probability $t$. Then the protocol in Figure 2 is a sound proof of knowledge for the relation $R_{\text {Shuffle }}$ except with probability $\epsilon \leq \frac{\tau^{\delta}+1}{\left|R_{p}\right|}+4 \tau t$.

Proof. To prove the statement, we will construct a PPT algorithm $\mathcal{E}$ called extractor which interacts with $\mathcal{P}^{*}$ in a black-box manner and which will output a witness $w$ for a statement $s$ such that $(s, w) \in R_{\text {Shuffle }}$ given that $\mathcal{P}^{*}$ wins for a given $s$ with more than the stated probability. The expected runtime of $\mathcal{E}$ is $\operatorname{poly}(\tau, t) / \epsilon$. The extractor algorithm will proceed as follows:

1. Construct sub-extractors $\mathcal{E}_{i}$ which for each $i \in[\tau]$ do the following:
(a) Run instances with an arbitrary randomness tape for $\mathcal{P}^{*}$ as well as arbitrary challenges until an accepting transcript is found.
(b) Upon finding an accepting transcript, rewind $\mathcal{P}^{*}$ until after the first message in the $i$ th instance of $\Pi_{\text {Lin }}$ was sent. Then probe for a second challenge for the $i$ th proof that leads to an accepting transcript ${ }^{7}$.
2. Subtract $\rho_{i}$ from all $M_{i}$ where $\rho_{i}$ is the value used by the extractor $\mathcal{E}_{i}$. Then for each $\llbracket m_{i} \rrbracket$ let the opening be ( $m_{i} ; \boldsymbol{r}_{i}, f_{i}$ ). If the $m_{i}$ are indeed a permutation of the $\hat{m}_{i}$ then output the respective $w=\left(\pi, f_{1}, \ldots, f_{\tau}, \boldsymbol{r}, \ldots, \boldsymbol{r}_{\tau}\right)$.

We will first argue why the above algorithm is expected polynomial-time: The runtime of each $\mathcal{E}_{i}$ is expected polynomial time by a standard heavy-row argument, as we only need to rewind on a specific instance only. Applying the heavy-row argument is possible as the success probability of $\mathcal{P}^{*}$ is above $4 t$ (we lose a factor of 4 in the heavy-row argument). We now argue why also Step 2 is polynomial-time i.e. that $\mathcal{E}$ outputs a witness.

Let us assume we would create two transcripts for an identical $\rho$ but differing $\beta, \beta^{\prime}$ where we rewind $\mathcal{P}^{*}$. We would then obtain different $s_{i}, s_{i}^{\prime}$ such that all the equations are proven by $\mathcal{P}^{*}$ with $\Pi_{\text {Lin }}$. From the soundness of $\Pi_{\text {Lin }}$ we obtain:

1. $\beta M_{1}+s_{1} \hat{M}_{1}=D_{1}$ and $\beta^{\prime} M_{1}+s_{1}^{\prime} \hat{M}_{1}=D_{1}$,
2. $\forall i \in[\tau-1] \backslash\{1\}: s_{i-1} M_{i}+s_{i} \hat{M}_{i}=D_{i}$ and $s_{i-1}^{\prime} M_{i}+s_{i}^{\prime} \hat{M}_{i}=D_{i}$,
3. $s_{\tau-1} M_{\tau}+(-1)^{\tau} \beta \hat{M}_{\tau}=D_{\tau}$ and $s_{\tau-1}^{\prime} M_{\tau}+(-1)^{\tau} \beta^{\prime} \hat{M}_{\tau}=D_{\tau}$.

Subtracting the equations with identical $D_{i}$ on the right-hand side yields the following system of $\tau$ linear equations:

$$
\left[\begin{array}{cccccc}
M_{1} & \hat{M}_{1} & 0 & \ldots & 0 & 0  \tag{4}\\
0 & M_{2} & \hat{M}_{2} & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & M_{\tau-1} & \hat{M}_{\tau-1} \\
(-1)^{\tau} \hat{M}_{\tau} & 0 & 0 & \ldots & 0 & M_{\tau}
\end{array}\right]\left[\begin{array}{c}
\beta-\beta^{\prime} \\
s_{1}-s_{1}^{\prime} \\
\vdots \\
s_{\tau-2}-s_{\tau-2}^{\prime} \\
s_{\tau-1}-s_{\tau-1}^{\prime}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{c}
\end{array}\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
0
\end{array}\right] .\right.
$$

We can directly see from the above that all $M_{i}, s_{i}-s_{i}^{\prime}$ must be non-zero and that therefore $s_{i} \neq s_{i}^{\prime}$ : From the last equation and the assumption that $\beta \neq \beta^{\prime}$

[^12]we know that $M_{\tau} \times\left(s_{\tau-1}-s_{\tau-1}^{\prime}\right) \neq 0$ as $\hat{M}_{\tau}$ is invertible. From the second-tolast equation and due to the invertibility of $\hat{M}_{\tau-1}$ the same holds for $M_{\tau-1}$ and $s_{\tau-2}-s_{\tau-2}^{\prime}$. By induction, this applies to all values.

By a standard rule from linear algebra, we know that if $\operatorname{det}(\boldsymbol{M}) \neq 0$ then $\mathbf{0}$ is the only element in the kernel of $\boldsymbol{M}$, while $\boldsymbol{c} \neq \mathbf{0}$. Therefore, $\operatorname{det}(\boldsymbol{M})=0$. We explicitly compute $\operatorname{det}(\boldsymbol{M})$ using the Laplace expansion obtained by removing the first column (and then all rows successively). As most of the cofactors are 0 , we obtain $0=\operatorname{det}(\boldsymbol{M})=M_{1} \cdot \operatorname{det}\left(\boldsymbol{M}_{1}\right)+(-1)^{2 \tau+1} \cdot \operatorname{det}\left(\boldsymbol{M}_{2}\right)$ where

$$
\boldsymbol{M}_{1}=\left[\begin{array}{ccccc}
M_{2} & \hat{M}_{2} \ldots & 0 & 0 \\
0 & M_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & M_{\tau-1} & \hat{M}_{\tau-1} \\
0 & 0 & \ldots & 0 & M_{\tau}
\end{array}\right], \quad \boldsymbol{M}_{2}=\left[\begin{array}{ccccc}
\hat{M}_{1} & 0 & \ldots & 0 & 0 \\
M_{2} & \hat{M}_{2} & \ldots & 0 & 0 \\
0 & M_{3} & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & M_{\tau-1} & \hat{M}_{\tau-1}
\end{array}\right] .
$$

Clearly $\operatorname{det}\left(\boldsymbol{M}_{1}\right)=M_{2} \cdots M_{\tau}$ and $\operatorname{det}\left(\boldsymbol{M}_{2}\right)=\hat{M}_{1} \cdots \hat{M}_{\tau-1}$ and therefore $\operatorname{det}(\boldsymbol{M})=$ $\prod_{i=1}^{\tau} M_{i}-\prod_{i=1}^{\tau} \hat{M}_{j}$ and $\prod_{i=1}^{\tau} M_{i}=\prod_{i=1}^{\tau} \hat{M}_{j} \neq 0$. Define the two polynomials

$$
g(X)=\prod_{i=1}^{\tau}\left(m_{i}-X\right), \text { and } \hat{g}(X)=\prod_{i=1}^{\tau}\left(\hat{m}_{i}-X\right),
$$

that is, $g(X)$ and $\hat{g}(X)$ are the polynomials which have $m_{i}$ and $\hat{m}_{i}$ as their roots, respectively. If there exists no permutation such that $\hat{m}_{i}=m_{\pi(i)}, \forall i=1, \ldots, \tau$, then $g(\rho)=\hat{g}(\rho)$ (i.e. $\operatorname{det}(\boldsymbol{M})=0$ ) for at most $\tau^{\delta}$ choices of $\rho$ according to Lemma 2. Due to the lower-bound on the success probability of $\mathcal{P}^{*}$ there must exist accepting transcripts for more than $\tau^{\delta}$ choices of $\rho$ with more than one accepting choice of $\beta$ where all instances of $\Pi_{\text {Lin }}$ prove correct. Then, by the above argument and because the commitment scheme is binding, it must hold that the values extracted by $\mathcal{E}$ indeed are a permutation of the $\hat{m}_{i}$.

From Lemmas 4 and 5 we get the following theorem:
Theorem 1. Assume that $\left(\mathrm{KeyGen}_{\mathrm{C}}\right.$, Com, Open) is a secure commitment scheme with $\Pi_{\text {Lin }}$ as a HVZK Proof of Knowledge of the relation $\mathcal{R}_{\text {Lin }}$ with soundness error $t$. Then the protocol $\Pi_{\text {Shuffe }}$ is an HVZK Proof of Knowledge for the relation $\mathcal{R}_{\text {Shuffle }}$ with soundness error $\left(\tau^{\delta}+1\right) /\left|R_{p}\right|+4 \tau t$.

The proof of completeness and HVZK can be found in Appendix A.

## 5 Applications to Electronic Voting

We now construct an e-voting protocol by combining the shuffle protocol from Section 4 with a verifiable encryption scheme and a return code mechanism.

Towards this end, consider the shuffled openings of commitments as the outcome of the election, meaning that each commitment will contain a vote.

Commitments are not sufficient for a voting system, and we also need encryptions of the actual ballots and these must be tied to the commitments, so that the shuffling server can open the commitments without anyone else being able to. We use a version of the verifiable encryption scheme by Lyubashevsky and Neven [LN17] to verifiably encrypt openings under a public key that belongs to the shuffle server. We also reuse the verifiable encryption to get a system for return codes. The return code computation is done in two stages, where the first stage is done on the voter's computer, and the second stage is done by an infrastructure player. The voter's computer commits to its result and verifiably encrypts an opening of that commitment for the infrastructure player. Then it proves that the commitment contains the correct value.

We will now describe the verifiable encryption scheme that we use as well as the return code mechanism in more detail, before explaining how to construct the full e-voting protocol.

### 5.1 Verifiable Encryption

In a verifiable encryption scheme, anyone can verify that the encrypted plaintext has certain properties. We use a version of [LN17] where we use a generalization of the [LPR13, BGV12] encryption system. The reason is that in [LN17] the public key only consists of single polynomials of degree $N$, requiring that the plaintext vector must also be a multiple of $N$ - which might not always be the case as in our setting.

In our setting, the goal is to show that the plaintext is a value $\boldsymbol{\mu} \in D_{\beta_{\infty}}^{\kappa}$ such that

$$
\begin{equation*}
\boldsymbol{T} \boldsymbol{\mu}=\boldsymbol{u} \bmod p \tag{5}
\end{equation*}
$$

for some fixed $\boldsymbol{T}, \boldsymbol{u}$ and where $\boldsymbol{T} \in R_{p}^{\lambda \times \kappa}$. Using the construction of [LN17], one can show a weaker version of the statement, namely that decryption yields a small $\bar{\mu}$ and $\bar{c} \in \overline{\mathcal{C}}$ over $R_{p}$ such that

$$
\begin{equation*}
\boldsymbol{T} \overline{\boldsymbol{\mu}}=\bar{c} \boldsymbol{u} \bmod p \tag{6}
\end{equation*}
$$

We will see that this will be sufficient for our voting scheme ${ }^{8}$.
The [LN17] verifiable encryption scheme consists of 4 algorithms: Key generation KeyGen ${ }_{V}$, encryption Enc, verification Ver and decryption Dec. We will first describe the underlying non-verifiable encryption scheme and then explain how it is made verifiable.

The encryption, verification and decryption algorithms are described in Figures 3, 4 and 5 respectively. Here, encryption follows [LPR13, BGV12] but additionally computes a NIZK that the plaintext is a valid preimage of Equation 5 and also bounded. Ver validates the NIZK, while Dec decrypts to a short plaintext that is valid under Equation 6.

[^13]To generate a public key $(\boldsymbol{A}, \boldsymbol{t})$ for the verifiable encryption scheme one samples $\boldsymbol{A} \leftarrow R_{q}^{\ell \times \ell}$ uniformly at random as well as $s_{1}, s_{2} \leftarrow D_{1}^{\ell}$, setting $\boldsymbol{t} \leftarrow$ $\boldsymbol{A} \boldsymbol{s}_{1}+\boldsymbol{s}_{2}$ and outputting $(\boldsymbol{A}, \boldsymbol{t})$ as public key as well as $\boldsymbol{s}_{\mathbf{1}}$ as private key. To encrypt a single message $\mu \in D_{\beta_{\infty}}$, first sample $\boldsymbol{r}, \boldsymbol{e} \leftarrow D_{1}^{\ell}, e^{\prime} \leftarrow D_{1}$ and then compute

$$
\left[\begin{array}{c}
\boldsymbol{v} \\
w
\end{array}\right]=\left[\begin{array}{c}
p\left(\boldsymbol{A}^{\top} \boldsymbol{r}+\boldsymbol{e}\right) \bmod q \\
p\left(\langle\boldsymbol{t}, \boldsymbol{r}\rangle+e^{\prime}\right)+\mu \bmod q
\end{array}\right] .
$$

To decrypt a ciphertext $(\boldsymbol{v}, w) \in R_{q}^{\ell} \times R_{q}$ compute

$$
w-\left\langle\boldsymbol{v}, \boldsymbol{s}_{1}\right\rangle \bmod q \bmod p=\left(p\left(\left\langle\boldsymbol{r}, \boldsymbol{s}_{2}\right\rangle+e^{\prime}-\left\langle\boldsymbol{e}, \boldsymbol{s}_{1}\right\rangle\right)+\mu \bmod q\right) \bmod p=\mu
$$

where the last equality holds if $\left\|p\left(\left\langle\boldsymbol{r}, \boldsymbol{s}_{2}\right\rangle+e^{\prime}-\left\langle\boldsymbol{e}, \boldsymbol{s}_{1}\right\rangle+\mu\right)\right\|_{\infty}<q / 2$.
To encrypt a vector $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{\kappa}\right) \in D_{\beta_{\infty}}^{\kappa}$ we can abbreviate our equations in matrix notation in the following way:

$$
\left[\begin{array}{cccc}
\boldsymbol{A}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & p \boldsymbol{I}_{\ell \cdot \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa}  \tag{7}\\
\boldsymbol{t}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & \mathbf{0}^{\kappa \times(\ell \cdot \kappa)} & p \boldsymbol{I}_{\kappa} & \boldsymbol{I}_{\kappa}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{r} \\
\boldsymbol{e} \\
\boldsymbol{e}^{\prime} \\
\boldsymbol{\mu}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{w}
\end{array}\right] \bmod q
$$

for $\boldsymbol{r}, \boldsymbol{e} \stackrel{\$}{\leftarrow} D_{1}^{\ell \cdot \kappa}, \boldsymbol{e}^{\prime} \stackrel{\$}{\leftarrow} D_{1}^{\kappa}$ and where $\boldsymbol{v} \in R_{q}^{\ell \cdot \kappa}, \boldsymbol{w} \in R_{q}^{\kappa}$. For decryption we get:

$$
\boldsymbol{\mu}[i]=\boldsymbol{w}[i]-\left\langle\boldsymbol{s}_{1}, \hat{\boldsymbol{v}}_{i}\right\rangle \bmod q \bmod p
$$

where $\hat{\boldsymbol{v}}_{i}=[\boldsymbol{v}[(i-1) \cdot \ell+1], \boldsymbol{v}[(i-1) \cdot \ell+2], \ldots, \boldsymbol{v}[i \cdot \ell]]^{\top}$ which follows from the definition of the tensor product. For correctness, the aforementioned decryption bound generalizes to

$$
\left\|p\left(\left\langle\hat{\boldsymbol{r}}_{i}, \boldsymbol{s}_{2}\right\rangle+\boldsymbol{e}^{\prime}[i]-\left\langle\hat{\boldsymbol{e}}, \boldsymbol{s}_{1}\right\rangle\right)+\boldsymbol{\mu}[i]\right\|_{\infty}<q / 2
$$

where $\hat{\boldsymbol{r}}_{i}, \hat{\boldsymbol{e}}_{i}$ are analogously defined to $\hat{\boldsymbol{v}}_{i}$. Using standard bounds on $\infty$-norms of products of elements in $R_{p}$, this directly translates into the requirement that $q>2 p\left(2 \ell \cdot N^{2} \cdot \beta_{\infty}^{2}+N+1\right)$.

To make this verifiable, we will use a NIZK which shows for a ciphertext $\boldsymbol{v}, \boldsymbol{w}$ that the sender knows $\boldsymbol{r}, \boldsymbol{e}, \boldsymbol{e}^{\prime}, \boldsymbol{\mu}$ that are bounded such that
$-\boldsymbol{r}, \boldsymbol{e}, \boldsymbol{e}^{\prime}, \boldsymbol{\mu}$ are a preimage of $\boldsymbol{v}, \boldsymbol{w}$ modulo $q$ as in Equation 7.

- $\boldsymbol{\mu}$ fulfills equation (5) modulo $p$.

To prove both relations simultaneously we use a standard lattice-based zeroknowledge proof for the specific relation, and by using the Fiat-Shamir transform [FS87] this then becomes non-interactive. As mentioned before, the output of Dec will be a witness for Equation 6, i.e. it will also contain the additional factor $\bar{c}$.

We now argue that our modified scheme [LN17] is still secure.
First of all, the encryption scheme (as the authors of [BGV12] show) can be generalized to work with the generalized M-LWE assumption ${ }^{9}$. As the actual

[^14]matrix dimensions for the encryption scheme do not change between our instance of the verifiable encryption scheme and [LN17] the same security proof still applies with respect to privacy.

The verifiability and thus decryption of the above construction directly follows from the original proof, as neither of the conditions of [LN17, Lemma 3.1] are altered by changing the matrix structure. Furthermore, as we will choose $\ell=2$ in our setting even this $R_{q}$ of smaller dimension than in the original work has a large enough challenge space necessary for the (non-)interactive proofs to be sound. We will therefore be able to basically rely on the same security analysis as [LN17] and can essentially re-use their parameters (with some slightly increased $p, q$ ).

There are multiple parameter restrictions in [LN17] in order to achieve security. These also apply to our setting:

1. The underlying encryption scheme must safely be able to encrypt and decrypt messages from $R_{p}^{\kappa}$. For this, we obviously need that message and noise, upon decryption, do not "overflow" $\bmod q$ while the noise at the same time must be large enough such that the underlying MLWE-problem is hard. For concrete parameters, the latter can be established by e.g. using the LWE Estimator [APS15]. For correctness of the decryption alone, we require that the decryption of a correct encryption must yield ${ }^{10}$ a value $<q / 2$. This also means that the decryption algorithm will always terminate for $\bar{c}=1$ in case the encryptor is honest.
2. The NIZK requires "quasi-unique responses", which (as the authors of [LN17] argue) it will have with overwhelming probability over the choice of $\boldsymbol{A}$ as long as $24 \sigma_{\mathrm{E}}^{2}<q$.

Encrypting openings of commitments. We want to make sure that the voter actually knows his vote, and that the commitment and the opening of the commitment are well-formed. We also want to ensure that the ciphertext actually contains a valid opening of the commitment. This can be achieved if the voter creates a proof that the underlying plaintext is an opening of the commitment. Then the ballot box can ensure that the shuffle server will be able to decrypt the vote and use it in the shuffle protocol. Note that the voter may send a wellformed but invalid vote, but then the shuffle server can publicly discard that vote later, and everyone can check that the vote indeed was invalid.

Recall that the commitment is of the form

$$
\operatorname{Com}\left(m ; \boldsymbol{r}_{m}\right)=\left[\begin{array}{l}
\boldsymbol{c}_{1} \\
c_{2}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{B}_{1} \\
\boldsymbol{b}_{2}
\end{array}\right] \cdot \boldsymbol{r}_{m}+\left[\begin{array}{c}
\mathbf{0} \\
m
\end{array}\right]
$$

The value $\boldsymbol{c}_{1}$ serves to bind the committer to a single choice of $\boldsymbol{r}_{m}$, while $c_{2}$ hides the actual message using the unique $\boldsymbol{r}_{m}$. Fixing $\boldsymbol{r}_{m}$ fixes $m$ uniquely, and $m$ can indeed be recovered using $\boldsymbol{r}_{m}$ only. The idea is to use the verifiable

[^15]```
Input: Public key \(\mathrm{pk}=(\boldsymbol{A}, \boldsymbol{t}, p, q)\), pair \((\boldsymbol{T}, \boldsymbol{u}), \boldsymbol{\mu} \in D_{\beta}^{\kappa}\) such that
\(\boldsymbol{T} \boldsymbol{\mu}=\boldsymbol{u}\), hash function \(H:\{0,1\}^{*} \rightarrow \mathcal{C}\),
\(\sigma_{\mathrm{E}}=11 \cdot \max _{c \in \mathcal{C}}\|c\| \cdot \sqrt{\kappa N(3+\beta)}\)
Output: ciphertext \((\boldsymbol{v}, \boldsymbol{w}, c, \boldsymbol{z}) \in R_{q}^{\ell \cdot \kappa} \times R_{q}^{\kappa} \times \mathcal{C} \times R^{(2 \ell+2) \kappa}\)
1: \(\boldsymbol{r}, \boldsymbol{e} \stackrel{\$}{\stackrel{\ell \cdot \kappa}{\leftarrow}} \boldsymbol{D}_{1}^{\prime} \stackrel{\$}{\leftarrow} D_{1}^{\kappa}\)
2: \(\quad\left[\begin{array}{c}\boldsymbol{v} \\ \boldsymbol{w}\end{array}\right] \leftarrow\left[\begin{array}{ccc}\boldsymbol{A}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & p \boldsymbol{I}_{\ell \cdot \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} \\ \boldsymbol{0}^{(\ell \cdot \kappa) \times \kappa} \\ \boldsymbol{t}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & \mathbf{0}^{\kappa \times(\ell \cdot \kappa)} & p \boldsymbol{I}_{\kappa} \\ \boldsymbol{I}_{\kappa}\end{array}\right]\left[\boldsymbol{r} \boldsymbol{e} \boldsymbol{e}^{\prime} \boldsymbol{\mu}\right]^{\top}\)
\(3: \quad \boldsymbol{y} \leftarrow\left[\boldsymbol{y}_{\boldsymbol{r}} \boldsymbol{y}_{\boldsymbol{e}} \boldsymbol{y}_{\boldsymbol{e}^{\prime}} \boldsymbol{y}_{\boldsymbol{\mu}}\right]^{\top} \stackrel{\$}{\leftarrow} D_{R^{(2 \ell+2) \kappa}, \mathbf{0}, \sigma_{\mathrm{E}}}\)
\(4: \quad \boldsymbol{Y} \leftarrow\left[\begin{array}{cccc}\boldsymbol{A}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & p \boldsymbol{I}_{\ell \cdot \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} \\ \boldsymbol{t}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & \mathbf{0}^{\kappa \times(\ell \cdot \kappa)} & p \boldsymbol{I}_{\kappa} & \boldsymbol{I}_{\kappa} \\ \mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times \kappa} & \boldsymbol{T}\end{array}\right]\left[\begin{array}{llll}\boldsymbol{y}_{\boldsymbol{r}} \boldsymbol{y}_{\boldsymbol{e}} \boldsymbol{y}_{\boldsymbol{e}^{\prime}} \boldsymbol{y}_{\boldsymbol{\mu}}\end{array}\right]^{\top} \begin{aligned} & \bmod q \\ & \bmod q \\ & \bmod p\end{aligned}\)
\(5: \quad c \leftarrow H\left(\left[\begin{array}{cccc}\boldsymbol{A}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & p \boldsymbol{I}_{\ell \cdot \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} \\ \boldsymbol{t}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & \mathbf{0}^{\kappa \times(\ell \cdot \kappa)} & p \boldsymbol{I}_{\kappa} & \boldsymbol{I}_{\kappa} \\ \mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times \kappa} & \boldsymbol{T}\end{array}\right],\left[\begin{array}{c}\boldsymbol{v} \\ \boldsymbol{w} \\ \boldsymbol{u}\end{array}\right], \boldsymbol{Y}\right)\)
6: \(\boldsymbol{s} \leftarrow\left[\boldsymbol{r} \boldsymbol{e} \boldsymbol{e}^{\prime} \boldsymbol{\mu}\right]^{\top} c\)
7: \(\quad z \leftarrow s+y\)
8: With probability \(1-\min \left(1, \frac{D_{R^{(2 \ell+2)_{\kappa}, \mathbf{0}, \sigma_{\mathrm{E}}}}(\boldsymbol{z})}{3 \cdot D_{R^{(2 \ell+2)^{\kappa}, \boldsymbol{s}, \sigma_{\mathrm{E}}}}(\boldsymbol{z})}\right)\) goto 3
\(9: \quad\) if \(\|\boldsymbol{z}\|_{\infty} \geq 6 \sigma_{\mathrm{E}}\) goto 3 , else return \(\boldsymbol{e}=(\boldsymbol{v}, \boldsymbol{w}, c, \boldsymbol{z})\)
```

Fig. 3: The verifiable encryption algorithm Enc.

```
Input: Secret key sk \(=\left(\boldsymbol{s}_{1}\right)\), pair \(x=(\boldsymbol{T}, \boldsymbol{u})\),
ciphertext \(t=(\boldsymbol{v}, \boldsymbol{w}, c, \boldsymbol{z}), C=\max _{c \in \overline{\mathcal{C}}}\|c\|_{\infty}\)
if \(\operatorname{Ver}(t, x, \mathrm{pk})=1\) then
    while
        \(c^{\prime} \stackrel{\&}{\leftarrow} \mathcal{C}\)
        \(\bar{c} \leftarrow c-c^{\prime}\)
        \(\overline{\boldsymbol{m}}[i] \leftarrow\left(\boldsymbol{w}-\left\langle\boldsymbol{s}_{1}, \boldsymbol{v}_{i}\right\rangle\right) \bar{c} \bmod q\) for all \(i \in[\kappa]\)
        if \(\|\overline{\boldsymbol{m}}\|_{\infty} \leq q / 2 C\) and \(\|\overline{\boldsymbol{m}} \bmod p\|_{\infty}<12 \sigma_{E}\) then
            return \((\overline{\boldsymbol{m}} \bmod p, \bar{c})\)
```

Fig. 4: Algorithm Dec for decryption of a ciphertext.

```
Input: ciphertext t=(v,\boldsymbol{w},c,\boldsymbol{z})\in\mp@subsup{R}{q}{\ell\cdot\kappa}\times\mp@subsup{R}{q}{\kappa}\times\mp@subsup{R}{q}{}\times\mp@subsup{R}{}{(2\ell+2)\kappa},\mathrm{ language element }x=(\boldsymbol{T},\boldsymbol{u})\mathrm{ ,}
public key pk =(\boldsymbol{A},\boldsymbol{t},p,q)
1: if }|\boldsymbol{z}\mp@subsup{|}{\infty}{}>6\cdot\mp@subsup{\sigma}{\textrm{E}}{}\mathrm{ then return 0
```



```
3: if c\not=\textrm{H}([\begin{array}{cccc}{\mp@subsup{\boldsymbol{A}}{}{\top}\otimes(p\mp@subsup{\boldsymbol{I}}{\kappa}{})}&{p\mp@subsup{\boldsymbol{I}}{\ell\cdot\kappa}{}}&{\mp@subsup{\boldsymbol{0}}{(\ell\cdot\kappa)\times\kappa}{(\ell)}}&{\mp@subsup{\boldsymbol{0}}{(\ell\cdot\kappa)\times\kappa}{(</}}\\{\mp@subsup{\boldsymbol{t}}{}{\top}\otimes(p\mp@subsup{\boldsymbol{I}}{\kappa}{})}&{\mp@subsup{\mathbf{0}}{}{\kappa\times(\ell\cdot\kappa)}}&{p\mp@subsup{\boldsymbol{I}}{\kappa}{}}&{\mp@subsup{\boldsymbol{I}}{\kappa}{}}\\{\mp@subsup{\mathbf{0}}{}{\lambda\times(\ell\cdot\kappa)}}&{\mp@subsup{\mathbf{0}}{}{\lambda\times(\ell\cdot\kappa)}}&{\mp@subsup{\mathbf{0}}{}{\lambda\times\kappa}}&{\boldsymbol{T}}\end{array}],[\begin{array}{c}{\boldsymbol{v}}\\{\boldsymbol{w}}\\{\boldsymbol{u}}\end{array}],\boldsymbol{Z})\mathrm{ then return 0}
4: return 1
```

Fig. 5: Algorithm Ver for verification of a ciphertext.
encryption scheme to encrypt the opening $\boldsymbol{r}_{m}$, and prove that the voter knows a witness for the relation $\boldsymbol{c}_{1}=\boldsymbol{B}_{\mathbf{1}} \boldsymbol{r}_{m} \bmod p$ where $\boldsymbol{r}_{m}$ is bounded. Any such randomness could then be used to uniquely open the commitment.

To encrypt the opening $\boldsymbol{r}_{m}$ verifiably, Step 4 in Figure 3 is now the system

$$
\left[\begin{array}{c}
\boldsymbol{v} \\
\boldsymbol{w} \\
\boldsymbol{c}_{1}
\end{array}\right]=\left[\begin{array}{cccc}
\boldsymbol{A}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & p \boldsymbol{I}_{\ell \cdot \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} & \mathbf{0}^{(\ell \cdot \kappa) \times \kappa} \\
\boldsymbol{t}^{\top} \otimes\left(p \boldsymbol{I}_{\kappa}\right) & \mathbf{0}^{\kappa \times(\ell \cdot \kappa)} & p \boldsymbol{I}_{\kappa} & \boldsymbol{I}_{\kappa} \\
\mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times(\ell \cdot \kappa)} & \mathbf{0}^{\lambda \times \kappa} & \boldsymbol{B}_{1}
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{r} \\
\boldsymbol{e} \\
\boldsymbol{e}^{\prime} \\
\boldsymbol{r}_{m}
\end{array}\right]
$$

Note that the encryption of the opening $\boldsymbol{r}_{m}$ now contains two parts: $\boldsymbol{v}$ and $\boldsymbol{w}$ correspond to the ciphertext of the encryption while $\boldsymbol{c}_{1}$ corresponds to the verification of the opening of the commitment.

### 5.2 Return Codes

In the case of a malicious computer, we need to make sure that the voter can detect if the encrypted vote being sent to the ballot box is not an encryption of the correct ballot. We achieve this by giving the voter a pre-computed table of return codes which he can use for verification. The return codes are generated per voter, using a voter-unique blinding-key and a system-wide PRF-key.

A commitment to the blinding key is made public. The computer gets the blinding-key and must create a pre-code by blinding the ballot with the blindingkey. The computer also generates commitments to the ballot and the pre-code, along with a proof that the pre-code has been generated correctly. Anyone with an opening of the pre-code commitment and the PRF-key can now generate the correct return code without learning anything about the ballot.

Defining the Return Code. Assume that the voters have $\omega$ different options in the election. Let $\hat{v}_{1}, \hat{v}_{2}, \ldots, \hat{v}_{\omega} \in R_{p}$ be ballots, let $a_{j} \in R_{p}$ be a blinding-key for a voter $V_{j}$ and let $\operatorname{PRF}_{k}:\{0,1\}^{*} \times R_{p} \rightarrow\{0,1\}^{n}$ be a pseudo-random function, instantiated with a PRF-key $k$, from pairs of binary strings and elements from $R_{p}$ to the set of binary strings of length $n$. The pre-code $\hat{r}_{i j}$ corresponding to the ballot $\hat{v}_{i}$ is $\hat{r}_{i j}=a_{j}+\hat{v}_{i} \bmod p$. The return code $r_{i j}$ corresponding to the ballot $\hat{v}_{i}$ is $r_{i j}=\operatorname{PRF}_{k}\left(V_{j}, \hat{r}_{i j}\right)$.

Let $\boldsymbol{c}_{a_{j}}, \boldsymbol{c}_{j}$ and $\boldsymbol{c}_{\hat{r}_{j}}$ be commitments to the blinding key $a_{j}$, the ballot $v_{j} \in\left\{\hat{v}_{1}, \ldots, \hat{v}_{\omega}\right\}$ and the pre-code $\hat{r}_{j}=a_{j}+v_{j} \bmod p$. It is now clear that we can prove that a given $\hat{r}_{j}$ value has been correctly computed by giving a proof of linearity that $a_{j}+v_{j}=\hat{r}_{j}$. This can be done either by adding the commitments $\boldsymbol{c}_{a_{j}}$ and $\boldsymbol{c}_{j}$ together directly to get a commitment $\boldsymbol{c}_{a_{j}+v_{j}}$ with larger randomness (if the choice of parameters allows for the sum of the randomness to be a valid opening of the commitment) and then prove the equality of the committed messages, or to extend the proof of linearity to handle three terms. Our return code construction is now straight-forward.

A commitment $\boldsymbol{c}_{a_{j}}$ to voter $V_{j}$ 's voter-unique blinding key $a_{j}$ is public. The voter $V_{j}$ 's computer will get the voter-unique blinding-key $a_{j}$ together with the
randomness used to create $\boldsymbol{c}_{a_{j}}$. It has already created a commitment $\boldsymbol{c}_{j}$ to the ballot $v_{j}$. It will compute the pre-code $\hat{r}_{j}=a_{j}+v_{j}$, a commitment $\boldsymbol{c}_{\hat{r}_{j}}$ to $\hat{r}_{j}$ and a proof $\Pi_{\hat{r}_{j}}$ of knowledge of the opening of that sum. Finally, it will verifiably encrypt as $\boldsymbol{e}_{\hat{r}_{j}}$ the opening of $\boldsymbol{c}_{\hat{r}_{j}}$ with the return code generator's public key.

The return code generator receives $V_{j}, \boldsymbol{c}_{\hat{r}_{j}}, \boldsymbol{c}_{j}, \boldsymbol{e}_{\hat{r}_{j}}$ and $\Pi_{\hat{r}_{j}}$. It verifies the proof and the encryption, and then decrypts the ciphertext to get $\hat{r}_{j}$. It computes the return code as $r_{j}=\operatorname{PRF}_{k}\left(V_{j}, \hat{r}_{j}\right)$.

Note that if a voter re-votes (such as when exposed to coercion), the return code generator would be able to learn something about the ballots involved. The return code mechanism can be extended for re-voting using higher degree polynomials to hide the vote.

### 5.3 The Voting Scheme

We get our e-voting protocol by combining the shuffle protocol with the verifiable encryption scheme and the return code construction. A complete description of this protocol can be found in Figure 6 and in Appendix B. All communication happens over secure channels. We discuss the privacy, integrity and coercion resistance of the voting scheme in detail in Appendix B.

Registration phase. The only thing that happens in this phase is key generation. Every player generates their own key material and publishes the public keys and any other commitments.

The voter's computer, the return code generator and a trusted printer then use a multi-party computation protocol ${ }^{11}$ to compute the ballot-return code pairs for the voter, such that only the trusted printer learns the pairs. The trusted printer then sends these pairs to the voter through a secure channel. We emphasize that for many voters, the registration phase likely requires significant computational resources for the return code generator and the trusted printer. In practice, the voter's computer will usually play a minor role in this key generation.

Casting a ballot. The voter begins the ballot casting by giving the ballot $v_{j}$ to the voter's computer.

The voter's computer has the per-voter secret key material, and gets the ballot $v_{j}$ to be cast from the voter. It computes the pre-code $\hat{r}$ and generates commitments $\boldsymbol{c}_{j}$ and $\boldsymbol{c}_{\hat{r}}$ to the ballot and the pre-code, respectively. It creates a proof $\Pi_{\hat{r}}$ that the pre-code has been correctly computed (with respect to the commitments). It creates a verifiable encryption $\boldsymbol{e}_{j}$ of an opening of $\boldsymbol{c}_{j}$ to $v_{j}$ under the shuffle server's public key, and a verifiable encryption $\boldsymbol{e}_{\hat{r}}$ of an opening of $\boldsymbol{c}_{\hat{r}}$ under the return code generator's public key. It then signs all of

[^16]

Fig. 6: Complete voting protocol. A voter $V_{j}$ gives a vote $v_{j}$ to their computer $D$. The value $\boldsymbol{d}_{j}$ is the opening of the commitment $\boldsymbol{c}_{j}$. The public keys for commitments and encryption are assumed known to all parties. Signatures are omitted: $D$ signs the vote to be verified by the ballot box $B$ and the return code server $R$, while $R$ signs the incoming votes and sends the signature in return, via $B$, to $D$ to confirm that the vote is received. Both $B$ and $R$ sends the commitments of the votes to authorities $A$ to verify consistent views. After all votes are cast, $B$ forwards them to the shuffle server $S$, stripping away the voters id's and signatures.
these values, together with its identity and every public key and commitment used to create the proofs. We note that the voter's identity and relevant keys and commitments are included in the proofs used. (This is not an artifact of making the security proof work, but it prevents real-world attacks.)

The computer sends the commitments, encryptions, proofs and signature to the ballot box. The ballot box verifies the signature and the proofs. Then it sends everything to the return code generator.

The return code generator verifies the signature and the proofs. Then it decrypts the opening of $\boldsymbol{e}_{\hat{r}}$ and computes the return code from $\hat{r}$. It hashes everything and creates a signature on the hash. It sends the return code to the voter's phone and the signature to the ballot box. The ballot box verifies the return code generator's signature on the hash. Then it sends the return code generator's signature to the voter's computer.

The voter's computer verifies the return code generator's signature and then shows the hash and the signature to the voter as the transcript. The voter checks
that the computer accepts the ballot as cast. When the phone displays the return code $r$, the voter accepts the ballot as cast if $\left(v_{j}, r\right)$ is in the return code table.

Tallying. When the tally phase begins, the ballot box sends everything from every successful ballot casting to the auditors. It extracts the commitments to the ballots and the encrypted openings (without any proofs), organizes them into a sorted list of commitment-ciphertext pairs and sends the sorted list to the shuffle server. The return code generator sends everything from every successful ballot casting to the auditors. The shuffle server receives a sorted list of commitmentciphertext pairs from the ballot box. It hashes the list and sends a hash to the auditors. The shuffle server waits for the auditors to accept provisionally.

An auditor receives data from the ballot box and the return code generator, and a hash from the shuffle server. If the data from the ballot box and the return code generator agree, the auditor extracts the sorted commitment-ciphertext pairs from the data, hashes it and compares the result with the hash from the shuffle server. If it matches, the auditor provisionally accepts.

When the shuffle server receives the provisional accept, it decrypts the commitment openings and verifies that the openings are valid. For any invalid opening, it sends the commitment-ciphertext pair and the opening to the auditors. It then sorts the ballots and creates a shuffle proof for the ballots and the commitments. It then counts the ballots to get the election result and sends the ballots, the shuffle proof and the result to the auditors.

An auditor receives the ballots, the shuffle proof and the result from the shuffle server. It verifies the proof and that the election result is correct. It extracts the hashes (but not the signatures) signed by the return code generator from the ballot box data and creates a sorted list of hashes. It signs the hash list and the result and send both signature and hash list to the shuffle server. Once the shuffle server has received signatures and hash lists from every auditor, it verifies that the hash lists are identical and that the signatures verify. It then outputs the result, the hash list and the auditors' signatures as the transcript.

Verification. The voter has the transcript output by the voter's computer and the transcript output by the shuffle server. It first verifies that the hash from the computer's transcript is present in the shuffle server's hash list. Then it verifies all the signatures. If everything checks out, the voter accepts.

## 6 Performance

As outlined in our construction, we are nesting the commitment scheme of $\left[\mathrm{BDL}^{+} 18\right]$ into the encryption scheme of [LN17]. To determine secure while not enormously big parameters for our scheme, we need to first make sure that we have sufficiently large parameters to ensure both binding and hiding of the commitments for which we will use the "optimal" parameter set of $\left[\mathrm{BDL}^{+} 18\right]$ (but with twice the standard deviation to keep the probability of abort in the rejection sampling down to 3 trials for the proofs of linearity) which is both

| Parameter | Explanation | Constraints |
| :---: | :---: | :---: |
| $N, \delta$ | Degree of polynomial $X^{N}+1$ in $R$ | $N \geq \delta \geq 1$, where $N, \delta$ powers of two |
| $p$ | Modulus for commitments | Prime $p=2 \delta+1 \bmod 4 \delta$ |
| $\beta_{\infty}$ | $\infty$-norm bound of certain elements | Choose $\beta_{\infty}$ such that $\beta_{\infty}<p^{1 / \delta} / \sqrt{\delta}$ |
| $\sigma_{\mathrm{C}}$ | Standard deviation of discrete Gaussians | Chosen to be $\sigma_{\mathrm{C}}=22 \cdot \nu \cdot \beta_{\infty} \cdot \sqrt{k N}$ |
| $k$ | Width (over $R_{p}$ ) of commitment matrix |  |
| $n$ | Height (over $R_{p}$ ) of commitment matrix |  |
| $\nu$ | Maximum $l_{1}$-norm of elements in $\mathcal{C}$ | Challenge space |
| $\mathcal{C}$ | The set of differences $\mathcal{C}-\mathcal{C}$ excluding 0 | $\mathcal{C}=\left\{c \in R_{p} \mid\\|c\\|_{\infty}=1,\\|c\\|_{1}=\nu\right\}$ |
| $\overline{\mathcal{C}}$ | Tet of elements of $\infty-$ norm at most $\beta_{\infty}$ | $\overline{\mathcal{C}}=\left\{c-c^{\prime} \mid c \neq c^{\prime} \in \mathcal{C}\right\}$ |
| $D_{\beta_{\infty}}$ | Standard deviation of discrete Gaussians | Chosen to be $\sigma_{\mathrm{E}}=11 \cdot \nu \cdot \sqrt{\kappa N\left(3+\beta_{\infty}\right)}$ |
| $\sigma_{\mathrm{E}}$ | Stand $=\left\{x \in R_{p} \mid\\|x\\|_{\infty} \leq \beta_{\infty}\right\}$ |  |
| $\kappa$ | Dimension of message space in encryption | Equal to the length of randomness $k$ |
| $\ell$ | Dimension the encryption matrix | Equal to the size of the commitments $k-n$ |
| $\lambda$ | Dimension of public $\boldsymbol{u}$ in $\boldsymbol{T} \boldsymbol{\mu}=\boldsymbol{u}$ | Equal to the height $n+1$ of the commitment matrix |
| $q$ | Modulus for encryption | Must choose prime $q$ such that $q>24 \sigma_{\mathrm{E}}^{2}$ |
|  | and $q>2 p\left(2 \ell \cdot N^{2} \cdot \beta_{\infty}^{2}+N+1\right)$ |  |
| $\tau$ | Total number of votes | For soundness we need $\left(\tau^{\delta}+1\right) /\left\|R_{p}\right\|<2^{-128}$ |

Table 1: Parameters for the commitment and verifiable encryption schemes.
computationally binding and hiding (see Table 2). The LWE-estimator [APS15] estimates at least 100 bits of security with these parameters. We then instantiate the verifiable encryption scheme with compatible parameters, which is possible due to our generalization of [LN17]. The verifiable encryption scheme will then yield decryptions with an $\infty$-norm that is way below the bound for which the commitment scheme is binding, so any valid decryption which differs from the original vote would break the binding of the commitment scheme. In general, the instantiation of the encryption scheme offers much higher security than the commitment scheme, but the choice of parameters are restricted by the constraints from combining it with the commitments.

### 6.1 Size

Size of the Votes. Note that each ciphertext $\boldsymbol{e}$ includes both the encrypted opening $(\boldsymbol{v}, \boldsymbol{w})$ and the proof of valid opening $(c, \boldsymbol{z})$. Using a lattice based signature scheme like Falcon- $768\left[\mathrm{PFH}^{+} 17\right]$, we have signatures of size $\approx 1 \mathrm{~KB}$. The voter verifiability protocol requires a commitment, an encryption + proof, and a proof of linearity. It follows that a vote $\left(\boldsymbol{c}_{j}, \boldsymbol{e}_{j}, \boldsymbol{c}_{\hat{r}}, \boldsymbol{e}_{\hat{r}}, \Pi_{\hat{r}}\right)$ is of total size $\approx 240$ KB , which means that, for $\tau$ voters, the ballot box $\mathcal{B}$ receives $240 \tau \mathrm{~KB}$ of data.

Size of the Shuffle Proof. Our shuffle protocol is a $4+3 \tau$-move protocol with elements from $R_{p}$. Each element in $R_{p}$ has at most $N$ coefficients of size at most $p$, and hence, each $R_{p}$-element has size at most $N \log p$ bits. For every $R_{p}$-vector that follows a Gaussian distribution with standard deviation $\sigma$ we assume that we can represent the element using $N \cdot \log (6 \sigma)$ bits. Every element from $\mathcal{C}$ will be assumed to be representable using at most $2 N$ bits.

| Parameter | Commitment (I) | Encryption (III) |
| :---: | :---: | :---: |
| $N$ | 1024 | 1024 |
| $p$ | $\approx 2^{32}$ | $\approx 2^{32}$ |
| $q$ | - | $\approx 2^{56}$ |
| $\beta_{\infty}$ | 1 | 1 |
| $\sigma$ | $\sigma_{\mathrm{C}} \approx 54000$ | $\sigma_{\mathrm{E}} \approx 54000$ |
| $\nu$ | 36 | 36 |
| $\delta$ | 2 | 2 |
| $k$ | 3 | - |
| $n$ | 1 | - |
| $\ell$ | - | 2 |
| $\kappa$ | - | 3 |
| $\lambda$ | - | 2 |
| Proof | 9.4 KB | 42.4 KB |
| Primitive | 8.2 KB | 64.5 KB |

Table 2: Parameters for the commitments by Baum et al. [ $\left.\mathrm{BDL}^{+} 18\right]$ and verifiable encryption scheme by Lyubashevsky and Neven [LN17].

We analyze how much data we have to include in each step of the shuffling protocol in Figure 2. Using the Fiat-Shamir transform [FS87], we can ignore the challenge-messages from the verifier. The prover ends up sending 1 commitment, 1 ring-element and 1 proof of linearity per vote. Using the parameters from Table 2 , we get that the shuffle proof is of total size $\approx 22 \tau$ KB.

### 6.2 Timings

We collected performance figures from our prototype implementation written in C to estimate the runtime of our scheme. Estimates are based on Table 2 and the implementation was benchmarked on an Intel Skylake Core i7-6700K CPU running at 4 GHz without TurboBoost using clang 12.0 and FLINT 2.7.1 [HJP13]. Timings are available in Table 3, and the source code can be found on GitHub ${ }^{12}$.

| Our Scheme: | Commit | Open | Encrypt | Verify | Decrypt | Shuffle |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time | 1.1 ms | 1.2 ms | 208 ms | 39 ms | 6 ms | $27 \tau \mathrm{~ms}$ |

Table 3: Timings for cryptographic operations. Numbers were obtained by computing the average of $10^{4}$ consecutive executions of an operation measured using the cycle counter available in the platform.

[^17]Elementary Operations. Multiplication in $R_{p}$ and $R_{q}$ is usually implemented when $p \equiv q \equiv 1 \bmod (2 N)$ and $X^{N}+1$ splits in $N$ linear factors, for which the Number-Theoretic Transform is available. Unfortunately, Lemma 1 restricts parameters and we instead adopt $p \equiv q \equiv 5 \bmod 8[\mathrm{LN} 17]$. In this case, $X^{N}+1$ splits in two $N / 2$-degree irreducible polynomials ( $X^{N / 2} \pm r$ ) for $r$ a modular square root of -1 . This gives an efficient representation for $a=a_{1} X^{N / 2}+$ $a_{0}$ using the Chinese Remainder Theorem: CRT $(a)=\left(a\left(\bmod X^{N / 2}-r\right), a\right.$ $\left.\left(\bmod X^{N / 2}+r\right)\right)$. Even though the conversions are efficient due to the choice of polynomials, we sample ring elements directly in this representation whenever possible. As in [LS18], we implement the base case for degree $N / 2$ using FLINT for polynomial arithmetic [HJP13]. We use SHA256 for hashing to generate challenges.

Commitment. A commitment is generated by multiplying the matrix $\boldsymbol{B}$ by a vector $\boldsymbol{r}_{m}$ over $R_{p}$ and finally adding the message $m$ to the second component in the $C R T$ domain. Computing and opening a commitment takes 0.9 ms and 1.2 ms , respectively, and sampling randomness $\boldsymbol{r}_{m}$ takes only 0.2 ms .

Verifiable Encryption. Verifiable encryption needs to sample vectors according to a discrete Gaussian distribution. For an $R_{q}$ element with standard deviation $\sigma_{\mathrm{E}} \approx 2^{15.7}$ (for the encryption scheme), the implementation from COSAC [ZSS20] made available for $\sigma=2^{17}$ samples 1024 integers in 0.12 ms using very small precomputation tables. Each encryption iteration takes 69 ms and, because we expect to need 3 attempts to generate one valid encryption (line 8 in Figure 3), the total time of encryption is around 208 ms . For verification, 39 ms are necessary to execute a test; and 6 ms are required for the actual decryption.

Shuffle Proof. The shuffle proof operates over $R_{p}$ and is thus more efficient. Sampling uses the same approach as above for $\sigma_{\mathrm{C}}$ from the commitment scheme. Benchmarking includes all samplings required inside the protocol, the commitment, the proof of linearity and, because we expect to need 3 attempts to generate each of the proofs of linearity to the cost of 7.5 ms , amounts to $27 \tau \mathrm{~ms}$ for the entire proof, omitting the communication cost.

### 6.3 Comparison

We briefly compare our scheme with the scheme by del Pino et al. [dLNS17] from CCS 2017 in Table 4. We note that the scheme in [dLNS17] requires at least $\xi \geq 2$ authorities to ensure ballot privacy, where at least one authority must be honest. The authorities run the proof protocol in parallel, and the time they need to process each vote is $\approx 5$ times slower per vote than in our scheme. We only need one party to compute the shuffle proof, where we first decrypt all votes and then shuffle. Our proof size is at least 14 KB smaller per vote when $\xi=2$, that is, a saving of $40 \%$, and otherwise much smaller in comparison for $\xi \geq 3$. We further note that both implementations partially rely on FLINT

| Comparison | Vote Size | Voter Time | Proof Size | Prover Time |
| :---: | :---: | :---: | :---: | :---: |
| Our Scheme: | 120 KB | 209 ms | $22 \tau \mathrm{~KB}$ | $33 \tau \mathrm{~ms}$ |
| CCS 2017 [dLNS17]: | $20 \xi \mathrm{~KB}$ | 9 ms | $18 \xi \tau \mathrm{~KB}$ | $150 \tau \mathrm{~ms}$ |

Table 4: Comparing our scheme with the yes/no voting scheme in [dLNS17]
for polynomial arithmetic and were benchmarked on Intel Skylake processors. A significant speedup persists after correcting for clock frequency differences.

For a fair comparison, we only included the size and timings of the commitment of the vote and the encrypted openings from our scheme. In practice, the size and timings of the voter will be twice of what it is in the table, because of the return code mechanism, which is not a part of [dLNS17]. This has no impact on the decryption and shuffle done by the prover. The work done by the voter is still practical. For [dLNS17] to be used in a real world election, they would need to include an additional mechanism for providing voter verifiability, similar to the one we have constructed.

Finally, we note that [dLNS17] can be extended from yes/no voting to votes consisting of strings of bits. However, the size and timings of such an extension will be linear in the length of the bit-strings, and our scheme would do even better in comparison, as we can handle votes encoded as arbitrary ring-elements.
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## Appendix

## A Security Proof of the Shuffle Protocol

We now show how to prove correctness and the zero-knowledge property of the protocol $\Pi_{\text {Shuffle }}$ as described in Figure 2.

Theorem 2. The shuffle protocol $\Pi_{\text {Shuffle }}$ as described in Figure 2 is complete for the relation $\mathcal{R}_{\text {Shuffe }}$ if $\tau \ll\left|R_{p}\right|$ and $\Pi_{\text {Lin }}$ is complete.

Proof. Due to the size of $R_{p}$ there must always exist such a value $\rho$. Furthermore, the instances of $\Pi_{\text {Lin }}$ always succeed due to the completeness of the respective proof if the $s_{i}$ indeed fulfill the required linear relations. As Lemma 4 shows that the respective values for $s_{i}$ always exist, the claim follows.

We prove Special Honest Verifier Zero-Knowledge (HVZK) by a series of games, as shown in Figure 7. In the first game, we swap the HVZK protocol $\Pi_{\text {Lin }}$ from Figure 1 with its simulation. Then we change the way we calculate the initial commitments $\llbracket D_{i} \rrbracket$ by instead sampling $s_{i}$ uniformly random and computing what $D_{i}$ should be. In this step we make no use of the values $\theta_{i}$. Next, we let the $\llbracket D_{i} \rrbracket$ 's be commitments $\llbracket 0 \rrbracket$, and sample random $s_{i}$ 's. Thus, we do not use any permutation in the last game; the Simulator is indistinguishable from the Real game. We proceed with the proofs that an adversary cannot distinguish between any of these games.

| Real |  | $\underline{\text { Game } 1}$ |  | Game 2 |  | Simulator |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 : | $\theta_{i} \stackrel{\$}{\leftarrow} R_{p}$ | 1: | $\theta_{i} \stackrel{\Phi}{\leftarrow} R_{p}$ | 1: | $s_{i} \stackrel{\$}{\leftarrow} R_{p}$ | 1 : | $\boxed{\square} D_{i} \rrbracket \leftarrow \llbracket 0 \rrbracket$ |
| 2 | $D_{i} \leftarrow(1)$ | 2 : | $D_{i} \leftarrow(1)$ | 2 : | $\theta_{i} \stackrel{\stackrel{\&}{\leftarrow}}{\stackrel{~}{\leftarrow}} R_{p}$ | 2 : | $s_{i} \stackrel{\$}{\leftarrow} R_{p}$ |
| 3 : | Send $\llbracket D_{i} \rrbracket$ | 3 : | Send $\llbracket D_{i} \rrbracket$ | 3 | $D_{i} \leftarrow(8)$ | 3 : | Send $\llbracket D_{i} \rrbracket$ |
| 4 : | $s_{i} \leftarrow(2)$ | 4 : | $s_{i} \leftarrow(2)$ |  |  | 4 : | Send $s_{i}$ |
| 5 | Send $s_{i}$ | 5 : | Send $s_{i}$ |  |  |  | Sim |
| 6 : | SHVZK | 6 : | Sim |  | Sim |  |  |

Fig. 7: Honest Verifier Zero-Knowledge games. We denote by $x \leftarrow(i)$ that $x$ was computed according to equation $(i)$. The steps that changes from game to game are indicated with boxes.

Lemma 6. If there exists an adversary that can distinguish between Real and Game 1 in Figure 7, then there exists an adversary that can break the HVZK property of $\Pi_{\text {Lin }}$.

Proof. This follows because the only difference between Real and Game 1 is that we simulate the last step, which is exactly the zero-knowledge proof.

Lemma 7. The distribution of the transcripts $\left(\left\{\llbracket D_{i} \rrbracket\right\}, \beta,\left\{s_{i}\right\}\right)$ produced by Game 1 and Game 2 are perfectly indistinguishable.

Proof. We give the argument for one of the equations. The argument is identical for the remaining equations. In Game 1 we sample $\theta_{1} \stackrel{\$}{\leftarrow} R_{p}$, compute

$$
\llbracket D_{1} \rrbracket=\llbracket \theta_{1} \hat{M}_{1} \rrbracket
$$

and then compute $s_{1}$ according to (3). Since $\theta_{1}$ is uniform, this is a commitment to a uniformly random value. Also, we know that $s_{1}$ is uniformly distributed.

In Game 2 we sample a uniformly random $s_{1} \stackrel{\$}{\leftarrow} R_{p}$ and then compute

$$
\begin{equation*}
\llbracket D_{1} \rrbracket=\llbracket \beta \hat{M}_{1}+s_{1} M_{1} \rrbracket . \tag{8}
\end{equation*}
$$

Now, $s_{1}$ is uniformly random, so $\llbracket D_{1} \rrbracket$ is a commitment to a uniformly random value. Hence, it follows that the transcripts are perfectly indistinguishable.

Lemma 8. If there exists an adversary $\mathcal{A}$ that can distinguish between the transcripts of Game 2 and Simulator, then there exists an adversary $\mathcal{A}^{\prime}$ who breaks the hiding property of the commitment scheme.

Proof. The proof is shown in Figure 8.
We use a standard distinguishing game. A commitment oracle will then commit to random values $m \in R_{p}$ or to 0 . The oracle will send the challenges $\left\{\boldsymbol{c}_{b, i}\right\}$ to $\mathcal{A}^{\prime}$ where $b$ is a bit indicating commitments to 0 or $m$ if $b$ is 0 or 1 , respectively. Then $\mathcal{A}^{\prime}$ will pick random values $s_{i}$ and send the transcript $\left(\left\{\boldsymbol{c}_{b, i}\right\}, \beta,\left\{s_{i}\right\}\right)$ to the distinguishing adversary $\mathcal{A}$. We then use the distinguishing power of $\mathcal{A}$ to decide on a bit $b^{\prime}$ and send this back to the commitment challenger.

We now show that the $\boldsymbol{c}_{b, i}$ 's are distributed as $\mathcal{A}$ expected. When querying $\mathcal{A}$ on the transcripts, we use the challenges $\boldsymbol{c}_{b, i} \leftarrow \mathcal{C}\left(m_{i}, r_{i}\right)$ for a uniformly random $m_{i}$, but $\mathcal{A}$ expects the commitments $\llbracket D_{i} \rrbracket$ from (8). For the first equation of (8), we note that the committed message is $\beta \hat{M}_{1}+s_{1} M_{1}$. Since each $s_{i}$ is a uniform sample from $R_{p}$, this expression is a uniformly random sample from $R_{p}$. Hence, the distributions of $\boldsymbol{c}_{1, i}$ and $\llbracket D_{i} \rrbracket$ (from (8)) are identical.

This means that we can simulate a transcript of the real protocol without knowing any of the private information known to $\mathcal{P}$. We summarize this result in a theorem.

Theorem 3. Assuming that $\Pi_{L i n}$ is an HVZK proof and that the used commitment scheme is hiding, then the transcripts of Real and Simulator in Figure 7 are indistinguishable.

Proof. This is true by combining Lemma 6, 7 and 8.

Adversary Breaking the Hiding Property

## Commitment Oracle

for $i=1, \ldots \tau$ do
$m \stackrel{\&}{\stackrel{ }{\leftarrow}} R_{p}$
$\boldsymbol{r} \stackrel{\$}{\leftarrow} D_{\beta_{\infty}}^{k}$
$\boldsymbol{c}_{0, i} \leftarrow \mathcal{C}(0, \boldsymbol{r})$
$\boldsymbol{c}_{1, i} \leftarrow \mathcal{C}(m, \boldsymbol{r})$
$b \leftarrow\{0,1\}$
$\xrightarrow{\left\{\boldsymbol{c}_{b, i}\right\}_{i=1}^{\tau}}$


if $b^{\prime}=b$ then

## Return 1

## Return 0

Fig. 8: Using an adversary $\mathcal{A}$ who can distinguish between Game 2 and Simulator in Figure 7 , we can construct an adversary $\mathcal{A}^{\prime}$ who can break the hiding property of the commitment scheme.

## B Security of the Voting Protocol

Our return code mechanism does not fit the standard voting scheme syntax security definitions such as $\left[\mathrm{BCG}^{+} 15\right]$. The usual solution is to define ad hoc security definitions (see e.g. [Scy] and [Gjø11]). Note that protocols with this [Gjø11] and similar architectures have been deployed in large-scale national elections.

We follow the standard approach for voting system analysis, which is to consider a voting system to be fairly simple cryptographic protocol built on top of a cryptographic voting scheme, which is in some sense similar to a public key cryptosystem with some very specific functionality.

We begin by describing a verifiable cryptographic voting scheme with return codes, explain how our voting system can be described as a simple protocol on top of such a cryptographic voting scheme. We define security notions for this cryptosystem, sketch the security proof, and then informally discuss the voting protocol and its security properties in terms of the cryptosystem's security.

## B. 1 Verifiable Voting Schemes with Return Codes

A verifiable cryptographic voting scheme in our architecture is usually defined in terms of algorithms for the four tasks election setup, casting ballots, counting cast ballots and verifying the count. To support return codes, we need algorithms for two more tasks: voter registration and pre-code computation.

The setup algorithm Setup outputs a public key pk , a decryption key dk and a code key ck.

The register algorithm Reg takes a public key pk as input and outputs a voter verification key vvk, a voter casting key vck and a function $f$ from ballots to pre-codes.

The cast algorithm Cast takes a public key pk, a voter casting key vck and a ballot $v$, and outputs an encrypted ballot ev and a ballot proof $\Pi^{v}$.

The code algorithm Code takes a code key ck, an encrypted ballot ev and a proof $\Pi^{v}$ as input and outputs a pre-code $\hat{r}$ or $\perp$.

The count algorithm Count takes a decryption key dk and a sequence of encrypted ballots $e v_{1}, e v_{2}, \ldots, e v_{l_{t}}$, and outputs a sequence of ballots $v_{1}, v_{2}, \ldots, v_{l_{t}}$ and a proof $\Pi^{c}$, or $\perp$.

The verify algorithm Verify takes a public key pk, a sequence of encrypted ballots $e v_{1}, e v_{2}, \ldots, e v_{l_{t}}$, a sequence of ballots $v_{1}, v_{2}, \ldots, v_{l_{t}}$ and a proof $\Pi^{c}$, and outputs 0 or 1 .

A cryptographic voting scheme is correct if for any ( $\mathrm{pk}, \mathrm{dk}, \mathrm{ck}$ ) output by Setup and any ( $\left.\mathrm{vvk}_{1}, \mathrm{vck}_{1}, f_{1}\right), \ldots,\left(\operatorname{vvk}_{l_{V}}, \mathrm{vck}_{l_{V}}, f_{l_{V}}\right)$ output by $\operatorname{Reg}(\mathrm{pk})$, any ballots $v_{1}, \ldots, v_{l_{V}}$, any $\left(e v_{i}, \Pi_{i}^{v}\right)$ output by Cast(pk, $\left.\mathrm{vck}_{i}, v_{i}\right), i=1,2, \ldots, l_{V}$, and any $\left(v_{1}^{\prime}, \ldots, v_{l_{V}}^{\prime}, \Pi^{c}\right)$ output by $\operatorname{Count}\left(\mathrm{dk}, e v_{1}, \ldots, e v_{l_{V}}\right)$, then:
$-\operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v_{i}, \Pi_{i}^{v}\right)=f_{i}\left(v_{i}\right)$,

- Verify(pk, $\left.e v_{1}, \ldots, e v_{l_{V}}, v_{1}^{\prime}, \ldots, v_{l_{V}}^{\prime}, \Pi^{c}\right)=1$, and
$-v_{1}, \ldots, v_{l_{V}}$ equals $v_{1}^{\prime}$, dots, $v_{l_{V}}^{\prime}$, up to order.

We further require that the distribution of $e v_{i}$ only depends on pk and $v_{i}$, not vck $_{i}$. Also, whether Count outputs $\perp$ does not depend on the order of the encrypted ballots, and if Count outputs $\perp$ for some list ( $e v_{1}, \ldots, e v_{l_{V}}$ ) of encrypted ballots, Count outputs $\perp$ for any other list with $\left(e v_{1}, \ldots, e v_{l_{V}}\right)$ as a prefix.

## B. 2 Our Scheme

We summarize the scheme from Section 5 in the above terms. The commitment algorithms are $\left(\operatorname{KeyGen}_{C}, \operatorname{Com}(,) \operatorname{Open}()\right)$, the verifiable encryption algorithms are $\left(\right.$ KeyGen $_{V E}$, Enc $_{V E}$, Ver $\left._{V E}, \operatorname{Dec}_{V E}\right)$.

- The setup algorithm computes $\mathrm{pk}_{C} \leftarrow \mathrm{KeyGen}_{C},\left(\mathrm{pk}_{V}, \mathrm{dk}_{V}\right) \leftarrow \mathrm{KeyGen}_{V E}$, $\left(\mathrm{pk}_{R}, \mathrm{dk}_{R}\right) \leftarrow$ KeyGen $_{V E}$. The public key pk $=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$, the decryption key is $\mathrm{dk}=\left(\mathrm{pk}_{C}, \mathrm{dk}_{V}\right)$ and the code key is $\mathrm{ck}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{dk}_{R}\right)$.
- The register algorithm takes $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$ as input. It samples $a \stackrel{\$}{\leftarrow}$ $R_{p}$ and computes $\left(\boldsymbol{c}_{a}, d_{a}\right) \leftarrow \operatorname{Com}\left(\mathrm{pk}_{C}, a\right)$. The voter verification key is vvk $=$ $\boldsymbol{c}_{a}$, the voter casting key is $\left(a, \boldsymbol{c}_{a}, d_{a}\right)$, and the function $f$ is $v \mapsto v+a$.
- The cast algorithm takes $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$, vck $=\left(a, \boldsymbol{c}_{a}, d_{a}\right)$ and $v$ as input. It computes $(\boldsymbol{c}, d) \leftarrow \operatorname{Com}\left(\mathrm{pk}_{C}, v\right), \hat{r} \leftarrow a+v,\left(\boldsymbol{c}_{\hat{r}}, d_{\hat{r}}\right) \leftarrow \operatorname{Com}\left(\mathrm{pk}_{C}, \hat{r}\right)$, $\Pi_{\hat{r}}^{l i n}$ is a proof that $\boldsymbol{c}+\boldsymbol{c}_{a}$ (which is a commitment to $v+a$ ) and $\boldsymbol{c}_{\hat{r}}$ satisfy the relation $v+a=\hat{r}$. Then it encrypts $\boldsymbol{e}=(\boldsymbol{v}, \boldsymbol{w}, c, \boldsymbol{z}) \leftarrow \operatorname{Enc}_{V E}\left(\mathrm{pk}_{V}, d\right)$ and $\boldsymbol{e}_{\hat{r}}=\left(\boldsymbol{v}_{\hat{r}}, \boldsymbol{w}_{\hat{r}}, c_{\hat{r}}, \boldsymbol{z}_{\hat{r}}\right) \leftarrow \operatorname{Enc}_{V E}\left(\mathrm{pk}_{R}, d_{\hat{r}}\right)$. The encrypted ballot is $e v=$ $(\boldsymbol{c}, d, \boldsymbol{v}, \boldsymbol{w}, c)$, while the ballot proof is $\Pi^{v}=\left(\boldsymbol{z}, \boldsymbol{c}_{\hat{r}}, \boldsymbol{e}_{\hat{r}}, \Pi_{\hat{r}}^{l i n}\right)$.
- The code algorithm takes $\mathrm{ck}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{dk}_{R}\right)$, a voter verification key vvk, an encrypted ballot $e v=(\boldsymbol{c}, d, \boldsymbol{v}, \boldsymbol{w}, c)$ and a ballot proof $\Pi^{v}=\left(\boldsymbol{z}, \boldsymbol{c}_{\hat{r}}, \boldsymbol{e}_{\hat{r}}, \Pi_{\hat{r}}^{l i n}\right)$ as input. It verifies $\Pi_{\hat{r}}^{l i n}$, and then verifies $(\boldsymbol{v}, \boldsymbol{w}, c, \boldsymbol{z})$ ) and $\boldsymbol{e}_{\hat{r}}$ using $\operatorname{Ver}_{V E}$. If any verification fails, it outputs $\perp$. It then decrypts $d_{\hat{r}} \leftarrow e_{\hat{r}}$ and recovers $\hat{r}$ from $\boldsymbol{c}_{\hat{r}}$ and $d_{\hat{r}}$, and outputs $\hat{r}$.
- The count algorithm takes as input $\mathrm{dk}=\left(\mathrm{pk}_{C}, \mathrm{dk}_{V}\right)$ and encrypted ballots $\left(\boldsymbol{c}_{1}, \boldsymbol{v}_{1}, \boldsymbol{w}_{1}, c_{1}\right), \ldots,\left(\boldsymbol{c}_{l_{t}}, \boldsymbol{v}_{l_{t}}, \boldsymbol{w}_{l_{t}}, c_{l_{t}}\right)$. It computes $d_{i} \leftarrow \operatorname{Dec}_{V E}\left(\mathrm{dk}_{V}, \boldsymbol{v}_{i}, \boldsymbol{w}_{i}, c_{i}\right)$ and recovers $v_{i}^{\prime}$ from $\boldsymbol{c}_{i}$ and $d_{i}$. If any decryption fails, it outputs $\perp$. Otherwise, it chooses a random permutation $\pi$ on $\left\{1,2, \ldots, l_{t}\right\}$, sets $v_{\pi(i)}=v_{i}^{\prime}$, and creates a proof of shuffle of known values $\Pi^{c}$. It outputs $v_{1}, v_{2}, \ldots, v_{l_{t}}$ and $\Pi^{c}$.
- The verify algorithm takes as input $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$, encrypted ballots $\left(\boldsymbol{c}_{1}, \boldsymbol{v}_{1}, \boldsymbol{w}_{1}, c_{1}\right), \ldots,\left(\boldsymbol{c}_{l_{t}}, \boldsymbol{v}_{l_{t}}, \boldsymbol{w}_{l_{t}}, c_{l_{t}}\right)$, ballots $v_{1}, v_{2}, \ldots, v_{l_{t}}$ and a count proof $\Pi^{c}$. It verifies that $\Pi^{c}$ is a correct proof of shuffle of known values for $\boldsymbol{c}_{1}, \boldsymbol{c}_{2}, \ldots, \boldsymbol{c}_{l_{t}}$ and $v_{1}, v_{2}, \ldots, v_{l_{t}}$. It outputs 1 if verification holds, otherwise it outputs 0 .

It is straight-forward to verify that the scheme is correct.

## B. 3 Our Voting Protocol

Recall the protocol described in Figure 6.

In the setup phase, a trusted set of players run the setup algorithm Setup. The derived public key pk is given to every player, the decryption key dk is given to the shuffler $S$ and the code key ck is given to the return code generator $R$.

In the registration phase, a set of trusted players run the register algorithm Reg to generate per-voter keys (vvk, vck, $f$ ) for the voter $V$, making every verification key public and giving vck to the voter's computer. Then the return code generator chooses key $k$ for PRF, and a set of trusted players compute the return code table $\left\{\left(v_{i}, \operatorname{PRF}_{k}\left(V, f\left(v_{i}\right)\right)\right\}\right.$ for a relatively small set of ballots $v_{1}, \ldots, v_{\omega}$. The voter gets the return code table.

In the casting phase, the voter $V$ instructs the voter's computer $D$ which ballot to cast. The voter's computer $D$ runs the casting algorithm Cast and sends the encrypted ballot and the ballot proof to the ballot box $B$. (In practice, the ballot box will verify the ballot proofs, but it is not necessary.) The ballot box $B$ sends the encrypted ballot and the ballot proof to the return code generator $R$, who runs the code algorithm Code to get the precode $\hat{r}$. It computes the return code $r \leftarrow \operatorname{PRF}_{k}(\hat{r})$ and sends $r$ to the voter's phone $F$, which sends it on to the voter $V$. The voter $V$ compares the return code to the code in its return code table, and accepts the ballot as cast if and only if the codes match.

In addition, the voter's computer will sign the encrypted ballot and ballot proof on behalf of the voter. The ballot box and the return code generator will verify this signature. The return code generator will countersign everything and return this signature to the voter's computer via the ballot box. The voter's computer will verify the countersignature. (This ensures that if the voter's computer accepts the ballot as cast, the ballot box and the return code generator agree that the ballot was indeed cast. If either of them is honest, this gives us a stronger form of integrity.)

In the casting phase, every player uses fixed-length encodings for messages, ensuring that every message of a given type has a fixed length that is public knowledge.

In the counting phase, the ballot box $B$ and the return code generator $R$ send the encrypted ballots and ballot proofs they have seen to the auditor $A$. If the data is consistent, the auditor $A$ approves. The ballot box $B$ then sorts the list of encrypted ballots and sends this to the shuffler $S$. (In the event that some voter has cast more than one ballot, only the encrypted ballot seen last is included.) The shuffler $S$ uses the count algorithm Count to compute a list of ballots $v_{1}, \ldots, v_{l_{t}}$ and a shuffle proof, which is sent to the auditor $A$. The auditor $A$ uses the verification algorithm Verify to verify the shuffle proof against the encrypted ballots received from $B$ and $R$.

This concludes the description of the voting protocol in terms of a verifiable cryptographic voting scheme with return codes.

If some limited verifiability is desired, the ballot box $B$, return code generator $R$ and auditor $A$ may make commitments to the encrypted ballots received public. The voter's computer can be given the commitment and an opening to verify the correctness of the commitment to the voter's encrypted ballot, as well as its presence in the public record.

Note that more than one auditor can be used in the protocol.

## B. 4 Security Notions

Our notion of confidentiality is similar to the usual ballot box privacy notions $\left[\mathrm{BCG}^{+} 15\right]$. An adversary that sees both the contents of the ballot box and the decrypted ballots should not be able to determine who cast which ballot. This should hold even if the adversary can see pre-codes, learn the code key and some voter casting keys, and insert maliciously generated ciphertexts into the ballot box.

Our notion of integrity is again fairly standard, adapted to return codes. An adversary should not be able to cause an incorrect pre-code or inconsistent decryption or non-unique decryption, even if the adversary knows all of the key material.

We define security notions for a verifiable cryptographic voting scheme using an experiment where an adversary $\mathcal{A}$ is allowed to reveal keys, make challenge queries, create ciphertexts and choose which ballots get counted. This experiment models both a left-or-right game for confidentiality, and a test query for integrity. The experiment works as follows:

- Sample $b, b^{\prime \prime} \stackrel{\&}{\leftarrow}\{0,1\}$. Set $L$ to be an empty list.
$-(\mathrm{pk}, \mathrm{dk}, \mathrm{ck}) \leftarrow$ Setup. For $i=1, \ldots, l_{V}:\left(\mathrm{vvk}_{i}, \mathrm{vck}_{i}, f_{i}\right) \leftarrow \operatorname{Reg}(\mathrm{pk})$. Send ( $\mathrm{pk}, \mathrm{vvk}_{1}, \ldots, \mathrm{vvk}_{l_{V}}$ ) to $\mathcal{A}$.
- On a voter reveal query $i$, send $\left(\mathrm{vck}_{i}, f_{i}\right)$ to $\mathcal{A}$. On a decrypt reveal query, send dk to $\mathcal{A}$. On a code reveal query, send ck to $\mathcal{A}$.
- On a challenge query $\left(i, v_{0}, v_{1}\right)$, compute $\left(e v, \Pi^{v}\right) \leftarrow \operatorname{Cast}\left(\mathrm{pk}^{2}, \mathrm{vck}_{i}, v_{b}\right), \hat{r} \leftarrow$ Code $\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \Pi^{v}\right)$, append $\left(i, v_{0}, v_{1}, e v, \Pi^{v}\right)$ to $L$ and send $\left(e v, \Pi^{v}\right)$ to $\mathcal{A}$.
- On a chosen ciphertext query $\left(i, e v, \Pi^{v}\right)$, compute $\hat{r} \leftarrow \operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \Pi^{v}\right)$. If $\hat{r} \neq \perp$, append $\left(i, \perp, \perp, e v, \Pi^{v}\right)$ to $L$. Send $\hat{r}$ to $\mathcal{A}$.
- On a count query $\left(j_{1}, \ldots, j_{l_{s}}\right)$, with

$$
L=\left(\left(i_{1}, v_{0,1}, v_{1,1}, e v_{1}, \Pi_{1}^{v}\right), \ldots,\left(i_{l_{t}}, v_{0, l_{t}}, v_{1, l_{t}}, e v_{l_{t}}, \Pi_{l_{t}}^{v}\right)\right),
$$

compute result $\leftarrow \operatorname{Count}\left(\mathrm{dk}, e v_{j_{1}}, \ldots, e v_{j_{s}}\right)$ and send result to $\mathcal{A}$.

- On a test query $\left(j_{1}, \ldots, j_{l_{s}}, v_{1}, \ldots, v_{l_{s}}, \Pi^{c}\right)$, compute result $\leftarrow$

Verify $\left(\mathrm{pk}, e v_{j_{1}}, \ldots, e v_{j_{l_{s}}}, v_{1}, \ldots, v_{l_{s}}, \Pi^{c}\right)$ and send result to $\mathcal{A}$.
Eventually, the adversary outputs a bit $b^{\prime}$.
Confidentiality fails trivially for the usual reasons, and in particular, the count trivially reveals the challenge bit unless the left hand ballots and the right-hand ballots are identical, up to order. (Recall that the adversary should figure out who cast which ballots, not what ballots were cast.) For executions where confidentiality fails trivially, we should not count the adversary's answer towards the advantage, so we will compare the adversary's guess with a secret random bit. Integrity can fail, either if pre-codes are incorrect, if an outcome
verifies as correct but is inconsistent with the challenge ciphertexts, or if there is no unique decryption.

We define events related to confidentiality and integrity. Let $E_{g}$ be the event that $b=b^{\prime}$ and let $E_{r}$ be the event that $b^{\prime \prime}=b^{\prime}$. Let $E_{f}$ denote the event that an execution is fresh, which is true if the following are satisfied: there is no decrypt reveal query; for any $i$, there is either no challenge query, or at most one challenge query and no voter reveal query or chosen ciphertext query; if there is a count query where result $\neq \perp$, then the sequence $\left(v_{0, j_{1}}, \ldots, v_{0, j_{l_{s}}}\right)$ equals $\left(v_{1, j_{1}}, \ldots, v_{1, j_{l_{s}}}\right)$, up to order.

Let $F_{i}$ (incorrect pre-code) be the event that for some chosen ciphertext query $\left(i, e v, \Pi^{v}\right)$ where Code $\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \Pi^{v}\right)=\hat{r} \neq \perp$, we have that either $\operatorname{Count}(\mathrm{dk}, e v)=\perp$ or $\operatorname{Count}(\mathrm{dk}, e v)=\left(v, \Pi^{c}\right)$ and $f_{i}(v) \neq \hat{r}$. Let $F_{c}$ (count failure) be the event that a count query gets result $=\perp$. Let $F_{d}$ (inconsistent decryption) be the event that a test query $\left(j_{1}, \ldots, j_{l_{s}}, v_{1}, \ldots, v_{l_{s}}, \Pi^{c}\right)$ with $L=$ $\left(\left(i_{1}, v_{0,1}, v_{1,1}, e v_{1}, \Pi_{1}^{v}\right), \ldots,\left(i_{l_{t}}, v_{0, l_{t}}, v_{1, l_{t}}, e v_{l_{t}}, \Pi_{l_{t}}^{v}\right)\right)$ gets result $=1$ and there is no permutation $\pi$ on $\left\{1,2, \ldots, l_{s}\right\}$ such that $v_{b, k}=\perp$ or $v_{b, k}=v_{\pi(k)}$ for $k=1,2, \ldots, l_{s}$. Let $F_{u}$ (no unique decryption) be the event that two test queries $\left(j_{1}, \ldots, j_{l_{s}}, v_{1}, \ldots, v_{l_{s}}, \Pi^{c}\right)$ and $\left(j_{1}, \ldots, j_{l_{s}}, v_{1}^{\prime}, \ldots, v_{l_{s}}^{\prime}, \Pi^{c \prime}\right)$ both get result $=1$, but there is no permutation $\pi$ on $\left\{1,2, \ldots, l_{s}\right\}$ such that $v_{k}=v_{\pi(k)}^{\prime}$ for $k=$ $1,2, \ldots, l_{s}$.

The advantage of the adversary is

$$
\max \left\{2\left|\operatorname{Pr}\left[E_{f} \wedge E_{g}\right]+\operatorname{Pr}\left[\neg E_{f} \wedge E_{r}\right]-1 / 2\right|, \operatorname{Pr}\left[F_{i} \vee F_{c} \vee F_{d} \vee F_{u}\right]\right\}
$$

## B. 5 Security Proof Sketch

We briefly sketch how a proof to bound the advantage of an adversary against the cryptographic voting scheme in terms of adversaries against the shuffle of known values, the underlying commitment scheme or the related linearity proofs, or the verifiable encryption scheme.

Confidentiality events We begin by analyzing the confidentiality events. Note that $\operatorname{Pr}\left[\neg E_{f} \wedge E_{r}\right]=\left(1-\operatorname{Pr}\left[E_{f}\right]\right) / 2$. We must therefore analyze $\operatorname{Pr}\left[E_{f} \wedge E_{g}\right]=$ $\operatorname{Pr}\left[E_{g} \mid E_{f}\right] \operatorname{Pr}\left[E_{f}\right]$.

The proof would proceed as a sequence of games, where the first is the interaction between the experiment and the adversary.

In the next game, we stop the adversary with a forced guess $b^{\prime}=0$ immediately upon any query that would make the execution non-fresh. Note that a query that makes the execution non-fresh can be recognized with no secret information. This changes nothing, but in the further analysis we may assume that the execution remains fresh.

We next simulate all the zero knowledge proofs involved, which is straightforward in the random oracle model since all our proofs are HVZK.

Next, we change the challenge query so that instead of computing the precode as $\hat{r}=a+v$, it samples $\hat{r}$ uniformly at random. If this change is observable, we
create a real-or-random adversary against the commitment scheme by making $a$ the challenge and getting a commitment that is either $a$ or a random value.

Next, in the count query, instead of decrypting an encrypted ballot from a challenge query, we use the corresponding left cleartext (regardless of the value of $b$ ). Since the shuffle proof has been simulated, the execution is fresh and the ballots are permuted randomly, this change is not observable.

Next, in the count query, instead of decrypting an encrypted ballot from a challenge query, we instead compute the ballot from the corresponding pre-code $\hat{r}$ and voter casting key component $a$ as $v=\hat{r}-a$. This change is only observable if the linear proof verified in the code algorithm was unsound, that is, if we have openings of $\boldsymbol{c}$ to $v$, of $\boldsymbol{c}_{a}$ to $a$, of $\boldsymbol{c}+\boldsymbol{c}_{a}$ to $v+a$ and $\boldsymbol{c}_{\hat{r}}$ to $\hat{r}$, but $\hat{r} \neq v+a$. Also, the change is observable if the encrypted ballot does not decrypt to an opening, but since the proof for the encrypted ballot was verified during the code query, it follows that this results in an adversary against the verifiability of the encryption scheme.

Observe that at this point, the decryption key $\mathrm{dk}_{V}$ is no longer used. Also, the pre-code encrypted in the challenge query is independent of the challenge ballots.

In the next game, we encrypt randomness instead of the correct opening of $\boldsymbol{c}$. If this change is observable, we get a real-or-random adversary against the verifiable encryption.

Finally, we commit to a random value instead of the challenge ballot. If this change is observable, we get a real-or-random adversary against the commitment scheme.

We can now observe that the challenge query processing is independent of the challenge bit. The adversary no longer has any information about the challenge bit, and therefore has no advantage in this game. The claim that the difference between $\operatorname{Pr}\left[E_{f} \wedge E_{g}\right]+\operatorname{Pr}\left[\neg E_{f} \wedge E_{r}\right]$ and $1 / 2$ is appropriately bounded follows.

Integrity events Next, we analyze the integrity events. In this case, the adversary may have revealed every secret key, and there is no need for the execution to be fresh.

If a chosen ciphertext query results in an incorrect pre-code, then as above either the ciphertext $\boldsymbol{e}$ does not decrypt to an opening of the commitment (in which case we get an adversary against the verifiability of the encryption scheme), or we have broken the linearity proof for commitments. It follows that the probability of $F_{i}$ happening is appropriately bounded.

In the event that $F_{c}$ happens, then since every encrypted ballot either originates with a challenge query or a chosen ciphertext query, we know that either the ciphertext $\boldsymbol{e}$ will decrypt to an opening of the commitment or we will have an adversary against the verifiability of the encryption scheme. In either case, it follows that the probability of $F_{c}$ happening is appropriately bounded.

In the event that $F_{d}$ happens, we have openings of the ciphertexts that originated with challenge queries. Since the shuffle is a proof of knowledge, we get an adversary against binding for the commitment scheme. It follows that the probability of $F_{d}$ happening is appropriately bounded.

In the event that $F_{u}$ happens, then since the shuffle is a proof of knowledge, we get an adversary against binding for the commitment scheme. It follows that the probability of $F_{u}$ happening is appropriately bounded.

The claim that $\operatorname{Pr}\left[F_{i} \vee F_{c} \vee F_{d} \vee F_{u}\right]$ is appropriately bounded follows.

## B. 6 Voting System Security Properties

Coercion Resistance A coercer controls the voter during ballot casting. The appropriate mental image we should have in mind is that the coercer is a "helpful" person who observes the voter while the voter is casting a ballot of the coercer's choice. The coercer may "assist" the voter in the casting process. When the ballot casting is done, the coercer leaves and the voter is left to their own devices. (The coercer may return at a later point in time and redo the coercion process.)

The voter may choose to resist the coercion attempt. This may involve active steps during the coerced ballot casting (e.g. lying about authentication data). For remote voting, it will usually also involve recovery after the coercer has left.

The coercer plays a game with a set of voters, some of which may be corrupt. The coercer may coerce one or more voters, who will either all resist or all accept coercion. The coercer may also ask voters to cast ballots uncoerced. Eventually, there is a tally and the coercer receives the outcome (including any transcripts).

A system is coercion resistant if the coercer cannot decide if the voters resisted.

It is generally assumed that a coercer does not control any infrastructure players and cannot monitor networks, since for remote voting either capability usually allows trivial winning strategies for the coercer. In the real world, a coercer will always be able deduce some information about the success of the coercion attempt by looking at unavoidable public information such as the election result. This applies, regardless of the voting system used (so-called Italian attacks are an example of this). It is desirable to avoid this class of attacks, which can be done by having the coercer decide the voting intention of every voter. The consequence is that the coercer must organize coercion such that it has no effect on the election result, regardless of whether voters resist or not.

Analysis. Our voting system uses re-voting to resist coercion: after the coercer has left, the voter casts another ballot, this time according to their true voting intention. The use of re-voting for coercion resistance is well-understood and largely independent of the underlying cryptosystem. Since the coercer does not learn the contents of the ballot box (except possibly for the commitments), nor any network traffic, it is impossible for the coercer to discover the re-voting.

In summary, the coercer cannot decide if the voter re-voted or not.

Privacy Privacy is modeled as an indistinguishability game between an adversary and a set of voters, some of which may be corrupt. The adversary gives pairs of ballots to honest voters, and they will all either cast the left ballot or the right ballot. The adversary must decide which they cast.

Unlike for coercion resistance, the adversary can corrupt infrastructure players and also control the network. Like for coercion resistance, we want to avoid adversaries that deduce the honest voters' ballots from the cast ballots. Again, we require that the adversary organizes the pairs of ballots given to the honest voters in such a way that the ballots cast are independent of whether the voters cast the left or the right ballot. The difference between privacy and coercion is that for privacy, the adversary learns the ballots cast by compromising infrastructure players. For coercion, the coercer only has access to public information from the infrastructure players, but may have access to private information about the voter.

The adversary controls the network, but we shall assume that players use secure channels to communicate. This means that only the fact that players are communicating and the length of their communications leak. Since message flows and message lengths are fixed and public knowledge, we can ignore the network in the subsequent analysis.

Analysis. If some honest voter's computer $D$ is compromised, the adversary can trivially win the privacy game.

Next, consider the case that the shuffler $S$ is compromised. If any of $B$, $R$ or $A$ is compromised, the adversary can trivially win the game, since $B$, $R$ and $A$ all know who submitted which encrypted ballot, while the shuffler $S$ has the decryption key. If the shuffler $S$ is the only compromised player, then since the ballot box $B$ sorts the list of encrypted ballots before sending them to the shuffler and encrypted ballots are independent of the per-voter key material, the correspondence between the ciphertexts and the voters is lost, so the encrypted ballots alone reveal only the cast ballots. By assumption, these ballots are independent of the left-or-right choice of the voters.

If a voter casts more than one ballot, a compromised return code generator will always be able to decide if they are the same or not by observing the return code sent to the voter. If the ballots are distinct (e.g. if the voter is resisting coercion), the return code generator will get information about which ballots were submitted, and typically learn both ballots.

Suppose the honest voters cast at most one ballot each. Then privacy against $B, R$ and $A$ follows from confidentiality of the cryptographic voting system, since the protocol execution can be interpreted as an interaction with the cryptosystem experiment and our assumptions ensure a fresh execution.

Note that cut-and-paste attacks against confidentiality, which commonly affect this type of voting protocol, do not work against this protocol because the ballot proof includes an encryption of the return code and a proof that the return code is correct, which means that the adversary must know the ballot to make a cut-and-paste attack work.

In summary, privacy holds if none of the honest voters' computers are compromised, and either only the decryption service is corrupted or no honest voter casts more than one ballot.

Integrity. Integrity for a voting system is modelled using a game between an adversary and a set of voters, some of which may be corrupt. The adversary tells the honest voters what ballots to cast. If the count phase eventually runs and ends with a result, the adversary wins if the result is inconsistent with the ballots accepted as cast by the honest voters. (Recall that only the voter's last ballot cast is counted, so if the voter first accepts a ballot as cast, and then tries to cast another ballot and this fails, the end result is that they have not accepted a ballot as cast.)

We can define a variant notion called $\epsilon$-integrity where we allow a small error, and say that the adversary wins if the result is inconsistent with any $(1-\epsilon)$ fraction of the ballots accepted as cast by the honest voters. (We need this since return codes for a single voter must be human-comparable, and can therefore collide with some non-negligible probability.)

Analysis. The voter will only accept the ballot as cast if the correct return code is received. If the correct return code is received, then the correct pre-code must have been computed at some point (except with some small probability of collision in the PRF).

If the return code generator $R$ is honest, integrity of the cryptographic voting scheme implies that this can only happen if the correct ballot has been encrypted. If the auditor $A$ is honest, the count will only be accepted if the encrypted ballot has been included in the count by the shuffler $S$. By the integrity of the cryptographic voting system, all such ballots must then be included in the count.

If the voter's computer $D$, the ballot box $B$ and the auditor $A$ are honest, the count will only be accepted if the encrypted ballot has been included in the count by the shuffler $S$. By the integrity of the cryptographic voting system, all such ballots must then be included in the count.

If a voter receives a return code without casting a ballot, the voter will no longer accept their ballot as cast.

In summary, $\epsilon$-integrity holds if the auditor and either the return code generator, or both the voters' computers and the ballot box are honest.

Limited Verifiability. In a verifiable voting system voters receive a receipt, the voting system provides an election proof in addition to the election outcome, and there is an additional verification algorithm that accepts or rejects the proof and a voter's receipt. Roughly speaking, the voting system is verifiable if when all the receipts accepted by the honest voters verify as accepted with the election proof, then the outcome is consistent with the honest voters' cast ballots.

We have limited verifiability if the same claim holds when certain players are honest during the election.
(Verifiability is a technical property. The practical idea is not that every voter verifies their ballot. But it can be shown that if a sufficiently large and random sample of voters separately accept their receipts together with the ballot proof, then $\epsilon$-integrity holds for the voting system. In our particular system, if a sufficiently random selection of voters finds their commitments on the public
list, then with high probability almost all the voters would have found their commitments on the list if they had looked for them.)

Analysis. If the voters' computers are honest, then a voter's computer will not accept the ballot as cast unless it receives a commitment that opens to its encrypted ballot. A voter will not accept the result as verified unless the commitment has been made public.

An honest auditor will only make commitments public if both the ballot box and the return code generator agree on the presence of the encrypted ballot, and this ballot was given to the shuffler. By the integrity of the cryptographic voting system, almost all the ballots accepted as cast by honest voters will be among the ballots output by the decryption service.

In summary, for the variant voting system with limited verifiability, $\epsilon$-integrity holds if the voters' computers and the auditor are honest.
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#### Abstract

Cryptographic voting protocols have recently seen much interest from practitioners due to their (planned) use in countries such as Estonia, Switzerland and Australia. Many organizations also use Helios for elections. While many efficient protocols exist from discrete log-type assumptions, the situation is less clear for post-quantum alternatives such as lattices. This is because previous voting protocols do not carry over easily due to issues such as noise growth and approximate relations. In particular, this is a problem for tested designs such as verifiable mixing and decryption of ballot ciphertexts. In this work, we make progress in this direction. We propose a new verifiable secret shuffle for BGV ciphertexts as well as a compatible verifiable distributed decryption protocol. The shuffle is based on an extension of a shuffle of commitments to known values which is combined with an amortized proof of correct re-randomization. The verifiable distributed decryption protocol uses noise drowning for BGV decryption, proving correctness of decryption steps in zero-knowledge. We give concrete parameters for our system, estimate the size of each component and provide an implementation of all sub-protocols. Together, the shuffle and the decryption protocol are suitable for use in real-world cryptographic voting schemes, which we demonstrate with a prototype voting protocol design.
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## 1 Introduction

Mix-nets were originally proposed for anonymous communication [Cha81], but have since been used extensively for cryptographic voting systems. A mix-net is a multi-party protocol which gets as input a collection of ciphertexts and outputs another collection of ciphertexts whose decryption is the same set, up to order.

[^18]The mix-net will mix the ciphertexts so that the permutation between input and output ciphertexts is hidden if at least one party is honest.

Mix-nets are commonly used in cryptographic voting. Here, encrypted ballots are submitted to a bulletin board or ballot box with identifying information attached. These ciphertexts must then be sent through a mix-net before decryption, to break the identity-ballot correlation.

In addition to breaking the correlation between input and output ciphertexts, the correctness of the mix-net must be verifiable. In some cases, it is sufficient that some auditor (possibly distributed) operating at the same time as the mixnet can verify correctness, but for other applications the mix-net should provide a proof of correctness that can be verified by anyone at any later point in time.

A shuffle of a set of ciphertexts is another set of ciphertexts whose decryption is the same as the original set, up to order. A shuffle is secret if it is hard to correlate input and output ciphertexts. A shuffle is verifiable if there is some proof for the claim that the decryptions are the same.

If we have a verifiable secret shuffle for some cryptosystem, building a mixnet is trivial. The nodes of the mix-net receive a set of ciphertexts as input, shuffle them sequentially and provide a proof of correctness. The mix-net proof then consists of the sets of intermediate ciphertexts along with the shuffle proofs. If at least one node in the mix-net is honest, it is hard to correlate the inputs and outputs.

For applications in cryptographic voting, we also need verifiable decryption to ensure that the correct result can be obtained. The design of the voting system must ensure that nobody has both the decryption key and the original ciphertexts. One simple strategy for this is to use verifiable threshold decryption, where the decryption key is secret-shared among a committee of decryption parties.

Verifiable shuffling and verifiable distributed decryption protocols are wellknown for cryptosystems based on discrete log-type assumptions. For example, Neff [Nef01] proposed the first efficient verifiable secret shuffle for ElGamallike cryptosystems. Distributed verifiable decryption can be achieved by giving uniformly random shares of the secret key to a set decryption nodes, and have each of them compute a partial decryption together with a proof of equality of discrete logarithms [CP93] with respect to the secret key share.

Quantum-safety is critical for cryptographic voting systems, since elections have a long-term need for privacy, and there is an urgent need for progress. Verifiable secret shuffles and verifiable distributed decryption are two long-standing obstacles to delivering practical cryptographic voting schemes based on quantumsafe computational problems such as lattice assumptions.

### 1.1 Our contributions

In this paper, we design a verifiable secret shuffle for BGV ciphertexts [BGV12] that is suitable for cryptographic voting systems. The main obstacle to simply adopting the ideas used by Neff for discrete logarithms to lattices is the lack of suitable underlying proofs and techniques. We overcome these obstacles by
designing an extended version of the shuffle of commitments to known values by Aranha et al. $\left[\mathrm{ABG}^{+} 21\right]$. In our protocol, the shuffler gets input ciphertexts $\boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{\tau}$. We let the shuffler commit to re-randomization ciphertexts $\hat{\boldsymbol{c}}_{1}, \ldots, \hat{\boldsymbol{c}}_{\tau}$ using a suitable linearly homomorphic commitment scheme Com. Together with an amortized proof of shortness of the randomness used for the committed rerandomization ciphertexts, this gives us a verifiable shuffle:

1. First, the shuffler commits to the re-randomization ciphertexts $\hat{\boldsymbol{c}}_{1}, \ldots, \hat{\boldsymbol{c}}_{\tau}$ as $\operatorname{Com}\left(\hat{\boldsymbol{c}}_{i}\right)$ and shows that they are well-formed.
2. The shuffler computes $\boldsymbol{d}_{i}=\boldsymbol{c}_{i}+\hat{\boldsymbol{c}}_{i}$ and sends shuffled elements $L=\left(\boldsymbol{d}_{\pi(i)}\right)_{i \in[\tau]}$ to the receiver.
3. Finally, the prover shows that $L$ is a list of openings of the commitments obtained from $\boldsymbol{c}_{i}+\operatorname{Com}\left(\hat{\boldsymbol{c}}_{i}\right)$.

Towards implementing this, we use highly efficient lattice-based commitments $\left[\mathrm{BDL}^{+} 18\right]$ together with a version of recent amortized proofs of shortness [BLNS21].

As explained, a verifiable secret shuffle on its own is usually not enough to build a cryptographic voting system. We also need some way to decrypt the output of the mix-net, without compromising the input ciphertexts or allowing a decryption server to cheat. Our solution is to distribute the decryption operation in a verifiable way. We hand out key-shares of the secret decryption key to each decryption server, and all of them perform a partial decryption of each ciphertext. In addition, we publish commitments to the key shares. The decryption servers then add noise to the partial decryption to hide information about their shares, called noise drowning [BD10]. Finally they publish the partial decryptions together with a proof of correctness of the decryption (and boundedness of the noise used), and the plaintexts are computed in public by combining all the partial decryptions.

Lattice-based cryptography is very delicate with respect to noise-levels, bounds and dimensions, and we have to be cautious when combining the sub-protocols mentioned into a larger construction. Each shuffle adds extra noise to each ciphertext, which means that to ensure correctness of decryption we need to choose specific parameters based on the number of shuffles and the norm of the noise added in each shuffle. Here, the norm is guaranteed by the zero-knowledge proofs of shortness accompanying each shuffle. Furthermore, each partial decryption also adds noise to the ciphertexts to hide the secret key. Because of the noise drowning technique, the norm must be quite large, influencing both the bounds of the amortized zero-knowledge proof and the choice of parameters for the overall cryptosystem. In particular, it is important when measuring performance to use parameters suitable for the complete system, not parameters optimized for individual components only.

In order to provide proper context for our contributions, we provide a sketch of a full cryptographic voting protocol. A simplified variant could be used as a quantum-safe Helios [Adi08] variant. We give example parameters suitable for this protocol with 4 mix-nodes and 4 decryption nodes. We have estimated the size of each component with respect to the parameters for the full protocol in addition to implementing all sub-protocols, showing that it can be used for
large-scale real-world elections where ballots typically are counted and verified in batches of tens of thousands.

To summarize our implementation results, a ciphertext ballot is of size 80 KB , each mixing proof is of total size $370 \tau \mathrm{~KB}$ and each decryption proof is of total size $157 \tau \mathrm{~KB}$, where $\tau$ is the number of total ciphertexts. It takes only 2.5 ms to encrypt a ballot, while the mixing proof takes $1024 \tau \mathrm{~ms}$ and the decryption proof takes $81.4 \tau \mathrm{~ms}$. Note that the shuffle proof only takes $15.1 \tau \mathrm{~ms}$, so the time it takes to mix the ciphertexts is dominated by the time it takes to prove correct re-randomization, which is $1009 \tau$ ms. Verification is much faster, only $20 \tau \mathrm{~ms}$. These results improve on the state of the art considerably, see details in Section 7.

### 1.2 Related work

Aranha et al. $\left[\mathrm{ABG}^{+} 21\right]$ provide a verifiable shuffle of known commitment openings together with concrete parameters and an implementation of a complete voting protocol. However, their trust model has the limitation that the ballot box and the shuffle server must not collude to ensure privacy of the ballots, which is too restrictive for most real-world settings. This is inherent for the protocol which can not easily be extended to several shuffles unless layered encryption is used, and this would heavily impact the performance.

Costa et al. [CMM19] design a more general shuffle with a straight-forward approach similar to Neff [Nef01] based on roots of polynomials. Their protocol requires committing to two evaluations of a polynomial, and then prove the correctness of evaluation using a sequence of multiplication proofs which are quite costly in practice. Farzaliyev et al. [FWK21] implements the mix-net by Costa et al. [CMM19] using the amortization techniques by Attema et al. [ALS20] for the commitment scheme by Baum et al $\left[\mathrm{BDL}^{+} 18\right]$. Here, the proof size is approximately 15 MB per voter, a factor 40 larger than our shuffle proof, even for a smaller parameter set that does not take into account distributed decryption afterwards. We expect our shuffle proof to be an additional factor 10 smaller than what we presented above with optimal parameters for the shuffle only ( $q \approx 2^{32}$ and $N=1024$ ). Furthermore, their proof generation takes approximately 1.5 seconds per vote, which is approximately $40 \%$ faster than it takes to produce our shuffle proof (when normalizing for clock frequency), with parameters that do not take decryption into account.

Recently, Herranz et al. [HMS21] gave a new proof of correct shuffle based on Benes networks and sub-linear lattice-based proofs for arithmetic circuit satisfiability. However, the scheme is not implemented and the example parameters do not take the soundness slack of the amortized zero-knowledge proofs into account. Moreover, [HMS21] does not consider decryption of ballots, which would heavily impact the parameters of their protocol in practice.

A completely different approach to mix-nets is so-called decryption mix-nets. The idea is that the input ciphertexts are actually nested encryptions. Each node in the mix-net is then responsible for decrypting one layer of each ciphertext. These can be made fully generic, relying only on public key encryption. Boyen
et al. [BHM20] carefully adapt these ideas to lattice-based encryption, resulting in a very fast scheme. Decryption mix-nets are well-suited to applications in anonymous communication. However, for voting applications they are often less well-suited due to their trust requirements. An important goal for cryptographic voting is universal verifiability: after the election is done, anyone should be able to verify that the ballot decryption was done correctly without needing to trust anyone. This trust issue generalizes to any situation where it is necessary to convince someone that a shuffle has been done, but no auditor is available. Fast or generic decryption mix-nets such as Boyen et al. [BHM20] need an auditor (that can be distributed) to verify the mix-net, but the auditor must be trusted during the mix-net operation. This conflicts with universal verifiability.
del Pino et al. [dLNS17] give a practical voting protocol based on homomorphic counting. They only support yes/no-elections, and the total size depends directly on the number of candidates for larger elections. It was shown by Boyen et al. [BHM21] that the protocol in [dLNS17] is not end-to-end verifiable unless all tallying authorities and all voters' voting devices are honest. This problem is solved by [BHM21], but their construction still has the downside of only supporting homomorphic tallying. Strand [Str19] built a verifiable shuffle for the GSW cryptosystem, but this construction is too restrictive for practical use. Chillotti et al. [CGGI16] uses fully homomorphic encryption, which for the foreseeable future is most likely not efficient enough to be considered for practical deployment.

## 2 Preliminaries

Let $N$ be a power of 2 and $q$ a prime such that $q \equiv 1 \bmod 2 N$. We define the rings $R=\mathbb{Z}[X] /\left\langle X^{N}+1\right\rangle$ and $R_{q}=R / q R$, that is, $R_{q}$ is the ring of polynomials modulo $X^{N}+1$ with integer coefficients modulo $q$. This way, $X^{N}+1$ splits completely into $N$ irreducible factors modulo $q$, which allows for very efficient computation in $R_{q}$ due to the number theoretic transform (NTT) [LN16]. We define the norms of elements $f(X)=\sum \alpha_{i} X^{i} \in R$ to be the norms of the coefficient vector as a vector in $\mathbb{Z}^{N}$ :

$$
\|f\|_{1}=\sum\left|\alpha_{i}\right|, \quad\|f\|_{2}=\left(\sum \alpha_{i}^{2}\right)^{1 / 2}, \quad\|f\|_{\infty}=\max _{i \in[1, \ldots, n]}\left\{\left|\alpha_{i}\right|\right\} .
$$

For an element $\bar{f} \in R_{q}$ we choose coefficients as the representatives in $\left[-\frac{q-1}{2}, \frac{q-1}{2}\right]$, and then compute the norms as if $\bar{f}$ is an element in $R$. For vectors $\boldsymbol{a}=$ $\left(a_{1}, \ldots, a_{k}\right) \in R^{k}$ we define the $\ell_{2}$ norm to be $\|\boldsymbol{a}\|_{2}=\sqrt{\sum\left\|a_{i}\right\|_{2}^{2}}$, and analogously for the $\ell_{1}$ and $\ell_{\infty}$ norm. It is easy to see the following relations between the norms of elements in $R_{q}$ :

$$
\begin{aligned}
& \|f\|_{\infty} \leq \alpha,\|g\|_{1} \leq \beta, \text { then }\|f g\|_{\infty} \leq \alpha \beta \\
& \|f\|_{2} \leq \alpha,\|g\|_{2} \leq \beta, \text { then }\|f g\|_{\infty} \leq \alpha \beta .
\end{aligned}
$$

We furthermore define the sets $S_{\beta_{\infty}}=\left\{x \in R_{q} \mid\|x\|_{\infty} \leq \beta_{\infty}\right\}$ as well as

$$
\mathcal{C}=\left\{c \in R_{q} \mid\|c\|_{\infty}=1,\|c\|_{1}=\nu\right\} \text { and } \overline{\mathcal{C}}=\left\{c-c^{\prime} \mid c \neq c^{\prime} \in \mathcal{C}\right\} .
$$

### 2.1 The Discrete Gaussian Distribution

The continuous normal distribution over $\mathbb{R}^{k}$ centered at $\boldsymbol{v} \in \mathbb{R}^{k}$ with standard deviation $\sigma$ is given by

$$
\rho_{\boldsymbol{v}, \sigma}^{N}(\boldsymbol{x})=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(\frac{-\|\boldsymbol{x}-\boldsymbol{v}\|^{2}}{2 \sigma^{2}}\right) .
$$

When sampling randomness for our lattice-based commitment and encryption schemes, we will need samples from the discrete Gaussian distribution. This distribution is achieved by normalizing the continuous distribution over $R^{k}$ by letting

$$
\mathcal{N}_{\boldsymbol{v}, \sigma}^{k}(\boldsymbol{x})=\frac{\rho_{\boldsymbol{v}, \sigma}^{k N}(\boldsymbol{x})}{\rho_{\sigma}^{k N}\left(R^{k}\right)} \text { where } \boldsymbol{x} \in R^{k} \text { and } \rho_{\sigma}^{k N}\left(R^{k}\right)=\sum_{\boldsymbol{x} \in R^{k}} \rho_{\sigma}^{k N}(\boldsymbol{x}) \text {. }
$$

When $\sigma=1$ or $\boldsymbol{v}=\mathbf{0}$, they are omitted. When $\boldsymbol{x}$ is sampled according to $\mathcal{N}_{\sigma}$ (see Section 2.1 in $\left[\mathrm{BBC}^{+} 18\right]$ ), then,

$$
\operatorname{Pr}\left[\|\boldsymbol{x}\|_{\infty}>\gamma \sigma\right] \leq 2 e^{-\gamma^{2} / 2} \quad \text { and } \quad \operatorname{Pr}\left[\|\boldsymbol{x}\|_{2}>\sqrt{2 \gamma} \sigma\right]<2^{-\gamma / 4}
$$

### 2.2 Rejection Sampling

In lattice-based cryptography in general, and in our zero-knowledge protocols in particular, we would like to output vectors $\boldsymbol{z}=\boldsymbol{y}+\boldsymbol{v}$ such that $\boldsymbol{z}$ is independent of $\boldsymbol{v}$, and hence, $\boldsymbol{v}$ is masked by the vector $\boldsymbol{y}$. Here, $\boldsymbol{y}$ is sampled according to a Gaussian distribution $\mathcal{N}_{\sigma}^{k}$ with standard deviation $\sigma$, and we want the output vector $\boldsymbol{z}$ to be from the same distribution. The procedure is shown in Figure 1.

Here, $1 / M$ is the probability of success, and $M$ is computed as

$$
\begin{equation*}
\max \frac{\mathcal{N}_{\sigma}^{k}(\boldsymbol{z})}{\mathcal{N}_{\boldsymbol{v}, \sigma}^{k}(\boldsymbol{z})}=\exp \left[\frac{-2\langle\boldsymbol{z}, \boldsymbol{v}\rangle+\|\boldsymbol{v}\|_{2}^{2}}{2 \sigma^{2}}\right] \leq \exp \left[\frac{24 \sigma\|\boldsymbol{v}\|_{2}+\|\boldsymbol{v}\|_{2}^{2}}{2 \sigma^{2}}\right]=M \tag{1}
\end{equation*}
$$

where we use the tail bound from Section 2.1, saying that $|\langle\boldsymbol{z}, \boldsymbol{v}\rangle|<12 \sigma\|\boldsymbol{v}\|_{2}$ with probability at least $1-2^{100}$. Hence, for $\sigma=11\|\boldsymbol{v}\|_{2}$, we get $M \approx 3$. This is the standard way to choose parameters, see e.g. [BLS19]. However, if the procedure is only done once for the vector $\boldsymbol{v}$, we can decease the parameters slightly, to the cost of leaking only one bit of information about $\boldsymbol{v}$ from the given $\boldsymbol{z}$.

In [LNS21], Lyubashevsky et al. suggest to require that $\langle\boldsymbol{z}, \boldsymbol{v}\rangle \geq 0$, and hence, we can set $M=\exp \left(\|v\|_{2} / 2 \sigma^{2}\right)$. Then, for $\sigma=0.675\|\boldsymbol{v}\|_{2}$, we get $M \approx 3$. In Figure 1, we use the pre-determined bit $b$ to denote if we only use $\boldsymbol{v}$ once or not, with the effect of rejecting about half of the vectors before the sampling of uniform value $u$ in the case $b=1$, but allowing a smaller standard deviation.

```
\(\underline{\operatorname{Rej}(\boldsymbol{z}, \boldsymbol{v}, b, M, \sigma)}\)
    1: if \(b=1\) and \(\langle\boldsymbol{z}, \boldsymbol{v}\rangle<0\) : return 1
    \(2: \quad \mu \leftarrow \Phi[0,1)\)
    \(3: \quad\) if \(\mu>\frac{1}{M} \cdot \exp \left[\frac{-2\langle\boldsymbol{z}, \boldsymbol{v}\rangle+\|\boldsymbol{v}\|_{2}^{2}}{2 \sigma^{2}}\right]:\) return 1
    4: else : return 0
```

Fig. 1. Rejection sampling

### 2.3 Knapsack Problems

We first define the Search Knapsack problem in the $\ell_{2}$ norm, also denoted as SKS ${ }^{2}$. The SKS ${ }^{2}$ problem is exactly the Module-SIS problem in its Hermite Normal Form.

Definition 1 (Search Knapsack problem). The $\mathrm{SKS}_{n, k, \beta}^{2}$ problem is to find a short non-zero vector $\boldsymbol{y}$ satisfying $\left[\begin{array}{ll}\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}\end{array}\right] \cdot \boldsymbol{y}=\mathbf{0}^{n}$ for a random matrix $\boldsymbol{A}^{\prime}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\operatorname{SKS}_{n, k, \beta}^{2}$ problem if

$$
\operatorname{Pr}\left[\begin{array}{c|c}
\left\|y_{i}\right\|_{2} \leq \beta \wedge & \boldsymbol{A}^{\prime} \leftarrow \$ R_{q}^{n \times(k-n)} ; \\
{\left[\boldsymbol{I}_{n} \quad \boldsymbol{A}^{\prime}\right] \cdot \boldsymbol{y}=\mathbf{0}^{n}} & \mathbf{0} \neq \boldsymbol{y}=\left[y_{1}, \ldots, y_{k}\right]^{\top} \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime}\right)
\end{array}\right] \geq \epsilon
$$

Additionally, we define the Decisional Knapsack problem in the $\ell_{\infty}$ norm $\left(\mathrm{DKS}^{\infty}\right)$. The DKS ${ }^{\infty}$ problem is equivalent to the Module-LWE problem when the number of samples is limited.

Definition 2 (Decisional Knapsack problem). The $\mathrm{DKS}_{n, k, \beta}^{\infty}$ problem is to distinguish the distribution $\left[\begin{array}{ll}\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}\end{array}\right] \cdot \boldsymbol{y}$ for a short $\boldsymbol{y}$ from a bounded distribution $S_{\beta_{\infty}}$ when given $\boldsymbol{A}^{\prime}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{DKS}_{n, k, \beta}^{\infty}$ problem if

$$
\begin{aligned}
& \left\lvert\, \operatorname{Pr}\left[b=1 \mid \boldsymbol{A}^{\prime} \leftarrow \$ R_{q}^{n \times(k-n)} ; \boldsymbol{y} \leftarrow \$ S_{\beta_{\infty}}^{k} ; b \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime},\left[\begin{array}{ll}
\boldsymbol{I}_{n} & \boldsymbol{A}^{\prime}
\end{array}\right] \cdot \boldsymbol{y}\right)\right]\right. \\
- & \operatorname{Pr}\left[b=1 \mid \boldsymbol{A}^{\prime} \leftarrow \$ R_{q}^{n \times(k-n)} ; \boldsymbol{u} \leftarrow \$ R_{q}^{n} ; b \leftarrow \mathcal{A}\left(\boldsymbol{A}^{\prime}, \boldsymbol{u}\right)\right] \mid \geq \epsilon
\end{aligned}
$$

See [LS15] for more details about hardness problems over module lattices.

### 2.4 Public Key Encryption

We present definitions inspired by Goldwasser and Micali [GM82] for the security of a (slightly additively homomorphic) public key encryption scheme. We only present chosen plaintext (CPA) security here, as we need to randomize ciphertexts in our main protocol. To ensure full security one often requires chosen ciphertext security, which can be achieved by combining a CPA secure scheme with zero-knowledge proofs of correct encryption.

Definition 3 (Public Key Encryption Scheme). A public key encryption scheme consists of three algorithms: key generation (KeyGen), encryption (Enc) and decryption (Dec), where

- KeyGen, on input security parameter $1^{\lambda}$, outputs public parameters pp , a public key pk , and a secret key sk,
- Enc, on input the public key pk and a message m, outputs a ciphertext c,
- Dec, on input the secret key sk and a ciphertext c, outputs a message m,
and the public parameters pp are implicit inputs to Enc and Dec.
Definition 4 ( $\tau$-Correctness). We say that the public key encryption scheme is $\tau$-correct if a sum of $\tau$ honestly generated ciphertext with overwhelming probability decrypts to the sum of the $\tau$ encrypted messages. Hence, we want that

$$
\operatorname{Pr}\left[\operatorname{Dec}\left(\mathbf{s k}, \sum_{i \in[\tau]} c_{i}\right)=\sum_{i \in[\tau]} m_{i}: \underset{\left\{c_{i}\right\}_{i \in[\tau]}^{(\mathrm{p}, \mathrm{pk}, \mathrm{sk})} \leftarrow \mathrm{Enc}\left(\operatorname{Rk},\left\{m_{i}\right\}_{i \in[\tau]}\right)}{\left(\mathrm{KeyGen}\left(1^{\lambda}\right)\right.}\right] \geq 1-\epsilon(\lambda),
$$

where the probability is taken over the random coins of KeyGen and Enc.
Definition 5 (Chosen Plaintext Security). We say that the public key encryption scheme is secure against chosen plaintext attacks if an adversary $\mathcal{A}$, after choosing two messages $m_{0}$ and $m_{1}$ and receiving an encryption $c$ of either $m_{0}$ or $m_{1}$ (chosen at random), cannot distinguish which message $c$ is an encryption of. Hence, we want that
where the probability is taken over the random coins of KeyGen and Enc.

### 2.5 Public Key Distributed Decryption

We now present a definition of a secure public key distributed decryption protocol that is suitable for our voting application.

Definition 6 (Distributed Decryption Scheme). A public key distributed decryption scheme consists of five algorithms: key generation (KeyGen), encryption (Enc), decryption (Dec), distributed decryption (DistDec) and combine (Comb), where

- KeyGen, on input security parameter $1^{\lambda}$ and number of key-shares $\xi$, outputs public parameters pp , a public key pk, a secret key sk, and key-shares $\left\{\mathrm{sk}_{j}\right\}$,
- Enc, on input the public key pk and messages $\left\{m_{i}\right\}$, outputs ciphertexts $\left\{c_{i}\right\}$,
- Dec, on input the secret key sk and ciphertexts $\left\{c_{i}\right\}$, outputs messages $\left\{m_{i}\right\}$,
- DistDec, on input a secret key-share $\mathbf{s k}_{j^{*}}$ and ciphertexts $\left\{c_{i}\right\}$, outputs decryption-shares $\left\{\mathrm{ds}_{i, j^{*}}\right\}$,
- Comb, on input ciphertexts $\left\{c_{i}\right\}$ and decryption-shares $\left\{\mathrm{ds}_{i, j}\right\}$, outputs either messages $\left\{m_{i}\right\}$ or $\perp$,
and the public parameters pp are implicit inputs to Enc, Dec, DistDec and Comb.
Let $P_{\text {sk }}(u, v)$ be an efficiently computable predicate that on input secret key sk $=s$ and a ciphertext $c=(u, v)$ outputs 1 or 0 . For example, it outputs 1 if $\|v-s u\|_{\infty}<B_{\text {Dec }} \ll\lfloor q / 2\rfloor$ and otherwise 0 for the BGV scheme in Section 3.1.

Definition 7 (Threshold Correctness). We say that the public key distributed encryption scheme is threshold correct with respect to to $P_{\text {sk }}(\cdot)$ if
where the probability is taken over the random coins of KeyGen and DistDec.
Definition 8 (Threshold Verifiability). We say that the public key distributed encryption scheme is threshold verifiable with respect to $P_{\text {sk }}(\cdot)$ if an adversary $\mathcal{A}$ corrupting $J \subseteq[\xi]$ secret key-shares $\left\{\mathrm{sk}_{j}\right\}_{j \in J}$ cannot convince Comb to accept maliciously created decryption-shares $\left\{\mathrm{ds}_{i, j}\right\}_{i \in[\tau], j \in J}$. More concretely:
where the probability is taken over the random coins of KeyGen and DistDec.
Definition 9 (Distributed Decryption Simulatability). We say that the public key distributed decryption scheme is simulatable with respect to $P_{\text {sk }}(\cdot)$ if an adversary $\mathcal{A}$ corrupting $J \subsetneq[\xi]$ secret key-shares $\left\{\text { sk }_{j}\right\}_{j \in J}$ cannot distinguish the transcript of the decryption protocol from a simulation by a simulator $\mathcal{S}$ which only gets $\left\{\mathrm{sk}_{j}\right\}_{j \in J}$ as well as correct decryptions as input. More concretely:
where the probability is taken over the random coins of KeyGen, DistDec and $\mathcal{S}$.

### 2.6 Commitments

Commitment schemes were first introduced by Blum [Blu84], and have since become an essential component in many advanced cryptography protocols.

Definition 10 (Commitment Scheme). A commitment scheme consists of three algorithms: key generation (KeyGen), commitment (Com) and opening (Open), where

- KeyGen, on input security parameter $1^{\lambda}$, outputs public parameters pp ,
- Com, on input message $m$, outputs commitment $c$ and opening $r$,
- Open, on input $m, c$ and $r$, outputs either 0 or 1 ,
and the public parameters pp are implicit inputs to Com and Open.
Definition 11 (Completeness). We say that the commitment scheme is complete if an honestly generated commitment is accepted by the opening algorithm. Hence, we want that

$$
\operatorname{Pr}\left[\operatorname{Open}(m, c, r)=1: \underset{(c, r)}{\operatorname{pp} \leftarrow \operatorname{KeyGen}\left(1^{\lambda}\right)} \leftarrow \operatorname{Com}(m)\right]=1
$$

where the probability is taken over the random coins of KeyGen and Com.
Definition 12 (Hiding). We say that a commitment scheme is hiding if an adversary $\mathcal{A}$, after choosing two messages $m_{0}$ and $m_{1}$ and receiving a commitment $c$ to either $m_{0}$ or $m_{1}$ (chosen at random), cannot distinguish which message $c$ is a commitment to. Hence, we want that

$$
\left|\operatorname{Pr}\left[\begin{array}{c} 
\\
b=b^{\prime}: \\
\\
\left.b \underset{\left(m_{0}, m_{1}, \mathrm{st}\right) \leftarrow \mathrm{Aey}(\mathrm{pp})}{\leftarrow} \underset{b^{\prime}}{\leftarrow}, 1\right\}, c \leftarrow \mathrm{Com}\left(m_{b}\right) \\
\leftarrow \mathrm{A}(c, \mathrm{st})
\end{array}\right]-\frac{1}{2}\right| \leq \epsilon(\lambda),
$$

where the probability is taken over the random coins of KeyGen and Com.
Definition 13 (Binding). We say that a commitment scheme is binding if an adversary $\mathcal{A}$, after creating a commitment c, cannot find two valid openings to $c$ for different messages $m$ and $\hat{m}$. Hence, we want that

$$
\operatorname{Pr}\left[\begin{array}{c}
m \neq \hat{m} \\
\mathrm{Open}(m, c, r)=1 \\
\operatorname{Open}(\hat{m}, c, \hat{r})=1
\end{array}: \begin{array}{c}
\mathrm{pp} \leftarrow \operatorname{KeyGen}\left(1^{\lambda}\right) \\
(c, m, r, \hat{m}, \hat{r}) \leftarrow \mathrm{A}(\mathrm{pp})
\end{array}\right] \leq \epsilon(\lambda),
$$

where the probability is taken over the random coins of KeyGen.

### 2.7 Zero-Knowledge Proofs

These definitions are based on Goldwasser et al. [GMR85]. Let L be a language, and let R be a NP-relation on L . Then, $x$ is an element in L if there exists a witness $w$ such that $(x, w) \in \mathrm{R}$. We let $\mathrm{P}, \mathrm{P}^{*}, \mathrm{~V}$ and $\mathrm{V}^{*}$ be polynomial time algorithms.

Definition 14 (Interactive Proofs). An interactive proof protocol $\Pi$ consists of two parties: a prover P and a verifier V , and a setup algorithm (Setup), where Setup, on input the security parameter $1^{\lambda}$, outputs public setup parameters sp . The protocol consists of a transcript T of the communication between P and V , with respect to sp , and the conversation terminates with V outputting either 1 or 0 . Let $\langle\mathrm{P}(\mathrm{sp}, x, w), \mathrm{V}(\mathrm{sp}, x)\rangle$ denote the output of V on input $x$ after its interaction with P , who holds a witness $w$.

Definition 15 (Completeness). We say that a proof protocol $\Pi$ is complete if V outputs 1 when P knows a witness $w$ and both parties follows the protocol. Hence, for any efficient sampling algorithm $\mathrm{P}_{0}$ we want that

$$
\operatorname{Pr}\left[\langle\mathrm{P}(\mathrm{sp}, x, w), \mathrm{V}(\mathrm{sp}, x)\rangle=1 \quad: \begin{array}{c}
\mathrm{sp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
(x, w) \leftarrow \mathrm{P}_{0}(\mathrm{sp}) \\
(x, w) \in \mathrm{R}
\end{array}\right]=1
$$

where the probability is taken over the random coins of Setup, P and V.
Definition 16 (Knowledge Soundness). We say that a proof protocol $\Pi$ is knowledge sound if, when a cheating prover P* that does not know a witness $w$ is able to convince a honest verifier V , there exists a polynomial time algorithm extractor $\mathcal{E}$ which, give black-box access to $\mathrm{P}^{*}$, can output a witness $w$ such that $(x, w) \in \mathrm{R}$. Hence, we want that

$$
\operatorname{Pr}\left[\begin{array}{c}
\mathrm{sp} \leftarrow \operatorname{Setup}\left(1^{\lambda}\right) \\
\left.(x, w) \in \mathrm{R}: \begin{array}{c}
\left\langle\mathrm{P}^{*}(\mathrm{sp}, x, \cdot), \mathrm{V}(\mathrm{sp}, x)\right\rangle=1 \\
w \leftarrow \mathcal{E}^{\mathrm{P}^{*}(\cdot)}(\mathrm{sp}, x)
\end{array}\right] \geq 1-\epsilon(\lambda), ~
\end{array}\right] \geq
$$

where the probability is taken over the random coins of Setup, $\mathrm{P}^{*}$ and $\mathcal{E}$.
Definition 17 (Honest-Verifier Zero-Knowledge). We say that a proof protocol $\Pi$ is honest-verifier zero-knowledge if a honest but curious verifier $\mathrm{V}^{*}$ that follows the protocol cannot learn anything beyond the fact that $x \in \mathrm{~L}$. Hence, we want for real accepting transcripts $\mathrm{T}_{\langle\mathrm{P}(\mathrm{sp}, x, w), \mathrm{V}(\mathrm{sp}, x)\rangle}$ between a prover P and a verifier V , and a accepting transcript $\mathrm{S}_{\langle\mathrm{P}(\mathrm{sp}, x, \cdot), \mathrm{V}(\mathrm{sp}, x)\rangle}$ generated by simulator $\mathcal{S}$ that only knows $x$, that
where the probability is taken over the random coins of Setup, $\mathcal{S}$ and $\mathrm{V}^{*}$.
An interactive honest-verifier zero-knowledge proof protocol can be made non-interactive using the Fiat-Shamir transform [FS87].

## 3 Background: Lattice-Based Cryptography

We start this section by presenting the BGV encryption scheme by Brakerski et al. [BGV12], and continue by presenting the commitment scheme by Baum et al. $\left[\mathrm{BDL}^{+} 18\right]$ and it's respective zero-knowledge proofs of linear relations. Then, we present two amortized zero-knowledge proofs of knowledge of short preimages. First, we present a modification of the protocol due to Bootle et al. [BLNS21] for proving knowledge of many instances when the secrets are very short, say, all coefficients are ternary, and the proof must be exact. We also provide the protocol due to Baum et al. $\left[\mathrm{BBC}^{+} 18\right]$ for proving knowledge of many bounded instances where the proof is approximate.

### 3.1 BGV Encryption

Let $p \ll q$ be primes, let $R_{q}$ and $R_{p}$ be defined as above for a fixed $N$, let D be a bounded distribution over $R_{q}$, let $B_{\infty} \in \mathbb{N}$ be a bound and let $\lambda$ be the security parameter. The (plain) BGV encryption scheme follows Definition 3 (in Section 2) and consists of three algorithms: key generation (KeyGen), encryption (Enc) and decryption (Dec), where:

- KeyGen samples an element $a \leftarrow \$ R_{q}$ uniformly at random, samples a short $s \leftarrow \$ R_{q}$ such that $\|s\|_{\infty} \leq B_{\infty}$ and samples noise $e \leftarrow \mathrm{D}$. The algorithm outputs public key $\mathrm{pk}=(a, b)=(a, a s+p e)$ and secret key sk $=s$.
- Enc, on input the public key $\mathrm{pk}=(a, b)$ and an element $m$ in $R_{p}$, samples a short $r \leftarrow \$ R_{q}$ such that $\|r\|_{\infty} \leq B_{\infty}$, samples noise $e^{\prime}, e^{\prime \prime} \leftarrow \mathrm{D}$, and outputs the ciphertext $c=(u, v)=\left(a r+p e^{\prime}, b r+p e^{\prime \prime}+m\right)$.
- Dec, on input the secret key sk $=s$ and a ciphertext $c=(u, v)$ in $R_{q}^{2}$, outputs the message $m=(v-s u \bmod q) \bmod p$.
The following theorem for the BGV encryption scheme follows from Brakerski et al. [BGV12, Section 3] and Lyubashevsky et al. [LPR13, Lemma 8.3].
Theorem 1 (Correctness and CPA Security of BGV). The BGV encryption scheme is 1 -correct (Definition 4 in 2.4) if $\|v-s u\|_{\infty} \leq B_{\text {Dec }}<\lfloor q / 2\rfloor$, and the scheme is secure against chosen plaintext attacks (Definition 5 in 2.4) if the $\mathrm{DKS}_{N, 2, \beta}^{\infty}$ problem is hard for some $\beta=\beta\left(N, q, B_{\infty}, \sigma, p\right)$. More general, the scheme is $\tau$-correct if $\tau \cdot B_{\text {Dec }}<\lfloor q / 2\rfloor$.

Furthermore, we present the passively secure distributed decryption technique used in the MPC-protocols by Damgård et al. [BD10, DKL ${ }^{+} 13$, DPSZ12]. Here the KeyGen algorithm for $1 \leq j \leq \xi$ outputs uniformly random shares $\mathrm{sk}_{j}=s_{j}$ of the secret key $\mathrm{sk}=s$ such that $s=s_{1}+s_{2}+\cdots+s_{\xi}$. This can be used to define a passively secure threshold decryption algorithm as follows:

- DistDec, on input a secret key-share $\mathrm{sk}_{j}=s_{j}$ and a ciphertext $c=(u, v)$ in $R_{q}^{2}$, computes $m_{j}=s_{j} u$, sample some uniform noise $E_{j} \leftarrow \$ R_{q}$ such that $\left\|E_{j}\right\|_{\infty} \leq 2^{\text {sec }}\left(B_{\text {Dec }} / p \xi\right)$ for statistical security parameter sec and noisebound $B_{\text {Dec }}=\max \|v-s u\|_{\infty}$, then outputs ds $j_{j}=t_{j}=m_{j}+p E_{j}$.
- Comb, on input the ciphertext $(u, v)$ and the set of decryption shares $\left\{\mathrm{ds}_{j}\right\}_{j \in[\xi]}$, outputs the message $m=(v-t \bmod q) \bmod p$, where $t=t_{1}+t_{2}+\cdots+t_{\xi}$.

The following theorem for the distributed decryption protocol follows from the works by Damgård et al. [DPSZ12, Theorem 4] and $\left[\mathrm{DKL}^{+} 13\right.$, Appendix G].

Theorem 2 (Correctness and Simulatability of Distributed BGV). Let sec be the statistical security parameter. The distributed BGV encryption scheme is correct (Definition 7 in 2.5) if $\|v-t\|_{\infty} \leq\left(1+2^{\text {sec }}\right) B_{\text {Dec }}<\lfloor q / 2\rfloor$, and is decryption simulatable against passive adversaries (Definition 9 in 2.5).

### 3.2 Lattice-Based Commitments

Let $R_{q}$ be defined as above for a fixed $N$ and let $\mathcal{N}_{\sigma_{\mathrm{C}}}$ be a Gaussian distribution over $R_{q}$ with standard deviation $\sigma_{\mathrm{C}}$. The commitment scheme follows Definition 10 and consists of three algorithms: key generation $\left(\mathrm{KeyGen}_{\mathrm{C}}\right)$, committing (Com) and opening (Open), where:

KeyGen $_{\mathrm{C}}$ outputs a public key pk which allows to commit to messages in $R_{q}^{\ell}$ using randomness in $S_{B_{\text {com }}}^{k}$. We define

$$
\begin{array}{ll}
\boldsymbol{A}_{1}=\left[\begin{array}{ll}
\boldsymbol{I}_{n} & \boldsymbol{A}_{1}^{\prime}
\end{array}\right] & \text { where } \boldsymbol{A}_{1}^{\prime} \leftarrow R_{q}^{n \times(k-n)} \\
\boldsymbol{A}_{2}=\left[\begin{array}{lll}
\mathbf{0}^{\ell \times n} & \boldsymbol{I}_{\ell} & \boldsymbol{A}_{2}^{\prime}
\end{array}\right] & \text { where } \boldsymbol{A}_{2}^{\prime} \leftarrow R_{q}^{l \times(k-n-\ell)},
\end{array}
$$

for height $n+\ell$ and width $k$ and let pk be $\boldsymbol{A}=\left[\begin{array}{l}\boldsymbol{A}_{1} \\ \boldsymbol{A}_{2}\end{array}\right]$.
Com commits to messages $\boldsymbol{m} \in R_{q}^{\ell}$ by sampling an $\boldsymbol{r}_{\boldsymbol{m}} \leftarrow \$ S_{B_{\text {Com }}}^{k}$ and computes

$$
\operatorname{Com}_{\mathrm{pk}}\left(\boldsymbol{m} ; \boldsymbol{r}_{\boldsymbol{m}}\right)=\boldsymbol{A} \cdot \boldsymbol{r}_{\boldsymbol{m}}+\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{m}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{c}_{1} \\
\boldsymbol{c}_{2}
\end{array}\right]=\llbracket \boldsymbol{m} \rrbracket .
$$

Com outputs commitment $\llbracket \boldsymbol{m} \rrbracket$ and opening $\boldsymbol{d}=\left(\boldsymbol{m}, \boldsymbol{r}_{\boldsymbol{m}}, 1\right)$.
Open verifies whether an opening ( $\boldsymbol{m}, \boldsymbol{r}_{\boldsymbol{m}}, f$ ), with $f \in \overline{\mathcal{C}}$, is a valid opening of $\llbracket \boldsymbol{m} \rrbracket$ for the public key pk by checking that $\left\|\boldsymbol{r}_{\boldsymbol{m}}[i]\right\| \leq 4 \sigma_{\mathrm{C}} \sqrt{N}$, for $i \in[k]$, and if

$$
f \cdot\left[\begin{array}{l}
\boldsymbol{c}_{1} \\
\boldsymbol{c}_{2}
\end{array}\right] \stackrel{?}{=} \boldsymbol{A} \cdot \boldsymbol{r}_{\boldsymbol{m}}+f \cdot\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{m}
\end{array}\right] .
$$

Open outputs 1 if all these conditions holds, and 0 otherwise.
For any commitment generated with Com, the algorithm Open will accept (except with negligible probability) by setting $f=1$.

The following theorem for the security of the commitment scheme follows from Baum et al. $\left[\mathrm{BDL}^{+} 18\right.$, Lemma 6 and Lemma 7].

Theorem 3 (Hiding and Binding of the Commitment Scheme). The commitment scheme is hiding (Definition 12 in 2.6) if the $\mathrm{DKS}_{n+\ell, k, \beta_{\infty}}^{\infty}$ problem is hard, and the scheme is binding (Definition 13 in 2.6) if the $\mathrm{SKS}_{n, k, 16 \sigma_{\mathrm{C}} \sqrt{\nu N}}^{2}$ problem is hard.

The commitments $\left[\mathrm{BDL}^{+} 18\right]$ have a weak additively homomorphic property:

Proposition 1. Let $\llbracket \boldsymbol{m} \rrbracket=\operatorname{Com}\left(\boldsymbol{m} ; \boldsymbol{r}_{\boldsymbol{m}}\right)$ be a commitment with opening ( $\left.\boldsymbol{m}, \boldsymbol{r}_{\boldsymbol{m}}, f\right)$ and let $\llbracket \boldsymbol{m}^{\prime} \rrbracket=\operatorname{Com}\left(\boldsymbol{m}^{\prime} ; \mathbf{0}\right)$. Then $\llbracket \boldsymbol{m} \rrbracket-\llbracket \boldsymbol{m}^{\prime} \rrbracket$ has the opening $\left(\boldsymbol{m}-\boldsymbol{m}^{\prime}, \boldsymbol{r}_{\boldsymbol{m}}, f\right)$.

The proof follows from the linearity of the verification algorithm.

$$
\begin{aligned}
& \underline{\operatorname{Prover}\left(\left\{\left(\boldsymbol{m}_{i}, \boldsymbol{r}_{i}\right)\right\}_{i \in[\hat{n}]} ;\left\{\alpha_{i}\right\}_{i \in[\hat{n}-1]},\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i \in[\hat{n}]}\right)} \quad \underline{\operatorname{Verifier}\left(\left\{\alpha_{i}\right\}_{i \in[\hat{n}-1]},\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i \in \hat{n}}\right)} \\
& \boldsymbol{y}_{i} \leftarrow \$ \mathcal{N}_{\sigma_{\mathrm{C}}}^{k}, i \in[\hat{n}] \\
& \boldsymbol{t}_{i}=\boldsymbol{A}_{1} \boldsymbol{y}_{i}, i \in[\hat{n}] \\
& \boldsymbol{u}=\boldsymbol{A}_{2}\left(\left(\sum_{i \neq \hat{n}} \alpha_{i} \boldsymbol{y}_{i}\right)-\boldsymbol{y}_{\hat{n}}\right) \quad \xrightarrow{\left\{\boldsymbol{t}_{i}\right\}_{i \in[\hat{n}]}, \boldsymbol{u}} \\
& \underset{\longleftarrow}{ } \quad \beta \stackrel{\$}{\leftarrow} \mathcal{C} \\
& \boldsymbol{z}_{i}=\boldsymbol{y}_{i}+\beta \boldsymbol{r}_{i}, i \in[\hat{n}] \\
& \text { For all } i \text { in }[\hat{n}]: \\
& \text { Abort if } \operatorname{Rej}\left(\boldsymbol{z}_{i}, \beta \boldsymbol{r}_{i}, \sigma_{\mathrm{C}}\right)=1 . \\
& \xrightarrow{\left\{\boldsymbol{z}_{i}\right\}_{i \in[\hat{n}]}} \text { return Accept iff: } \\
& \forall i, j:\left\|z_{i, j}\right\|_{2} \stackrel{?}{\leq} B \\
& \forall i: \boldsymbol{A}_{1} \boldsymbol{z}_{i} \stackrel{?}{=} \boldsymbol{t}_{i}+\beta \boldsymbol{c}_{i, 1} \\
& \hat{\boldsymbol{u}} \stackrel{?}{=} \boldsymbol{A}_{2}\left(\left(\sum_{i \neq \hat{n}} \alpha_{i} \boldsymbol{z}_{i}\right)-\boldsymbol{z}_{\hat{n}}\right)
\end{aligned}
$$

Fig. 2. Protocol $\Pi_{\text {LiN }}$ is a Sigma-protocol to prove the relation $R_{\text {LiN }}$.

### 3.3 Zero-Knowledge Proof of Linear Relations

Assume that there are $\hat{n}$ commitments

$$
\llbracket \boldsymbol{m}_{i} \rrbracket=\left[\begin{array}{l}
\boldsymbol{c}_{i, 1} \\
\boldsymbol{c}_{i, 2}
\end{array}\right] \text {, for } 1 \leq i \leq \hat{n} \text { where } \boldsymbol{c}_{i, 2} \in R_{q}^{\ell} \text {. }
$$

For the public scalar vector $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{\hat{n}-1}\right) \in R_{q}^{\hat{n}-1}$ the prover wants to demonstrate that the following relation $R_{\text {LiN }}$ holds:
$R_{\mathrm{LIN}}=\left\{(x, w) \left\lvert\, \begin{array}{c}x=\left(\mathrm{pk},\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i \in[\hat{n}]}, \boldsymbol{\alpha}\right) \wedge w=\left(f,\left\{\boldsymbol{m}_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\hat{n}]}\right) \wedge \\ \forall i \in[\hat{n}]: \mathrm{Open}_{\mathrm{pk}}\left(\llbracket \boldsymbol{m}_{i} \rrbracket, \boldsymbol{m}_{i}, \boldsymbol{r}_{i}, f\right)=1 \wedge \boldsymbol{m}_{\hat{n}}=\sum_{i=1}^{\hat{n}-1} \alpha_{i} \boldsymbol{m}_{i}\end{array}\right.\right\}$.
$\Pi_{\text {Lin }}$ in Figure 2 is a zero-knowledge proof of knowledge (ZKPoK) of this relation (it is a directly extended version of the proof of linearity in $\left.\left[\mathrm{BDL}^{+} 18\right]\right)$. The relation $R_{\text {Lin }}$ is relaxed because of the additional factor $f$ in the opening, which appears in the soundness proof. It does not show up in the protocol $\Pi_{\text {LIN }}$, because an honest prover will implicitly use $f=1$.

The bound is $B=2 \sigma_{\mathrm{C}} \sqrt{N}$ and the $\Pi_{\mathrm{LIN}}-$ protocol produces a proof transcript of the form $\pi_{\mathrm{LIN}}=\left(\left(\left\{\boldsymbol{t}_{i}\right\}_{i \in[\hat{n}]}, u\right), \beta,\left(\left\{\boldsymbol{z}_{i}\right\}_{i \in[\hat{n}]}\right)\right)$.

The following theorem for the security of zero-knowledge proof of linear relations is a direct adaption of Baum et al. [ $\mathrm{BDL}^{+} 18$, Lemma 8].
Theorem 4 (Security of Zero-Knowledge Proof of Linear Relations). The zero-knowledge proof of linear relations is complete (Definition 15 in 2.7) if the randomness $\boldsymbol{r}_{i}$ is bounded by $B_{\text {Com }}$ in the $\ell_{\infty}$ norm, it is special sound
(Definition 16 in 2.7) if the $\mathrm{SKS}_{n, k, 4 \sigma_{C} \sqrt{N}}^{2}$ problem is hard, and it is statistical honest-verifier zero-knowledge (Definition 17 in 2.7). The probability of success is $(1 / M)^{\hat{n}}$, where the constant $M$ is computed as in Equation 1.

Even though the success probability is $(1 / M)^{\hat{n}}$, we will only use this protocol for small values of $\hat{n}$ and choose parameters so that the total rejection probability is small (around $1 / 3$ ), which ensures that the protocol is efficient in practice.

When applying the Fiat-Shamir transform [FS87], we let $\beta$ be the output of a hash-function applied to the first message and $x$. Then, the proof transcript is reduced to $\pi_{L}=\left(\beta,\left\{\boldsymbol{z}_{i}\right\}_{i \in[\hat{n}]}\right)$ where $\beta$ is of $2 \lambda$ bits and each $\boldsymbol{z}_{i}$ is of size $k N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits. We can compress $\boldsymbol{z}_{i}$ to $\hat{n}(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits by checking an approximate equality instead, as described in $\left[\mathrm{ABG}^{+} 21\right.$, Section 3.2]. We denote by

$$
\begin{aligned}
\pi_{L} & \leftarrow \Pi_{\mathrm{LIN}}\left(\left\{\left(\boldsymbol{m}_{i}, \boldsymbol{r}_{i}\right)\right\}_{i \in[\hat{n}]} ;\left(\left\{\alpha_{i}\right\}_{i \in[\hat{n}-1]},\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i \in[\hat{n}]}\right)\right), \text { and } \\
0 \vee 1 & \leftarrow \Pi_{\mathrm{LINV}}\left(\left\{\alpha_{i}\right\}_{i \in[\hat{n}-1]},\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i \in[\hat{n}]} ; \pi_{L}\right),
\end{aligned}
$$

the run of the proof and verification protocols, respectively, where the verification protocol $\Pi_{\text {LinV }}$ reconstructs the first message using $\beta$, performs the verification as in the last step in Figure 2 and then checks that $\beta$ was computed correctly with respect to the statement and the first message.

### 3.4 Exact Amortized Zero-Knowledge Proof of Short Openings

It is well-known that polynomials in $R_{q}$ can be represented as vectors in $\mathbb{Z}_{q}^{N}$ and multiplication by a polynomial $\hat{a}$ in $R_{q}$ can be expressed as a matrix-vector product with a nega-cyclic matrix $\hat{\boldsymbol{A}}$ in $\mathbb{Z}_{q}^{N \times N}$. Let $\boldsymbol{A}$ be a $r \times v$ matrix over $R_{q}$, that is, a $r N \times v N$ matrix over $\mathbb{Z}_{q}$. We will now consider how to prove generically that $\boldsymbol{t}_{i}=\boldsymbol{A} s_{i}$ for a bounded $\boldsymbol{s}_{i}$, which is the same as proving correct multiplication over the ring $R_{q}$ of a public polynomial $a$ and a secret and bounded polynomials $s_{i}$ resulting in public polynomials $t_{i}$.

Bootle et al. [BLNS21] give an efficient amortized sublinear zero-knowledge protocol for proving the knowledge of short vectors $\boldsymbol{s}_{i}$ and $\boldsymbol{e}_{i}$ over $\mathbb{Z}_{q}$ satisfying $\boldsymbol{A} s_{i}+\boldsymbol{e}_{i}=\boldsymbol{t}_{i}$. Here we adapt their techniques for the case where $\boldsymbol{e}_{i}$ is zero, and prove that $\left\|s_{i}\right\|_{\infty} \leq 1$. We further modify their protocol for amortized proofs to benefit from smaller parameters due to the small bound on $s_{i}$, while their amortized protocol was optimized for larger bounds ${ }^{3}$.

We first explain the main idea of [BLNS21] for proving knowledge of one preimage $\boldsymbol{s}$ of $\boldsymbol{t}=\boldsymbol{A} \boldsymbol{s}$ and then how it generalizes to an amortized proof for $\tau$ elements with sublinear communication.

The approach follows an ideal linear commitments-technique with vector commitments $\operatorname{Com}_{\mathrm{L}}(\cdot)$ over $\mathbb{Z}_{q}$. The prover initially commits to the vector $s$ as well as an auxiliary vector $s_{0}$ of equal length. Implicitly, this defines a vector

[^19]1: P has input $\left\{\boldsymbol{s}_{i}\right\}_{i=1}^{\tau} ;\left(\boldsymbol{A},\left\{\boldsymbol{t}_{i}\right\}_{i=1}^{\tau}\right)$ while V has input $\boldsymbol{A},\left\{\boldsymbol{t}_{i}\right\}_{i=1}^{\tau}$
2: P samples $\boldsymbol{s}_{0} \leftarrow \$ \mathbb{Z}_{q}^{v N}, \boldsymbol{h} \leftarrow \$ \mathbb{Z}_{q}^{2 v N}, \boldsymbol{r}_{0} \leftarrow \$ \mathbb{Z}_{q}^{\eta}, \boldsymbol{r}_{h} \leftarrow \$ \mathbb{Z}_{q}^{\eta}$ and $\boldsymbol{r}_{i, j} \leftarrow \mathbb{\mathbb { Z } _ { q } ^ { \eta }}$ for each $i \in[\tau], j \in\{0,1,2\}$.
3 : P computes $\boldsymbol{f}(X)=\sum_{i=0}^{\tau} \boldsymbol{s}_{i} \ell_{i}(X)$ and $\boldsymbol{d}=-\boldsymbol{A} \boldsymbol{s}_{0}$ and defines $\boldsymbol{v}_{i, j}$ using

$$
\frac{1}{\ell_{0}(X)} \cdot \prod_{h \in\{-1,0,1\}}[\boldsymbol{f}(X)-h \cdot \mathbf{1}]=\sum_{j=0}^{2} \sum_{i=1}^{\tau} \boldsymbol{v}_{i, j} \ell_{i}(X) \ell_{0}(X)^{j}
$$

4: P computes $\boldsymbol{H}_{0} \leftarrow \operatorname{Encode}\left(\boldsymbol{s}_{0}, \mathbf{0}, \boldsymbol{r}_{0}\right), \boldsymbol{H} \leftarrow \operatorname{Encode}\left(\boldsymbol{h}, \boldsymbol{r}_{h}\right)$ as well as $\boldsymbol{H}_{i, j}=\operatorname{Encode}\left(\delta_{j} \cdot \boldsymbol{s}_{i}, \boldsymbol{v}_{i, j}, \boldsymbol{r}_{i, j}\right)$ for each $i \in[\tau], j \in\{0,1,2\}$.
5 : P computes $\boldsymbol{E}=\operatorname{RowsToMatrix}\left(\boldsymbol{H}, \boldsymbol{H}_{0}, \boldsymbol{H}_{1,0}, \boldsymbol{H}_{1,1}, \ldots, \boldsymbol{H}_{\tau, 2}\right)$,
$\mathcal{M}=\operatorname{MerkleTree}(\operatorname{CommitToColums}(\boldsymbol{E}))$ and $\left(c_{\boldsymbol{d}}, r_{\boldsymbol{d}}\right) \leftarrow \operatorname{Com}_{\text {Aux }}(\boldsymbol{d})$.
6: P sends $\mathcal{M}, c_{\boldsymbol{d}}$ to V
7: V samples $x \leftarrow \$ \mathbb{Z}_{q}^{*} \backslash\left\{a_{1}, \ldots, a_{\tau}\right\}$ and $\beta_{0}, \beta_{1,0}, \ldots, \beta_{\tau, 2} \leftarrow \$ \mathbb{Z}_{q}^{*}$ and sends $x, \beta_{0}, \beta_{1,0}, \ldots, \beta_{\tau, 2}$ to P
8: P computes $\overline{\boldsymbol{f}}=\boldsymbol{f}(x), \overline{\boldsymbol{r}}_{f}=\ell_{0}(x) \boldsymbol{r}_{0}+\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} \boldsymbol{r}_{i, j}$, $\overline{\boldsymbol{h}}=\boldsymbol{h}+\beta_{0} \boldsymbol{s}_{0}+\sum_{j=0}^{2} \sum_{i=1}^{\tau} \beta_{i, j}\left(\delta_{j} \cdot \boldsymbol{s}_{i}, \boldsymbol{v}_{i, j}\right), \overline{\boldsymbol{r}}_{h}=\boldsymbol{r}_{h}+\beta_{0} \boldsymbol{r}_{0}+\sum_{j=0}^{2} \sum_{i=1}^{\tau} \beta_{i, j} \boldsymbol{r}_{i, j}$
P sends $\overline{\boldsymbol{f}}, \overline{\boldsymbol{r}}_{f}, \overline{\boldsymbol{h}}, \overline{\boldsymbol{r}}_{h}, r_{\boldsymbol{d}}$ to V
V samples $I \leftarrow \$[l]^{\eta},|I|=\eta$ and sends $I$ to P
P computes and sends $\left.\boldsymbol{E}\right|_{I}$, MerklePaths $I_{I}$ to V
V runs Verify $\left(\left.\boldsymbol{E}\right|_{I}, \mathcal{M}\right.$, MerklePaths $\left.{ }_{I}\right)$ and checks that
$0 \operatorname{pen}_{\text {Aux }}\left(c_{\boldsymbol{d}}, \frac{1}{\ell_{0}(x)} \cdot\left(\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(x)-\boldsymbol{A} \overline{\boldsymbol{f}}\right), r_{\boldsymbol{d}}\right)=1$,
Encode $\left.\left(\overline{\boldsymbol{f}}, \frac{1}{\ell_{0}(x)} \cdot \prod_{h \in\{-1,0,1\}}[\overline{\boldsymbol{f}}-h \cdot \mathbf{1}], \overline{\boldsymbol{r}}_{f}\right)\right|_{I}$

$$
\left.\stackrel{?}{=} \ell_{0}(x) \cdot \boldsymbol{H}_{0}\right|_{I}+\left.\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} \boldsymbol{H}_{i, j}\right|_{I}
$$

$\left.\operatorname{Encode}\left(\overline{\boldsymbol{h}}, \overline{\boldsymbol{r}}_{h}\right)\right|_{I} \stackrel{?}{=} \boldsymbol{H}+\left.\beta_{0} \boldsymbol{H}_{0}\right|_{I}+\left.\sum_{i=1}^{\tau} \sum_{j=0}^{2} \beta_{i, j} \boldsymbol{H}_{i, j}\right|_{I}$

Fig. 3. The protocol $\Pi_{\mathrm{AEx}}$ is an exact amortized zero-knowledge proof of knowledge of ternary openings. $\delta_{x}$ is 1 if $x=0$ and 0 otherwise. $\left(C o m_{\text {Aux }}, 0 \mathrm{Open}_{\text {Aux }}\right)$ is an arbitrary commitment scheme.
of polynomials $\boldsymbol{f}(X)=\boldsymbol{s}_{0}(X)+\boldsymbol{s}$ for the prover. Now consider the vector of polynomials $\boldsymbol{f}(X) \circ(\boldsymbol{f}(X)-\mathbf{1}) \circ(\boldsymbol{f}(X)+\mathbf{1})$, where $\circ$ denote the coordinate-wise product, then we can see that the coefficients of $X^{0}$ are exactly $s \circ(s-\mathbf{1}) \circ(s+\mathbf{1})$ and therefore $\mathbf{0}$ if and only if the aforementioned bound on $s$ holds. In that case, each aforementioned polynomial in $\boldsymbol{f}(X) \circ(\boldsymbol{f}(X)-\mathbf{1}) \circ(\boldsymbol{f}(X)+\mathbf{1})$ is divisible by $X$. Therefore, the prover computes the coefficient vectors $\boldsymbol{v}_{2}, \boldsymbol{v}_{1}, \boldsymbol{v}_{0}$ of

$$
1 / X \cdot \boldsymbol{f}(X) \circ(\boldsymbol{f}(X)-\mathbf{1}) \circ(\boldsymbol{f}(X)+\mathbf{1})=\boldsymbol{v}_{2} X^{2}+\boldsymbol{v}_{1} X+\boldsymbol{v}_{0}
$$

and commits to these. Additionally, define the value $\boldsymbol{d}=\boldsymbol{t}-\boldsymbol{A} \boldsymbol{f}=-\boldsymbol{A} \boldsymbol{s}_{0}$, which the prover also commits to.

The verifier now sends a challenge $x$, for which the prover responds with $\overline{\boldsymbol{f}}=\boldsymbol{f}(x)$. Additionally, the prover uses the linear property of the commitment scheme to show that:

1. $\operatorname{Com}_{\mathrm{L}}\left(\boldsymbol{s}_{0}\right) \cdot x+\operatorname{Com}_{\mathrm{L}}(\boldsymbol{s})$ opens to $\overline{\boldsymbol{f}}$.
2. $\operatorname{Com}_{\mathrm{L}}\left(\boldsymbol{v}_{2}\right) \cdot x^{2}+\operatorname{Com}_{\mathrm{L}}\left(\boldsymbol{v}_{1}\right) \cdot x+\operatorname{Com}_{\mathrm{L}}\left(\boldsymbol{v}_{0}\right)$ opens to $\frac{1}{x} \cdot \overline{\boldsymbol{f}} \circ(\overline{\boldsymbol{f}}+1) \circ(\overline{\boldsymbol{f}}-1)$.

The prover additionally opens the commitment to $\boldsymbol{d}$ and the verifier checks that it opens to $\frac{1}{x} \cdot(\boldsymbol{t}-\boldsymbol{A} \overline{\boldsymbol{f}})$. Here, the first two commitment openings allow us to deduce that the correct $\bar{f}$ is sent by the prover and that the values committed as $\boldsymbol{s}$ are indeed commitments to $\{-1,0,1\}$. Then, from opening $\boldsymbol{d}$ we get that the committed $s$ is indeed the preimage of $\boldsymbol{t}$ under $\boldsymbol{A}$.

The ideal linear commitments in [BLNS21] get realized using an Encode-thenHash commitment scheme. In this commitment scheme, the prover commits to vectors $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n} \in \mathbb{Z}_{q}^{g}$ as follows:

1. Sample $n$ random vectors $\boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{n} \in \mathbb{Z}_{q}^{\eta}$
2. Let Encode be the encoding function of an $[l, g+\eta, d]$ Reed-Solomon Code with code-length $l$, message length $g+\eta$ and minimal distance $d$. Compute $\boldsymbol{e}_{i} \leftarrow \operatorname{Encode}\left(\boldsymbol{x}_{i} \| \boldsymbol{r}_{i}\right)$ for each $i \in[n]$.
3. Construct the matrix $\boldsymbol{E}=$ RowsToMatrix $\left(\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n}\right)$ where $\boldsymbol{e}_{i}$ is row $i$.
4. Commit to each column of $\boldsymbol{E}$ using a cryptographic hash function, then compress all $m$ commitments into a Merkle tree root $\mathcal{M}$.
5. Send $\mathcal{M}$ to the verifier.

For the prover to show to the verifier that $\boldsymbol{x}$ is an opening of the linear combination $\sum_{i=1}^{n} \gamma_{i} \boldsymbol{x}_{i}$ :

1. The prover computes $\boldsymbol{r}=\sum_{i=1}^{n} \gamma_{i} \boldsymbol{r}_{i}$ and sends $\boldsymbol{r}$ to the verifier.
2. The verifier chooses a subset $I$ of size $\eta$ from $[l]$.
3. The prover opens the commitment for each column $i \in I$ of $\boldsymbol{E}$ and proves that it lies in the Merkle tree $\mathcal{M}$ by revealing the path.
4. The verifier checks that $\operatorname{Encode}(\boldsymbol{x} \| \boldsymbol{r})$ coincides at position $i$ with the respective linear combination of all $n$ opened values in column $i$ of $\boldsymbol{E}$.

This is a proof of the respective statement due to the random choice of the set $I$. Intuitively, if each row of $\boldsymbol{E}$ is in the code ${ }^{4}$, but they do not sum up to $\boldsymbol{x}$, then the linear combination of the codewords in $\boldsymbol{E}$ must differ from Encode $(\boldsymbol{x} \| \boldsymbol{r})$ in at least $d$ positions, which is the minimum distance of the code. By the random choice of $I$ and by setting $\eta$ appropriately, the verifier would notice such a disagreeing entry with high probability. At the same time, because only $\eta$ columns of $\boldsymbol{E}$ are opened, this leaks no information about the vectors $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$.

For the case of more than one secret, the prover wants to show that $\boldsymbol{t}_{i}=\boldsymbol{A} \boldsymbol{s}_{i}$ for $\tau$ values $\boldsymbol{t}_{i}$ known to the verifier, subject to $\boldsymbol{s}_{i}$ again being ternary vectors. Here, the goal is to establish the latter for all $\boldsymbol{t}_{i}$ simultaneously while verifying only one equation and sending only one vector $\overline{\boldsymbol{f}}$. Towards this, the prover as before commits to $\boldsymbol{s}_{i}$ as well as an additional blinding value $\boldsymbol{s}_{0}$. Let $a_{1}, \ldots, a_{\tau} \in$ $\mathbb{Z}_{q}$ be distinct interpolation points and define the $i$ th Lagrange interpolation polynomial

$$
\ell_{i}(X)=\prod_{i \neq j} \frac{X-a_{j}}{a_{i}-a_{j}}
$$

Additionally, let $\ell_{0}(X)=\prod_{i=1}^{\tau}\left(X-a_{i}\right)$. Then every $f \in \mathbb{Z}_{q}[X] / \ell_{0}(X)$ can be written uniquely as $f(X)=\sum_{i=1}^{\tau} \lambda_{i} \ell_{i}(X)$ and any $g \in \mathbb{Z}_{q}[X] / \ell_{0}(X)^{b}$ as a linear combination of $\left\{\ell_{i}(X) \ell_{0}(X)^{j}\right\}_{j=0}^{b-1}$. If we now, more generally, define the polynomial

$$
\boldsymbol{f}(X)=\sum_{i=0}^{\tau} s_{i} \ell_{i}(X)
$$

then we observe that $\boldsymbol{f}(X) \circ(\boldsymbol{f}(X)-\mathbf{1}) \circ(\boldsymbol{f}(X)+\mathbf{1})$ is divisible by $\ell_{0}(X)$ iff all $\ell_{i}(X)$-coefficients of $\boldsymbol{f}(X)$ for $i \in[\tau]$ are 0 . Additionally, since $\ell_{i}(X)$. $\ell_{j}(X)=0 \bmod \ell_{0}(X)$ if $i, j \in[n], i \neq j$ this then also implies that the $s_{i}$ are ternary. Moreover, we only have to commit to additional $3 \cdot \tau$ coefficients of $\left\{\ell_{i}(X) \ell_{0}(X)^{j}\right\}_{j=0}^{b-1}$ to prove well-formedness of any evaluation of $\boldsymbol{f}(X)$ sent by the prover.

The protocol is described in detail in Figure 3. As our construction substantially deviates from that of [BLNS21] we show that the protocol indeed is a ZKPoK. Perfect completeness is straightforward, so we focus on soundness and special honest-verifier zero-knowledge.

Lemma 1 (Soundness in $\Pi_{\text {AEx }}$ ). Let Encode be the encoding function of a Reed-Solomon code of dimension $k^{\prime}=v N+\eta$ and length l. Furthermore, let $k^{\prime} \leq k \leq l<q$. Suppose that there is an efficient deterministic prover $\mathrm{P}^{*}$ convincing an honest verifier in the protocol in Figure 3 on input $\boldsymbol{A}, \boldsymbol{t}_{1}, \ldots, \boldsymbol{t}_{\tau}$

[^20]with probability
$\epsilon>2 \cdot \max \left\{2\left(\frac{k}{l-\eta}\right)^{\eta}, \frac{1}{q-\tau}+\left(1-\frac{k-k^{\prime}}{6 l}\right)^{\eta}, 2 \cdot\left(1-\frac{2\left(k-k^{\prime}\right)}{3 l}\right)^{\eta}, \frac{18 \tau}{q-\tau}\right\}$.
Then there exists an efficient probabilistic extractor $\mathcal{E}$ which, given access to $\mathrm{P}^{*}$ either produces vectors $\boldsymbol{s}_{i} \in\{-1,0,1\}^{v N}$ such that $\boldsymbol{t}_{i}=\boldsymbol{A} s_{i}$ for all $i \in[\tau]$, or breaks the binding property of the commitment scheme $\left(\mathrm{Com}_{\text {Aux }}, \mathrm{Open}_{\text {Aux }}\right)$, or finds a hash collision in expected time at most $64 T$ where
$$
T:=\frac{3}{\epsilon}+\frac{k-\eta}{\epsilon / 2-(k /(l-\eta))^{\eta}}
$$
and running $\mathrm{P}^{*}$ takes unit time.
The proof for Lemma 1 as well as a proof of the zero-knowledge property are presented in Appendix C. The size of the amortized zero-knowledge proof in Figure 3 in terms of prover-to-verifier communication is
\[

$$
\begin{equation*}
\left|c_{\boldsymbol{d}}\right|+\left|r_{\boldsymbol{d}}\right|+|\mathcal{M}|+(2 v N+(3 \tau+4) \eta) \log _{2} q+\lambda \eta\left(1+\log _{2} l\right) \text { bits. } \tag{2}
\end{equation*}
$$

\]

Theorem 5 (Security of Amortized Zero-Knowledge Proof of Exact Openings). The amortized zero-knowledge proof of exact openings is complete (Definition 15 in 2.7) when the secrets $\boldsymbol{s}_{i}$ has ternary coefficients, it is special sound (Definition 16 in 2.7) if the $\mathrm{SKS}_{r, v, 1}^{2}$ problem is hard (see Lemma 1), and it is statistically honest-verifier zero-knowledge (Definition 17 in 2.7).

### 3.5 Amortized Zero-Knowledge Proof of Bounded Openings

Let $\boldsymbol{A}$ be a publicly known $r \times v$-matrix over $R_{q}$, let $\boldsymbol{s}_{1}, \boldsymbol{s}_{2}, \ldots, \boldsymbol{s}_{\tau}$ be bounded elements in $R_{q}^{v}$ and let $\boldsymbol{A} \boldsymbol{s}_{i}=\boldsymbol{t}_{i}$ for $i \in[\tau]$. Letting $\boldsymbol{S}$ be the matrix whose columns are $\boldsymbol{s}_{i}$ and $\boldsymbol{T}$ be the same matrix for $\boldsymbol{t}_{i}$, but defined over $\mathbb{Z}_{q}^{N}$ instead of $R_{q}$ as in the previous subsection, then Baum et al. [ $\left.\mathrm{BBC}^{+} 18\right]$ give a efficient amortized zero-knowledge proof of knowledge for the relation

$$
\mathcal{R}_{\mathrm{ANEx}}=\left\{\begin{array}{l|l}
(x, w) & \begin{array}{c}
x=\left(\boldsymbol{A}, \boldsymbol{T}, \sigma_{\mathrm{ANEx}}, B_{\mathrm{ANEx}}\right) \wedge w=\boldsymbol{S} \wedge \\
\forall i \in[\tau]: \boldsymbol{t}_{i}=\boldsymbol{A} s_{i} \wedge\left\|s_{i, j}\right\|_{2} \leq 2 \cdot B_{\mathrm{ANEx}}
\end{array}
\end{array}\right\} .
$$

The protocol $\Pi_{\text {ANEx }}$ is depicted in Figure 4. We can use a challenge matrix $\boldsymbol{C}$ with entries sampled from the set $\mathcal{C}_{\text {ANEx }}=\{0,1\}$, then this allows us to choose the parallel protocol instances $\hat{n} \geq \lambda+2$ for security parameter $\lambda$. Denote by
$\pi_{\mathrm{ANEx}} \leftarrow \Pi_{\mathrm{ANEx}}\left(\boldsymbol{S} ;\left(\boldsymbol{A}, \boldsymbol{T}, \sigma_{\mathrm{ANEx}}\right)\right)$, and $0 \vee 1 \leftarrow \Pi_{\mathrm{ANExV}}\left(\left(\boldsymbol{A}, \boldsymbol{T}, B_{\mathrm{ANEx}}\right) ; \pi_{\mathrm{ANEx}}\right)$,
the run of the proof and verification protocols, respectively, where the $\Pi_{\mathrm{ANEx}}-$ protocol, using Fiat-Shamir, produces a proof of the form $\pi_{\text {ANEx }}=(\boldsymbol{C}, \boldsymbol{Z})$, where $C$ is the output of a hash-function, and the $\Pi_{\mathrm{ANExV}}$-protocol consists of the two checks in the last step in Figure $4 . \mathcal{N}_{\sigma_{\text {ANEx }}}$ is a Gaussian distribution over $\mathbb{Z}$ with


Fig. 4. Protocol $\Pi_{\text {ANEx }}$ is the approximate amortized zero-knowledge proof of knowledge of bounded preimages for matrices and vectors over $\mathbb{Z}_{q}$.
standard deviation $\sigma_{\mathrm{ANEx}}$, and the verification bound is $B_{\mathrm{ANEx}}=\sqrt{2 N} \sigma_{\mathrm{ANEx}}$. Note that $\sigma_{\text {ANEx }}$, and hence $B_{\text {ANEx }}$, depends on the norm of $\boldsymbol{S}$ (see Section 2.2). This means that the bound we can prove for each $\left\|s_{i, j}\right\|_{2}$ depends on the number of equations $\tau$ in the statement to be proved.

The following theorem for the security of the amortized zero-knowledge proof of bounded openings follows from Baum et al. $\left[\mathrm{BBC}^{+} 18\right.$, Lemma 3].

Theorem 6 (Security of Amortized Zero-Knowledge Proof of Bounded Openings). The amortized zero-knowledge proof of bounded openings is complete (Definition 15 in 2.7) if the secrets in $\boldsymbol{S}$ are bounded by $B_{\text {com }}$ in the $\ell_{\infty}$ norm, it is special sound (Definition 16 in 2.7) if the $\mathrm{SKS}_{n, k, 2 k B_{\text {ANEx }}}^{2}$ problem is hard, and is statistical honest-verifier zero-knowledge (Definition 17 in 2.7). The probability of success is $1 / M$, as computed in Equation 1.

Finally, we note that this protocol can be generalized to check for different norms (and using different standard deviation) in each row or column of $\boldsymbol{Y}$ and $\boldsymbol{Z}$ depending on varying norms of the secrets $s_{i, j}$, see $\left[\mathrm{BEPU}^{+} 20\right.$, Section 5] for details.

## 4 Verifiable Shuffle of BGV Ciphertexts

The recent work by Aranha et al. $\left[\mathrm{ABG}^{+} 21\right]$ presents an efficient protocol $\Pi_{\text {SHuF }}$ for a shuffle of openings of lattice-based commitments using zero-knowledge proofs of linear relations.

More concretely, the authors present a proof for the following relation $R_{\text {ShuF }}$ :
$R_{\mathrm{SHUF}}=\left\{(x, w) \left\lvert\, \begin{array}{l}x=\left(\llbracket m_{1} \rrbracket, \ldots, \llbracket m_{\tau} \rrbracket, \hat{m}_{1}, \ldots, \hat{m}_{\tau}\right), \\ w=\left(\pi, f_{1}, \ldots, f_{\tau}, \boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{\tau}\right), \pi \in S_{\tau}, \hat{m}_{i} \in R_{q} \\ \forall i \in[\tau]: f_{i} \cdot \llbracket m_{\pi^{-1}(i)} \rrbracket=f_{i} \cdot\left[\begin{array}{l}c_{1, \pi^{-1}(i)} \\ c_{2, \pi^{-1}(i)}\end{array}\right]=\boldsymbol{A} \boldsymbol{r}_{i}+f_{i} \cdot\left[\begin{array}{c}\mathbf{0} \\ \hat{m}_{i}\end{array}\right] \\ \wedge\left\|\boldsymbol{r}_{i}[j]\right\| \leq 4 \sigma_{C} \sqrt{N}\end{array}\right.\right\}$.
In their work, they show the following result:
Theorem 7 (Security of $\Pi_{\text {Shuf }}$ ). Assume that $\left(\mathrm{KeyGen}_{\mathrm{C}}\right.$, Com, Open) is a secure commitment scheme with $\Pi_{\text {LiN }}$ as a HVZK Proof of Knowledge of linear relation with soundness error $\epsilon$. Then there exists a protocol $\Pi_{\text {Shur }}$ that is an HVZK PoK for the relation $\mathcal{R}_{\text {Shuf }}$ with soundness error $\left(\tau^{\delta}+1\right) /\left|R_{q}\right|+4 \tau \epsilon$.

We now extend their protocol, allowing to verifiably shuffle elements that are vectors in $R_{q}^{\ell}$ instead of the original elements from $R_{q}$.

### 4.1 The Extended Shuffle Protocol

We are now in a situation where both prover and verifier are given a list of commitments $\llbracket \boldsymbol{m}_{1} \rrbracket, \ldots, \llbracket \boldsymbol{m}_{\tau} \rrbracket$ as well as potential messages ( $\hat{\boldsymbol{m}}_{1}, \ldots, \hat{\boldsymbol{m}}_{\tau}$ ) from $R_{q}^{\ell}$. The prover additionally obtains openings $\boldsymbol{m}_{i}, \boldsymbol{r}_{i}, f_{i}$ and wants to prove that the set of plaintext elements are the same set as the underlying elements of the commitments for some secret permutation $\pi$ of the indices in the lists. The protocol of Aranha et al. does not work in this setting, as their technique crucially requires that the plaintexts are from $R_{q}$. Thus, our goal is to prove
$R_{\text {SHUF }}^{\ell}=\left\{(x, w) \left\lvert\, \begin{array}{l}x=\left(\llbracket \boldsymbol{m}_{1} \rrbracket, \ldots, \llbracket \boldsymbol{m}_{\tau} \rrbracket, \hat{\boldsymbol{m}}_{1}, \ldots, \hat{\boldsymbol{m}}_{\tau}\right), \\ w=\left(\pi, f_{1}, \ldots, f_{\tau}, \boldsymbol{r}_{1}, \ldots, \boldsymbol{r}_{\tau}\right), \pi \in S_{\tau}, \hat{\boldsymbol{m}}_{i} \in R_{q}^{\ell} \\ \forall i \in[\tau]: f_{i} \cdot \llbracket \boldsymbol{m}_{\pi^{-1}(i)} \rrbracket=f_{i} \cdot\left[\begin{array}{l}\boldsymbol{c}_{1, \pi^{-1}(i)} \\ \boldsymbol{c}_{2, \pi^{-1}(i)}\end{array}\right]=\boldsymbol{A} \boldsymbol{r}_{i}+f_{i} \cdot\left[\begin{array}{c}\mathbf{0} \\ \hat{\boldsymbol{m}}_{i}\end{array}\right] \\ \wedge\left\|\boldsymbol{r}_{i}[j]\right\| \leq 4 \sigma_{C} \sqrt{N}\end{array}\right.\right\}$.
Towards proving this relation, we observe that instead of proving a shuffle on the vectors directly, it is sufficient to let the verifier choose a random element $h \leftarrow R_{q}$. Then instead of proving a shuffle on $\boldsymbol{m}_{1}, \ldots, \boldsymbol{m}_{\tau}$, the prover instead performs the same proof on $\left\langle\boldsymbol{m}_{1}, \rho\right\rangle, \ldots,\left\langle\boldsymbol{m}_{\tau}, \rho\right\rangle$ where $\rho=\left(1, h, \ldots, h^{\ell-1}\right)^{\top}$. The problem with this approach is that we must also be able to apply $\rho$ to the commitments $\llbracket \boldsymbol{m}_{1} \rrbracket, \ldots, \llbracket \boldsymbol{m}_{\tau} \rrbracket$, without re-committing to the inner product and proving correctness in zero-knowledge.

Since each commitment $\llbracket \boldsymbol{m} \rrbracket$ can be written as

$$
\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right]=\boldsymbol{A r}+\left[\begin{array}{c}
0 \\
m
\end{array}\right],
$$

we can write $\boldsymbol{c}_{1}=\boldsymbol{A}_{1} \boldsymbol{r}$ and $\boldsymbol{c}_{2}=\boldsymbol{A}_{\mathbf{2}} \boldsymbol{r}+\boldsymbol{m}$. From this we can create a new commitment $\llbracket\langle\boldsymbol{\rho}, \boldsymbol{m}\rangle \rrbracket$ under the new commitment key $p k^{\prime}=\left(\boldsymbol{A}_{1}, \rho \boldsymbol{A}_{2}\right)$ where
$\boldsymbol{c}_{1}^{\prime}=\boldsymbol{c}_{1}$ remains the same, while we set $c_{2}^{\prime}=\left\langle\rho, \boldsymbol{c}_{2}\right\rangle$. Note that this does not increase the bound of the randomness of the commitment. Since

$$
\boldsymbol{A}_{2}=\left[\begin{array}{lll}
\mathbf{0}^{\ell \times n} & \boldsymbol{I}_{\ell} & \boldsymbol{A}_{2}^{\prime}
\end{array}\right] \text { where } \boldsymbol{A}_{2}^{\prime} \in R_{q}^{l \times(k-n-\ell)}
$$

it holds that

$$
\boldsymbol{a}_{2}^{\prime}=\boldsymbol{\rho} \boldsymbol{A}_{2}=\left[\begin{array}{lll}
\mathbf{0}^{n} & \boldsymbol{\rho}^{\top} & \boldsymbol{\rho} \boldsymbol{A}_{2}^{\prime}
\end{array}\right]
$$

It is easy to see that breaking the binding property for $p k^{\prime}$ is no easier than breaking the binding property for $p k$.

Proposition 2. If there exists an efficient attacker $\mathcal{A}$ that breaks the binding property on commitments under the key $p k^{\prime}$ with probability $\epsilon$, then there exists an efficient algorithm $\mathcal{A}^{\prime}$ that breaks the binding property on $p k$ with the same probability.

Proof. Assume that $\mathcal{A}$ outputs two valid $\left(\boldsymbol{r}_{1}, m_{1}, f_{1}\right),\left(\boldsymbol{r}_{2}, m_{2}, f_{2}\right)$ for $p k^{\prime}$. This in particular implies that $f_{1} c_{2}^{\prime}=\left\langle\boldsymbol{a}_{2}^{\prime}, \boldsymbol{r}_{1}\right\rangle+f_{1} m_{1}$ and $f_{2} c_{2}^{\prime}=\left\langle\boldsymbol{a}_{2}^{\prime}, \boldsymbol{r}_{2}\right\rangle+f_{2} m_{2}$. Multiplying the first term with $f_{2}$ and the second with $f_{1}$ yields that

$$
0=\left\langle\boldsymbol{a}_{2}^{\prime},\left(f_{2} \boldsymbol{r}_{1}-f_{1} \boldsymbol{r}_{2}\right)\right\rangle+f_{1} f_{2}\left(m_{1}-m_{2}\right)
$$

Since $m_{1} \neq m_{2}$ we have that $\left\langle\boldsymbol{a}_{2}^{\prime}, f_{2} \boldsymbol{r}_{1}-f_{1} \boldsymbol{r}_{2}\right\rangle \neq 0$.
Let $\boldsymbol{m}_{1}=\left(f_{1} c_{2}-\boldsymbol{A}_{2} r_{1}\right) / f_{1}$ and $\boldsymbol{m}_{2}=\left(f_{2} c_{2}-\boldsymbol{A}_{2} r_{2}\right) / f_{2}$. It is clear that $\left(\boldsymbol{r}_{1}, \boldsymbol{m}_{1}, f_{1}\right)$ and $\left(\boldsymbol{r}_{2}, \boldsymbol{m}_{2}, f_{2}\right)$ are valid openings for $p k$. We need to show that indeed $\boldsymbol{m}_{1} \neq \boldsymbol{m}_{2}$.

Towards this, assume that $\boldsymbol{m}_{1}=\boldsymbol{m}_{2}$. By multiplying the definition with $f_{1} f_{2}$ we get that $\mathbf{0}=\boldsymbol{A}_{2}\left(f_{1} \boldsymbol{r}_{2}-f_{2} \boldsymbol{r}_{1}\right)$. This implies that

$$
\left\langle\boldsymbol{\rho}, \boldsymbol{A}_{2}\left(f_{1} \boldsymbol{r}_{2}-f_{2} \boldsymbol{r}_{1}\right)\right\rangle=\left\langle\boldsymbol{\rho} \boldsymbol{A}_{2}, f_{1} \boldsymbol{r}_{2}-f_{2} \boldsymbol{r}_{1}\right\rangle=\left\langle\boldsymbol{a}_{2}^{\prime}, f_{1} \boldsymbol{r}_{2}-f_{2} \boldsymbol{r}_{1}\right\rangle=0
$$

which is a contradiction.
Shuffle protocol. Given the above, we can now construct the protocol $\Pi_{\text {SHUF }}^{\ell}$ :

1. Initially, P and V hold $\left\{\llbracket \boldsymbol{m}_{i} \rrbracket, \hat{\boldsymbol{m}}_{i}\right\}_{i \in[\tau]}$ for a public key $p k=\left(\boldsymbol{A}_{1}, \boldsymbol{A}_{\mathbf{2}}\right)$ while the prover additionally has $\left\{\boldsymbol{m}_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\tau]}, \pi \in S_{\tau}$.
2. V chooses $h \leftarrow \$ R_{q}$ and sends it to P . Both parties compute $\boldsymbol{\rho} \leftarrow\left(1, h, \ldots, h^{\ell-1}\right)^{\top}$.
3. P and V for each $\llbracket \boldsymbol{m}_{i} \rrbracket=\left(\boldsymbol{c}_{1, i}, \boldsymbol{c}_{2, i}\right)$ compute $\llbracket\left\langle\boldsymbol{\rho}, \boldsymbol{m}_{i}\right\rangle \rrbracket=\left(\boldsymbol{c}_{1, i},\left\langle\boldsymbol{\rho}, \boldsymbol{c}_{2, i}\right\rangle\right)$.
4. P, V now run $\Pi_{\text {ShUF }}$ on input commitments $\left\{\llbracket\left\langle\boldsymbol{\rho}, \boldsymbol{m}_{i}\right\rangle \rrbracket\right\}_{i \in[\tau]}$ and messages $\left\langle\boldsymbol{\rho}, \boldsymbol{m}_{i}\right\rangle$. P uses the same permutation $\pi$, randomness $\boldsymbol{r}_{i}$ as before. The commitment key $p k^{\prime}=\left(\boldsymbol{A}_{1}, \boldsymbol{\rho} \boldsymbol{A}_{2}\right)$ is used by both parties.
5 . If the protocol $\Pi_{\text {ShuF }}$ accepts then V accepts, otherwise he rejects.
We now show the following:
Lemma 2 (Soundness in $\Pi_{\text {Shuf }}^{\ell}$ ). Assume that $\Pi_{\text {ShuF }}$ that is an HVZK Proof of Knowledge for the relation $\mathcal{R}_{\text {ShuF }}$ with soundness error $\epsilon^{\prime}$. Then $\Pi_{\text {SHuF }}^{\ell}$ is a HVZK PoK for the relation $R_{\mathrm{SHUF}}^{\ell}$ with soundness error $\epsilon=2 \epsilon^{\prime}+3\left(\frac{\ell-1}{q}\right)^{N}$.

Proof. Completeness and Zero-Knowledge of $\Pi_{\text {SHuF }}^{\ell}$ follow immediately from the same properties of $\Pi_{\text {ShuF }}$. Thus, we focus now on knowledge soundness.

Let $\mathrm{P}^{*}$ be a prover that convinces a verifier on input $x$ with probability $\nu>\epsilon$. For the proof, we will use the standard definition of proof of knowledge where there must exist an extractor $\mathcal{E}$ that succeeds with black-box access to $\mathrm{P}^{*}$ running in expected time $p(|x|) /(\nu-\epsilon)$ where $p$ is a polynomial.

Towards constructing a simulator $\mathcal{E}$ we know that there exists an extractor $\mathcal{E}^{\prime}$ for $\Pi_{\text {Shuf }}$. We construct $\mathcal{E}$ as the following loop, which restarts whenever the loop "aborts":

1. Run random protocol instances with $\mathrm{P}^{*}$ until a valid protocol instance with challenge $h$ was generated. Do this at most $2 / \epsilon$ steps, otherwise abort.
2. Run $\mathcal{E}^{\prime}$ with the fixed $h$ with $\mathrm{P}^{*}$ until it outputs $\pi,\left\{f_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\tau]}$. If $\mathcal{E}^{\prime}$ aborts, then abort. In parallel, start a new loop instance until $\mathcal{E}^{\prime}$ finishes.
3. Let $\tilde{\boldsymbol{m}}_{i}=\left(f_{i} \boldsymbol{c}_{2, i}-\boldsymbol{A}_{2} \boldsymbol{r}_{i}\right) / f_{i}$. If $\tilde{\boldsymbol{m}}_{\pi^{-1}(i)}=\hat{\boldsymbol{m}}_{i}$ for all $i \in[\tau]$ then output $\pi,\left\{f_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\tau]}$, otherwise abort.

First, by the definition we observe that $\tilde{\boldsymbol{m}}_{i}=\left(f_{i} \boldsymbol{c}_{2, i}-\boldsymbol{A}_{2} \boldsymbol{r}_{i}\right) / f_{i}$ is well-defined because $f_{i}$ is invertible. If $\mathcal{E}$ outputs a value, then the output of $\mathcal{E}$ is a witness for the relation $R_{\text {SHUF }}^{\ell}$. We now show a bound on the expected time per loop-instance, and that each loop with constant probability outputs a valid witness.

In the first step, we expect to find an accepting transcript after $1 / \epsilon$ steps. Since we run this step for $2 / \epsilon$ iterations, we will have found an accepting transcript with probability at least $1 / 2$ by Markov's inequality. Consider the matrix $\boldsymbol{H}$ where the rows are indexed by all choices $h$ and the columns by the choices of the used shuffle proof. Then, by the heavy-row lemma [Dam10], with probability $\geq 1 / 2$ we will have chosen a value $h$ such that the row of $\boldsymbol{H}$ contains $\epsilon / 2>\epsilon^{\prime} 1 \mathrm{~s}$. In that case, $\mathcal{E}^{\prime}$ will by definition output a valid witness in an expected number of $p(|x|) /\left(\nu-\epsilon^{\prime}\right)<p(|x|) /(\nu-\epsilon)$ steps, which is within the runtime budget. For the case it gets stuck, we start another loop which we run in parallel. Once $\mathcal{E}^{\prime}$ has found an opening, then the computation in Step 3 is inexpensive. We now have to compute the abort probability of this step.

First, assume that $\mathcal{E}^{\prime}$ outputs the same opening with probability at least $1 / 2$ in $2 / 3$ rds of the heavy rows. It can easily be shown that we can otherwise construct an algorithm that breaks the binding property of the commitment scheme with an expected constant number of calls to $\mathcal{E}^{\prime}$ and by using Proposition 2. Moreover, by a counting argument, there must be $>\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}$ heavy rows: Assume to the contrary that there are at most $\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}$ heavy rows. Let each of the heavy rows have only ones (verifier always accepts), and each other row be filled with $\epsilon / 2$ ones. This is the maximal case of having only $\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}$ heavy rows. But then the acceptance probability can be at most

$$
\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}+\left[1-\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}\right] \cdot \epsilon / 2<\frac{3}{2}\left(\frac{\ell-1}{q}\right)^{N}+\epsilon / 2<\epsilon .
$$

Assume that $\mathcal{E}^{\prime}$ extracts a valid witness $\pi,\left\{f_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\tau]}$ for input commitments $\left\{\llbracket\left\langle\boldsymbol{\rho}, \boldsymbol{m}_{i}\right\rangle \rrbracket\right\}_{i \in[\tau]}$ and messages $\left\langle\boldsymbol{\rho}, \hat{\boldsymbol{m}}_{i}\right\rangle$ while the extracted $\tilde{\boldsymbol{m}}_{i}=\left(f_{i} \boldsymbol{c}_{2, i}-\right.$ $\left.\boldsymbol{A}_{2} \boldsymbol{r}_{i}\right) / f_{i}$ do not form a permutation on the $\hat{\boldsymbol{m}}_{i}$. Then there exists an $i \in[\tau]$ such that

$$
f_{i} \cdot\left\langle\rho, \boldsymbol{c}_{2, \pi^{-1}(i)}\right\rangle=\left\langle\rho \boldsymbol{A}_{2}, \boldsymbol{r}_{i}\right\rangle+f_{i}\left\langle\boldsymbol{\rho}, \hat{\boldsymbol{m}}_{i}\right\rangle
$$

but

$$
f_{i} \cdot \boldsymbol{c}_{2, \pi^{-1}(i)}=\boldsymbol{A}_{2} \boldsymbol{r}_{i}+f_{i}\left(\hat{\boldsymbol{m}}_{i}+\boldsymbol{\delta}\right)
$$

where $\tilde{\boldsymbol{m}}_{i}=\hat{\boldsymbol{m}}_{i}+\boldsymbol{\delta}$ for a non-zero vector $\boldsymbol{\delta}$. Combining both equations, we get that $\mathbf{0}=\langle\boldsymbol{\rho}, \boldsymbol{\delta}\rangle$. This implies that the polynomial $\sum_{i=0}^{\ell-1} \boldsymbol{\delta}[i] X^{i}$ that has coefficients from $\boldsymbol{\delta}$ must be zero at point $h$ whose powers generate the vector $\rho$. Since this polynomial is of degree $\ell-1$, by $\left[\mathrm{ABG}^{+} 21\right.$, Lemma 2$]$ it can be 0 in at most $(\ell-1)^{N}$ positions without being the 0 -polynomial itself. But since the transcript is extractable and thus accepting for strictly more than $(\ell-1)^{N}$ choices of $h$ (by our choice of the "default witness" from above), we must have that $\boldsymbol{\delta}$ was $\mathbf{0}$ to begin with. Therefore, Step 3 only aborts if we stumble upon a witness $\pi,\left\{f_{i}, \boldsymbol{r}_{i}\right\}_{i \in[\tau]}$ for $R_{\text {ShuF }}$ that is not the "default witness" which occurs with constant probability only.

Notation and communication. We denote by

$$
\begin{aligned}
& \pi_{\text {SHUF }} \leftarrow \Pi_{\text {SHUF }}^{\ell}\left(\left(\left\{\left(\boldsymbol{m}_{i}, \boldsymbol{r}_{i}\right)\right\}_{i=1}^{\tau}, h\right) ;\left(\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i=1}^{\tau},\left\{\hat{\boldsymbol{m}}_{i}\right\}_{i=1}^{\tau}\right)\right), \text { and } \\
& 0 \vee 1 \leftarrow \Pi_{\text {SHUFV }}^{\ell}\left(\left(\left\{\llbracket \boldsymbol{m}_{i} \rrbracket\right\}_{i=1}^{\tau},\left\{\hat{\boldsymbol{m}}_{i}\right\}_{i=1}^{\tau}\right) ; \pi_{\text {SHUF }}\right)
\end{aligned}
$$

the run of the proof and verification protocols of the shuffle, respectively.
We refer to Section 7 for sizes, parameters and a concrete instantiation of the shuffle protocol, as parameters depend on the full mix-net protocol and the decryption protocol, such as the number of servers involved.

### 4.2 Verifiable Shuffle of BGV Ciphertexts

The following mixing protocol is for the relation $R_{\mathrm{MIX}}$ :

$$
R_{\mathrm{MIX}}=\left\{(x, w) \left\lvert\, \begin{array}{l}
x=\left(\boldsymbol{A}^{\prime \prime}, \boldsymbol{c}_{1}, \ldots, \boldsymbol{c}_{\tau}, \hat{\boldsymbol{c}}_{1}, \ldots, \hat{\boldsymbol{c}}_{\tau}, \llbracket \boldsymbol{c}_{1}^{\prime} \rrbracket, \ldots, \llbracket \boldsymbol{c}_{\tau}^{\prime} \rrbracket\right), \\
w=\left(\pi, \boldsymbol{r}_{1}^{\prime}, \ldots, \boldsymbol{r}_{\tau}^{\prime},\right), \pi \in S_{\tau}, \\
\forall i \in[\tau]: \boldsymbol{c}_{i}=\operatorname{Enc}\left(\mathrm{pk}, m_{i}\right), \boldsymbol{c}_{i}^{\prime}=\operatorname{Enc}(\mathrm{pk}, 0), \\
\llbracket \boldsymbol{c}_{i}^{\prime} \rrbracket=\boldsymbol{A}^{\prime \prime} \boldsymbol{r}_{i}^{\prime},\left\|\boldsymbol{r}_{i}^{\prime}\right\|_{\infty} \leq B_{\infty}, \hat{\boldsymbol{c}}_{\pi(i)}=\boldsymbol{c}_{i}+\boldsymbol{c}_{i}^{\prime}
\end{array}\right.\right\} .
$$

If the noise-level in all $\boldsymbol{c}_{i}$ and $\boldsymbol{c}_{i}^{\prime}$ are bounded by $B_{\text {Dec }}$, and $2 B_{\text {Dec }}<\lfloor q / 2\rfloor$, then all $\boldsymbol{c}_{i}$ and $\hat{\boldsymbol{c}}_{\pi(i)}$ will, for some permutation $\pi$, decrypt to the same message $m_{i}$.

Public parameters. Let $p \ll q$ be primes, let $R_{q}$ and $R_{p}$ be defined as above for a fixed $N$, let D be a bounded distribution over $R_{q}$, and let $B_{\infty} \in \mathbb{N}$ be a bound. We assume properly generated keys and ciphertexts according to the KeyGen and Enc algorithms in Section 3.1.

Let $\mathcal{S}$ be the shuffle algorithm. Then $\mathcal{S}$ takes as input a set of $\tau$ publicly known BGV ciphertexts $\left\{\boldsymbol{c}_{i}\right\}_{i=1}^{\tau}$, where each ciphertext is of the form

$$
\boldsymbol{c}_{i}=\left(u_{i}, v_{i}\right)=\left(a r_{i}+p e_{i, 1}, b r_{i}+p e_{i, 2}+m_{i}\right),
$$

where $m_{i}$ in $R_{p}$ is the encrypted message, $r_{i} \leftarrow R_{q}$ is a short element such that $\left\|r_{i}\right\|_{\infty} \leq B_{\infty}$, and $e_{i, 1}, e_{i, 2} \leftarrow \mathrm{D}$ is some bounded random noise ensuring that the total noise in the ciphertext is bounded by $B_{\text {Dec }}$.

Randomizing. First, $\mathcal{S}$ randomizes all the received ciphertexts and creates a new set of ciphertexts $\left\{c_{i}^{\prime}\right\}_{i=1}^{\tau}$ of the form

$$
\boldsymbol{c}_{i}^{\prime}=\left(u_{i}^{\prime}, v_{i}^{\prime}\right)=\left(a r_{i}^{\prime}+p e_{i, 1}^{\prime}, b r_{i}^{\prime}+p e_{i, 2}^{\prime}\right),
$$

where $r_{i}^{\prime}, e_{i, 1}^{\prime}, e_{i, 2}^{\prime}$ are chosen as above. This corresponds to creating fresh, independent encryptions of 0 . Observe that $\mathcal{S}$ will not publish these $\boldsymbol{c}_{i}^{\prime}$.

Committing. $\mathcal{S}$ now commits to the $\boldsymbol{c}_{i}^{\prime}$. Towards this, we re-write the commitment matrix from Section 3.2 for $\ell=2$ and add the public key of the encryption scheme to get a $(n+2) \times(k+3)$ commitment matrix $\boldsymbol{A}^{\prime \prime}$, where $\mathbf{0}^{n}$ are rowvectors of length $n, \boldsymbol{a}_{1,1}, \boldsymbol{a}_{1,2}$ are column vectors of length $n, \boldsymbol{a}_{2,3}, \boldsymbol{a}_{3,3}$ are row vectors of length $k-n-2$ and $\boldsymbol{A}_{1,3}$ is of size $n \times(k-n-2)$. Then,

$$
\begin{aligned}
\operatorname{Com}\left(u_{i}^{\prime}, v_{i}^{\prime}\right) & =\llbracket\left(a r_{i}^{\prime}+p e_{i, 1}^{\prime}, b r_{i}^{\prime}+p e_{i, 2}^{\prime}\right) \rrbracket=\boldsymbol{A}^{\prime \prime} \boldsymbol{r}_{i}^{\prime} \\
& =\left[\begin{array}{ccccccc}
\boldsymbol{I}_{n} & \boldsymbol{a}_{1,1} & \boldsymbol{a}_{1,2} & \boldsymbol{A}_{1,3} & 0 & 0 & 0 \\
\mathbf{0}^{n} & 1 & 0 & \boldsymbol{a}_{2,3} & a & p & 0 \\
\mathbf{0}^{n} & 0 & 1 & \boldsymbol{a}_{3,3} & b & 0 & p
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{r}_{i} \\
r_{i}^{\prime} \\
e_{i, 1}^{\prime} \\
e_{i, 2}
\end{array}\right],
\end{aligned}
$$

where $\boldsymbol{r}_{i} \in R_{q}^{k}$ is the randomness used in the commitment. Further, let $\llbracket\left(u_{i}, v_{i}\right) \rrbracket_{\mathbf{0}}$ be the trivial commitment to $\left(u_{i}, v_{i}\right)$ with no randomness. Then, given the commitment $\llbracket\left(u_{i}^{\prime}, v_{i}^{\prime}\right) \rrbracket$ and $\llbracket\left(u_{i}, v_{i}\right) \rrbracket_{0}$ we can compute a commitment

$$
\llbracket\left(\hat{u}_{i}, \hat{v}_{i}\right) \rrbracket=\llbracket\left(u_{i}, v_{i}\right) \rrbracket_{\mathbf{0}}+\llbracket\left(u_{i}^{\prime}, v_{i}^{\prime}\right) \rrbracket .
$$

Thus, the commitments $\llbracket\left(\hat{u}_{i}, \hat{v}_{i}\right) \rrbracket$ contain re-randomized encryptions of the original ciphertexts. $\mathcal{S}$ can therefore open a permutation of the ( $\hat{u}_{i}, \hat{v}_{i}$ ) and prove correctness of the shuffled opening using algorithm $\Pi_{\text {ShuF }}^{\ell}$. To ensure correctness we have to additionally show that each $u_{i}^{\prime}, v_{i}^{\prime}$ was created such that decryption is still correct.

Proving correctness of commitments. Let $\boldsymbol{A}^{\prime \prime}$ be the $(n+2) \times(k+3)$ matrix defined above. Then $\mathcal{S}$ needs to prove that, for all $i$, it knows secret short vectors $\boldsymbol{r}_{i}^{\prime}$ of length $k+3$ that are solutions to the following equations:

$$
\boldsymbol{t}_{i}=\boldsymbol{A}^{\prime \prime} \boldsymbol{r}_{i}^{\prime}=\llbracket\left(a r_{i}^{\prime}+p e_{i, 1}^{\prime}, b r_{i}^{\prime}+p e_{i, 2}^{\prime}\right) \rrbracket, \quad\left\|\boldsymbol{r}_{i}^{\prime}\right\|_{\infty} \leq B_{\infty} .
$$

To show this, $\mathcal{S}$ runs the $\Pi_{\mathrm{AEx}}$-protocol for the inputs $\boldsymbol{A}^{\prime \prime},\left\{\boldsymbol{r}_{i}^{\prime}\right\}_{i=1}^{\tau},\left\{\boldsymbol{t}_{i}\right\}_{i=1}^{\tau}$. Here, $\mathcal{S}$ uses the Fiat-Shamir transform to ensure non-interactivity of the proof.

We summarize the aforementioned in the following protocol $\Pi_{\mathrm{MIX}}$ :

1. $\mathcal{S}$ obtains as input the ciphertexts $\left\{\boldsymbol{c}_{i}\right\}_{i \in[\tau]}=\left\{\left(u_{i}, v_{i}\right)\right\}_{i \in[\tau]}$.
2. $\mathcal{S}$ for each $i \in[\tau]$ samples $r_{i}^{\prime}, e_{i, 1}^{\prime}, e_{i, 2}^{\prime}$ as mentioned above. It then creates commitments $\left\{\llbracket u_{i}^{\prime}, v_{i}^{\prime} \rrbracket=\llbracket a r_{i}^{\prime}+p e_{i, 1}^{\prime}, b r_{i}^{\prime}+p e_{i, 2}^{\prime} \rrbracket\right\}_{i \in[\tau]}$ using randomness $\boldsymbol{r}_{i}$ for each such commitment.
3. Let $\boldsymbol{t}_{i}=\llbracket u_{i}^{\prime}, v_{i}^{\prime} \rrbracket$ and $\boldsymbol{r}_{i}^{\prime}=\left[\boldsymbol{r}_{i}^{\top}, r_{i}^{\prime}, e_{i, 1}, e_{i, 2}\right]^{\top}$. Then $\mathcal{S}$ computes $\pi_{\mathrm{AEx}} \leftarrow \Pi_{\mathrm{AEx}}$ for matrix $\boldsymbol{A}^{\prime \prime}$, input vectors $\left\{\boldsymbol{r}_{i}^{\prime}\right\}$, target vectors $\left\{\boldsymbol{t}_{i}\right\}$ and bound $B_{\infty}$.
4. Let $\hat{\boldsymbol{c}}_{i}=\left(u_{i}+u_{i}^{\prime}, v_{i}+v_{i}^{\prime}\right)$ and $L$ be a random permutation of $\left\{\hat{\boldsymbol{c}}_{i}\right\}_{i \in[\tau]}$. Then $\mathcal{S}$ computes $\pi_{\text {ShUF }} \leftarrow \Pi_{\text {SHUF }}^{\ell}$ with input commitments $\left\{\llbracket\left(\hat{u}_{i}, \hat{v}_{i}\right) \rrbracket\right\}_{i \in[\tau]}$, commitment messages $\left\{\left(u_{i}, v_{i}\right)\right\}_{i \in[\tau]}$, commitment randomness $\left\{\boldsymbol{r}_{i}\right\}_{i \in[\tau]}$ and openings $L$.
5. $\mathcal{S}$ outputs $\left(\left\{\boldsymbol{t}_{i}\right\}_{i \in[\tau]}, \pi_{\mathrm{AEx}}, L, \pi_{\mathrm{SHUF}}\right)$.

Given such a string $\left(\left\{\boldsymbol{t}_{i}\right\}_{i \in[\tau]}, \pi_{\mathrm{AEx}}, L, \pi_{\mathrm{ShuF}}\right)$ from $\mathcal{S}$ as well as ciphertext vector $\left\{\boldsymbol{c}_{i}\right\}_{i \in[\tau]}$ any third party $\mathcal{V}$ can now run the following algorithm $\Pi_{\mathrm{MIxV}}$ to verify the mix step:

1. Run the verification algorithm of $\Pi_{\mathrm{AExV}}$ for $\pi_{\mathrm{AEx}}$ on inputs $\boldsymbol{A}^{\prime \prime},\left\{\boldsymbol{t}_{i}\right\}_{i \in[\tau]}$ and $B$. If the verification fails, then output 0 .
2. For all $i \in[\tau]$ set $\llbracket\left(\hat{u}_{i}, \hat{v}_{i}\right) \rrbracket=\llbracket\left(u_{i}, v_{i}\right) \rrbracket_{\mathbf{0}}+\boldsymbol{t}_{i}$ where $\left(u_{i}, v_{i}\right)=\boldsymbol{c}_{i}$.
3. Run the verification algorithm of $\Pi_{\text {SHUFV }}^{\ell}$ for $\pi_{\text {ShuF }}$ on input $\left\{\llbracket\left(\hat{u}_{i}, \hat{v}_{i}\right) \rrbracket\right\}_{i \in[\tau]}, L$. If the verification fails, then output 0 .
4. Output 1.

The following theorems refer to definitions of correctness, soundness and honest-verifier zero-knowledge given in Section 2.7. The protocol $\Pi_{\mathrm{Mix}}$ is essentially a re-randomization and shuffle of a set of ciphertexts augmented with some commitments and zero-knowledge proofs, carefully composed to give security.

In the following theorems, define the noise bound $B_{\text {Dec }}$ to be the maximum level of noise in a ciphertexts $\boldsymbol{c}_{i}^{\prime}=\operatorname{Enc}\left(\mathrm{pk}, m_{i}^{\prime}\right)$ when the randomness $r_{i}^{\prime}, e_{i, 1}^{\prime}, e_{i, 2}^{\prime}$ used to create the ciphertexts is bounded by $B_{\infty}$ and $m_{i}^{\prime}$ is bounded by $p$ in the $\ell_{\infty}$ norm. Let $B_{\text {Dec }}$ satisfy $2 B_{\text {Dec }}<\lfloor q / 2\rfloor$.

Theorem 8 (Correctness). Let input ciphertexts have noise bounded by $B_{\mathrm{Dec}}$, and let the total noise added in $\Pi_{\mathrm{MIX}}$ be bounded by $B_{\mathrm{Dec}}$. Suppose the protocols $\Pi_{\mathrm{AEx}}$ and $\Pi_{\mathrm{SHUF}}^{\ell}$ are complete. Then the mixing protocol is correct.

We sketch the argument. Since $2 B_{\text {Dec }}<\lfloor q / 2\rfloor$, it follows that decryption is correct. Furthermore, since $\Pi_{\mathrm{AEx}}$ and $\Pi_{\text {SHUF }}^{\ell}$ are complete, the arguments will be accepted, which means that the mixing proof will be accepted.

Theorem 9 (Special Soundness). Let $\mathcal{E}_{1}$ be a knowledge extractor for the protocol $\Pi_{\mathrm{AEx}}$ with success probability $\epsilon_{1}$ and let $\mathcal{E}_{2}$ be a knowledge extractor for the protocol $\Pi_{\text {ShuF }}^{\ell}$ with success probability $\epsilon_{2}$. Then we can construct a knowledge extractor $\mathcal{E}_{0}$ for the mixing protocol that succeeds with probability $\epsilon_{0} \geq \epsilon_{1}+\epsilon_{2}$. The runtime of $\mathcal{E}_{0}$ is essentially the same as the runtime of $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$.

We sketch the argument. The main observation is that it is enough that either of the extractors $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ succeeds.

If the extractor $\mathcal{E}_{1}$ succeeds, we are able to extract $\tau$ randomness vectors $\boldsymbol{r}_{i}^{\prime}$ bounded by $B_{\infty}$, which gives us the randomness for both the commitments and ciphertexts used in the protocol. Then we can directly extract the permutation $\pi$ by inspection, and hence, we have an extractor $\mathcal{E}_{0}$ for the mixing protocol $\Pi_{\mathrm{MIX}}$.

If the extractor $\mathcal{E}_{1}$ succeeds, we are able to extract both the permutation $\pi$ and $\tau$ randomness vectors $\boldsymbol{r}_{i}$ used in the commitments and, indirectly, also the committed randomness used to create the encryption of 0 . Hence, we have an extractor $\mathcal{E}_{0}$ for the mixing protocol $\Pi_{\text {MIx }}$.

If neither of these strategies works, we have an attacker against the binding property of the commitment scheme.

Theorem 10 (Honest-Verifier Zero-Knowledge). Suppose the protocol $\Pi_{\mathrm{AEx}}$ and $\Pi_{\text {Shuf }}^{\ell}$ are honest-verifier zero-knowledge, that Com is hiding and that Enc is CPA secure. Then there exists a simulator for the mixing protocol such that for any distinguisher $\mathcal{A}_{0}$ for this simulator with advantage $\epsilon_{0}$, there exists an adversary $\mathcal{A}_{3}$ against hiding for the commitment scheme with advantage $\epsilon_{3}$, an adversary $\mathcal{A}_{4}$ against CPA security for the encryption scheme with advantage $\epsilon_{4}$, and distinguishers $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ for the simulators for $\Pi_{\mathrm{AEx}}$ and $\Pi_{\mathrm{SHuF}}^{\ell}$, respectively, with advantages $\epsilon_{1}$ and $\epsilon_{2}$, such that $\epsilon_{0} \leq \epsilon_{1}+\epsilon_{2}+\epsilon_{3}+\epsilon_{4}$. The runtime of $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}, \mathcal{A}_{4}$ are essentially the same as $\mathcal{A}_{0}$.

We sketch the argument. The simulator is given the set of messages encrypted by the input ciphertexts. The simulator simulates the zero-knowledge proofs $\Pi_{\mathrm{AEx}}$ and $\Pi_{\mathrm{SHUF}}^{\ell}$ using the appropriate simulators. It replaces the commitments to the ciphertexts $\left(u_{i}^{\prime}, v_{i}^{\prime}\right)$ by random commitments and the output ciphertexts by fresh ciphertexts to the correct messages.

The claim about the simulator follows from a hybrid argument. We begin with the verifiable shuffle protocol.

First, we replace the $\Pi_{\text {ShuF }}$ arguments by simulated arguments, which gives us a distinguisher $\mathcal{A}_{2}$ for the $\Pi_{\text {Lin }}$ honest verifier simulator.

Second, we replace the $\Pi_{\text {AEx }}$ arguments by simulated arguments, which gives us a distinguisher $\mathcal{A}_{1}$ for the $\Pi_{\text {AEx }}$ honest verifier simulator.

Third, we replace the commitments to ciphertexts by random commitments, which gives us an adversary $\mathcal{A}_{3}$ against hiding for the commitment scheme.

Fourth, we replace the output ciphertexts by fresh ciphertexts, which gives us an adversary $\mathcal{A}_{4}$ against CPA security.

After the changes, we are left with the claimed simulator for the actively secure protocol, and the claim follows.

## 5 Verifiable Distributed Decryption

In this section we provide a construction for verifiable distributed decryption. We combine the distributed decryption protocol from Section 3.1 with zeroknowledge proofs to achieve an actively secure decryption protocol. In this protocol, the set of ciphertexts is given to a number of decryption servers each holding a share of the secret key. All of the servers compute a partial decryption
of each ciphertext. Finally, they use noise drowning to hide the secret key and their published shares are added and rounded to output the plaintext. The partial decryption is a linear operation, and we prove correctness using zero-knowledge proofs of linear relations from Section 3.3, and we use the amortized proof from Section 3.5 to prove that the noise is bounded to ensure correct decryption. Both proofs are computed using the commitment scheme from Section 3.2. We also provide an optimistic distributed decryption protocol given in Appendix A which is secure if not all decryption servers are colluding simultaneously.

### 5.1 The Actively Secure Protocol

Public parameters. Let the ring $R_{q}$, the bounded distribution D over $R_{q}$, the statistical security parameter sec and error bounds $B_{\text {Com }}$ and $B_{\text {Dec }}$ be public system information, together with the plaintext modulus $p$ for the encryption system. Let $\boldsymbol{A}$ be the public commitment matrix for message size $\ell=1$ over $R_{q}$.
$-\operatorname{KeyGen}_{A}\left(1^{\lambda}, \xi\right)$ :

1. Compute $\left(\mathrm{pk}, \mathrm{sk}, s_{1}, \ldots, s_{\xi}\right) \leftarrow \operatorname{KeyGen}\left(1^{\lambda}, \xi\right)$ as in the passive protocol.
2. For each $j \in[\xi]$ compute $\left(\llbracket s_{j} \rrbracket, \boldsymbol{d}_{j}\right) \leftarrow \operatorname{Com}\left(s_{j}\right)$.
3. Output $\mathrm{pk}_{A}=\left(\mathrm{pk}, \llbracket s_{1} \rrbracket, \ldots, \llbracket s_{\xi} \rrbracket\right), \mathrm{sk}_{A}=\mathrm{sk}$ and $\mathrm{sk}_{A, j}=\left(s_{j}, \boldsymbol{d}_{j}\right)$.
$-\mathrm{Enc}_{A}$ and $\operatorname{Dec}_{A}$ works just like the original Enc and Dec in the passively secure threshold encryption scheme, ignoring additional information in $\mathrm{pk}_{A}$.
$-\operatorname{DistDec}\left(\mathrm{sk}_{A, j},\left\{c_{i}\right\}_{i \in[\tau]}\right)$ where $c_{i}=\left(u_{i}, v_{i}\right)$ :
4. For each $i \in[\tau]$ do the following. First, compute $m_{i, j}=s_{j} u_{i}$.
5. Sample uniform noise $E_{i, j} \leftarrow R_{q}$ such that $\left\|E_{i, j}\right\|_{\infty} \leq 2^{\text {sec }}\left(B_{\text {Dec }} / p \xi\right)$.
6. Compute the message decryption share $t_{i, j}=m_{i, j}+p E_{i, j}$.
7. Compute $\left(\llbracket E_{i, j} \rrbracket, \boldsymbol{r}_{i, j}^{\prime \prime}\right) \leftarrow \operatorname{Com}\left(E_{i, j}\right)$ and use the $\Pi_{\text {LIN }}$-protocol to compute a proof for the linear relation $t_{i, j}=s_{j} u_{i}+p E_{i, j}$ by computing

$$
\pi_{L_{i, j}} \leftarrow \Pi_{\mathrm{LIN}}\left(\left(\left(s_{j}, \boldsymbol{r}_{j}\right),\left(E_{i, j}, \boldsymbol{r}_{i, j}^{\prime \prime}\right)\right) ;\left(\llbracket s_{j} \rrbracket, \llbracket E_{i, j} \rrbracket, t_{i, j}\right),\left(u_{i}, p\right)\right)
$$

5. The commitment to $E_{i, j}$ is of the form

$$
\begin{aligned}
\llbracket E_{i, j} \rrbracket & =\left[\begin{array}{cccc}
\boldsymbol{I}_{n} & \boldsymbol{a}_{1,1} & \boldsymbol{A}_{1,2} \\
\mathbf{0}^{n} & 1 & \boldsymbol{a}_{2,2}
\end{array}\right] \cdot \boldsymbol{r}_{i, j}^{\prime \prime}+\left[\begin{array}{c}
0 \\
E_{i, j}
\end{array}\right] \\
& =\underbrace{\left[\begin{array}{llll}
\boldsymbol{I}_{n} & \boldsymbol{a}_{1,1} & \boldsymbol{A}_{1,2} & 0 \\
\mathbf{0}^{n} & 1 & \boldsymbol{a}_{2,2} & 1
\end{array}\right]}_{\boldsymbol{A}^{\prime \prime}}\left[\begin{array}{c}
\boldsymbol{r}_{i, j}^{\prime \prime} \\
E_{i, j}
\end{array}\right],
\end{aligned}
$$

where $\left\|\boldsymbol{r}_{i, j}^{\prime \prime}\right\|_{\infty} \leq B_{\text {Com }}$ is the randomness used in the commitments. Run the $\Pi_{\text {ANEx }}$-protocol, denoted as $\Pi_{\text {ANEx }}\left(\left\{\left(E_{i, j}, \boldsymbol{r}_{i, j}^{\prime \prime}\right\}_{i \in[\tau]}\right) ;\left(\boldsymbol{A}^{\prime \prime},\left\{\llbracket E_{i, j} \rrbracket\right\}_{i \in[\tau]}\right)\right)$, and obtain the amortized zero-knowledge proof of knowledge $\pi_{\mathrm{ANEx}_{j}}=$ $\left(\boldsymbol{C}^{\prime \prime}, \boldsymbol{Z}^{\prime \prime}\right)$ with binary challenge matrix $\boldsymbol{C}^{\prime \prime}$.
6. Output ds ${ }_{j}=\left(\left\{t_{i, j}\right\}_{i=1}^{\tau}, \pi_{\mathcal{D}_{j}}\right)$ where $\pi_{\mathcal{D}_{j}}=\left(\left\{\llbracket E_{i, j} \rrbracket\right\}_{i=1}^{\tau},\left\{\pi_{L_{i, j}}\right\}_{i=1}^{\tau}, \pi_{\mathrm{ANEx}_{j}}\right)$.
$-\operatorname{Comb}_{A}\left(\left\{c_{i}\right\}_{i=1}^{\tau},\left\{\mathrm{ds}_{j}\right\}_{j \in[\xi]}\right):$

1. Parse ds ${ }_{j}$ as $\left(\left\{t_{i, j}\right\}_{i=1}^{\tau}, \pi_{\mathcal{D}_{j}}\right)$.
2. Verify the proofs $\left.\pi_{L_{i, j}}: \quad 0 \vee 1 \leftarrow \Pi_{\mathrm{LinV}}\left(\llbracket s_{j} \rrbracket, \llbracket E_{i, j} \rrbracket, t_{i, j}\right),\left(u_{i}, p\right) ; \pi_{L_{i, j}}\right)$.
3. Verify the proofs $\pi_{\mathrm{ANEx}_{j}}: \quad 0 \vee 1 \leftarrow \Pi_{\mathrm{ANExV}}\left(\boldsymbol{A}^{\prime \prime},\left\{\llbracket E_{i, j} \rrbracket\right\}_{i \in[\tau]} ; \pi_{\mathrm{ANEx}_{j}}\right)$.
4. If any verification protocol returned 0 then output $\perp$. Otherwise compute

$$
m_{i}=\left(v_{i}-t_{i} \quad \bmod q\right) \quad \bmod p, \text { where } t_{i}=t_{i, 1}+\cdots+t_{i, \xi} \text { for } i=1, \ldots, \tau
$$

and output the set of messages $m_{1}, \ldots, m_{\tau}$.
Remark 1. The randomness $\boldsymbol{r}_{i, j}^{\prime \prime}$ has much smaller $\ell_{\infty}$ norm than $E_{i, j}$, and hence, we will run the $\Pi_{\text {ANEx }}$ protocol with small standard deviation $\sigma_{\text {ANEx }}$ for rows 1 to $k$, while row $k+1$ will have large standard deviation $\hat{\sigma}_{\mathrm{ANEx}}$, as noted in 3.5.

The following theorems refer to definitions of threshold correctness, threshold verifiability and distributed decryption simulatability given in Section 2.5. It is important to understand that the protocol is essentially a passively secure distributed decryption protocol augmented with some commitments and some zero-knowledge proofs, carefully composed to give active security.

In the following three theorems, let the noise bounds $B_{\text {Dec }}$ and $\hat{B}_{\text {ANEx }}$ satisfy $\left(1+B_{\text {Dec }}\right) \cdot 2^{\text {sec }}<2 \hat{B}_{\text {ANEx }}<\lfloor q / 2\rfloor$.

Theorem 11 (Threshold Correctness). Let ciphertexts have noise bounded by $B_{\text {Dec }}$, and let the total noise added in DistDec be bounded by $2^{\text {sec }} B_{\text {Dec }}$. Suppose the passively secure protocol is threshold correct and the protocols $\Pi_{\mathrm{LIN}}$ and $\Pi_{\mathrm{ANEx}}$ are complete. Then the actively secure protocol is threshold correct.

We sketch the argument. Since $B_{\text {Dec }}+2^{\text {sec }} B_{\text {Dec }}<q / 2$, it follows that decryption is correct. Furthermore, since $\left(1+B_{\text {Dec }}\right) \cdot 2^{\text {sec }}<2 \hat{B}_{\text {ANEx }}<q / 2$ and $\Pi_{\text {LiN }}$ and $\Pi_{\text {ANEx }}$ are complete, the arguments will be accepted, which means that the decryption proof will be accepted.

Theorem 12 (Threshold Verifiability). Let $\mathcal{A}_{0}$ be an adversary against threshold verifiability for the actively secure protocol with advantage $\epsilon_{0}$. Then there exists adversaries $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ against soundness for $\Pi_{\mathrm{LIN}}$ and $\Pi_{\mathrm{ANEx}}$, respectively, with advantages $\epsilon_{1}$ and $\epsilon_{2}$, such that $\epsilon_{0} \leq \epsilon_{1}+\epsilon_{2}$. The runtime of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are essentially the same as the runtime of $\mathcal{A}_{0}$.

We sketch the argument. We need only consider ciphertexts with noise bounded by $B_{\text {Dec }}$, so we may assume that the noise in any particular ciphertext is bounded by $B_{\text {Dec }}$.

If the decryption is incorrect for a particular ciphertext, then for some $j$ no relation $t_{i, j}=s_{j} u_{i}+p E_{i, j}$ holds for an $E_{i, j}$ of norm at most $2 \hat{B}_{\text {ANEx }}$.

This can happen in two ways: Either the argument for the linear combination of the commitments to $E_{i, j}$ and $s_{j}$ is incorrect, or the bound on $E_{i, j}$ is incorrect.

In the former case, we trivially get an adversary $\mathcal{A}_{1}$ against soundness for $\Pi_{\text {LIN }}$. Similar for the latter case and $\Pi_{\text {ANEx }}$.

Theorem 13 (Distributed Decryption Simulatability). Suppose the passively secure protocol is simulatable and $\Pi_{\mathrm{LIN}}$ and $\Pi_{\mathrm{ANEx}}$ are honest-verifier zero-knowledge. Then there exists a simulator for the actively secure protocol such that for any distinguisher $\mathcal{A}_{0}$ for this simulator with advantage $\epsilon_{0}$, there exists an adversary $\mathcal{A}_{4}$ against hiding for the commitment scheme ${ }^{5}$, with advantage $\epsilon_{4}$, and distinguishers $\mathcal{A}_{1}, \mathcal{A}_{2}$ and $\mathcal{A}_{3}$ for the simulators for the passively secure protocol, $\Pi_{\mathrm{LIN}}$ and $\Pi_{\mathrm{ANEx}}$, respectively, with advantages $\epsilon_{1}, \epsilon_{2}$ and $\epsilon_{3}$, such that $\epsilon_{0} \leq \epsilon_{1}+\epsilon_{2}+\epsilon_{3}+\epsilon_{4}$. The runtime of $\mathcal{A}_{1}, \mathcal{A}_{2}, \mathcal{A}_{3}$ and $\mathcal{A}_{4}$ are essentially the same as the runtime of $\mathcal{A}_{0}$.

We sketch the argument. The simulator simulates the arguments and the passively secure distributed decryption algorithm, using the appropriate simulators. Also, it replaces the commitments to the noise $E_{i, j}$ by random commitments.

The claim about the simulator follows from a straight-forward hybrid argument. We begin with the distributed decryption algorithm.

First, we replace the $\Pi_{\text {Lin }}$ arguments by simulated arguments, which gives us a distinguisher $\mathcal{A}_{2}$ for the $\Pi_{\text {Lin }}$ honest verifier simulator.

Second, we replace the $\Pi_{\mathrm{ANEx}}$ arguments by simulated arguments, which gives us a distinguisher $\mathcal{A}_{3}$ for the $\Pi_{\text {ANEx }}$ honest verifier simulator.

Third, we replace the commitments to the noise $E_{i, j}$ by random commitments, which gives us an adversary $\mathcal{A}_{4}$ against hiding for the commitment scheme.

Fourth, we replace the passively secure distributed decryption algorithm by its simulator, which gives us a distinguisher $\mathcal{A}_{1}$ for the simulator.

After the four changes, we are left with the claimed simulator for the actively secure protocol, and the claim follows.

We refer to Section 7 for sizes, parameters and a concrete instantiation of the distributed decryption, combining it with the mix-net described in Section 4.

## 6 A Cryptographic Voting System

Our voting protocol follows a fairly natural design paradigm of mixing and threshold decryption. Common voting scheme security definitions such as [ $\left.\mathrm{BCG}^{+} 15\right]$ do not model shuffles and distributed decryption. Following other works such as e.g. [Scy, Gjø11] we therefore define ad hoc security definitions. The high-level architecture for the counting phase of our protocol is shown in Figure 5.

We follow the standard approach for voting system analysis, which is to consider a voting system to be fairly simple cryptographic protocol built on top of a cryptographic voting scheme.

The verifiable cryptographic voting scheme with return codes, shuffles and distributed decryption is described in Appendix B. It uses our shuffle and verifiable decryption as described previously as well as other primitives. We now explain how our voting system can be described as a simple protocol on top of
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Fig. 5. The high level counting phase of our voting protocol. Each shuffle server $\mathcal{S}_{k}$ receives a set of ciphertexts $\left\{\boldsymbol{c}_{i}^{(k-1)}\right\}$, shuffles them, and outputs a new set of ciphertexts $\left\{\boldsymbol{c}_{i}^{(k)}\right\}$ and a proof $\pi_{\mathcal{S}_{k}}$. When all shuffle proofs are verified, each decryption server $\mathcal{D}_{j}$ partially decrypts every ciphertext and outputs the partial decryptions $\left\{t_{i, j}\right\}$ together with a proof of correctness $\pi_{\mathcal{D}_{j}}$. All votes can be reconstructed to $\left\{m_{i}\right\}$ from the partial decryptions. The full voting protocol also includes proofs of known messages from voters and a return code protocol for verifiability, see details in the Appendix.
this cryptographic voting scheme. We define security notions for this cryptosystem, sketch the security proof, and then informally discuss the voting protocol's security properties in terms of the cryptosystem's security in the Appendix.

### 6.1 Voting Protocol

The voting protocol requires a trusted set of players to run setup and registration, a set of voters $\mathcal{V}_{i}$ and their computers $P_{i}$, a ballot box $\mathcal{B}$, a return code generator $\mathcal{R}$, a collection of shuffle servers $\mathcal{S}_{k}$, a collection of decryption servers $\mathcal{D}_{j}$ and one or more auditors $\mathcal{A}$.

In the setup phase, a trusted set of players runs the setup algorithm. The key generation can either be done in a trusted fashion, or in a distributed fashion using the protocol by Rotaru et al. $\left[\mathrm{RST}^{+} 22\right]$ to get an actively secure robust threshold sharing of the secret decryption key. The derived public parameters are given to every participant, while the decryption key shares are given to the decryption servers $\mathcal{D}_{j}$. The code key is given to the return code generator $\mathcal{R}$, who will use the key to derive so-called return codes [CES02,HR16] that are sent to the voter. (As detailed in the Appendix, these codes are human-verifiable and can allow the voter to detect a cheating computer tampering with ballots.)

In the registration phase, a set of trusted players run the register algorithm to generate verification and casting keys for each voter $\mathcal{V}_{i}$, making every verification key public and giving the voter casting key to the voter's computer. Then the
return code generator chooses a PRF-key, and a set of trusted players compute the return code table. The voter gets the return code table.

In the casting phase, each voter $\mathcal{V}_{i}$ instructs its computer $P_{i}$ which ballot to cast. The computer runs the casting algorithm, signs the encrypted ballot and the ballot proof on the voter's behalf, and sends the encrypted ballot, the ballot proof and the signature to the ballot box $\mathcal{B}$. The ballot box $\mathcal{B}$ sends the encrypted ballot, the ballot proof and the signature to the return code generator $\mathcal{R}$, who runs the code algorithm. It uses the result to compute the return code and sends it to the voter's phone $\mathcal{F}_{i}$, which sends it on to the voter $\mathcal{V}_{i}$.

Both the ballot box and the return code generator will verify the voter's signature. After sending the return code, the return code generator countersigns the encrypted ballot, the ballot proof and the voter's signature, and sends the countersignature to the ballot box, which in turns sends the countersignature to the voter's computer. The computer verifies the countersignature and only then accepts, showing the encrypted ballot, the ballot proof, the signature and the countersignature to the voter, which constitutes the voter's receipt.

The voter $\mathcal{V}_{i}$ accepts the ballot as cast if and only if the computer accepts with a receipt, and the voter's phone shows a return code such that the pair is in the return code table.

In the counting phase, the ballot box $\mathcal{B}$ and the return code generator $\mathcal{R}$ send the encrypted ballots, ballot proofs and voter signatures they have seen to the auditor $\mathcal{A}$ as well as every decryption server. The ballot box $\mathcal{B}$ then sorts the list of encrypted ballots $\left\{\boldsymbol{c}_{i}\right\}$ and sends this to the first shuffle server $\mathcal{S}_{1}$ and every decryption server. In the event that some voter has cast more than one ballot, only the encrypted ballot seen last is included in this list.

The shuffle servers $\mathcal{S}_{1}, \mathcal{S}_{2}, \ldots, \mathcal{S}_{\iota}$ use the shuffle algorithm on the input encrypted ballots, passing the shuffled and re-encrypted ballots to the next shuffle server. They also pass the shuffled re-encrypted ballots and the shuffle proof to the auditor and every decryption server.

Each decryption server verifies that the data from $\mathcal{B}$ and $\mathcal{R}$ is consistent (similar to the auditor $\mathcal{A}$ ), and that every shuffle proof verifies. Only then they run the distributed decryption algorithm with their decryption key share and send their partial decryption shares of each ballot as well as proofs of correct decryption to the auditor.

If the data is consistent (that is, the same encrypted ballots, ballot proofs and signatures appear in the same order in the data from both $\mathcal{B}$ and $\mathcal{R}$, and the signatures and the ballot proofs verify), the auditor $\mathcal{A}$ approves.

The auditor verifies the data from $\mathcal{B}$ and $\mathcal{R}$ (the same encrypted ballots, ballot proofs and signatures appear in the same order in the two data sets, and the voter signatures and the ballot proofs verify), that the encrypted ballots received by the first shuffle are consistent with the data from $\mathcal{B}$ and $\mathcal{R}$, that every shuffle proof verifies, and then runs the combining algorithm on the received ballot decryption shares. If the combining algorithm accepts then the auditor accepts, otherwise it rejects. Finally, $\mathcal{A}$ outputs the complete list of messages received, including the public key material, as its transcript.

There is a verification algorithm that takes as input a transcript, a result and optionally a receipt, and either accepts or rejects. The verification algorithm simply runs the auditor with the public key material and the messages listed in the transcript, and checks if the auditor's result matches the input result. If a receipt is present, it also verifies the countersignature and the voters' signatures in the receipt, that the encrypted ballot, the ballot proof and the voters' signatures are present in the ballot box data set, and that the encrypted ballots are present in the first shuffle server's input.

This concludes the description of the voting protocol in terms of a verifiable cryptographic voting scheme with return codes.

Note that there are many variations of this protocol. It can be used without return codes, simply by omitting return codes. Also, depending on the exact setting and security required, the return code generator can be merged with the ballot box.

Many comparable schemes are phrased in terms of an ideal (web) bulletin board, where every player posts their messages. Implementing a bulletin board is tricky in practice, so instead we have described the scheme as a conventional cryptographic protocol passing messages via some network.

It is also worth noting that for our concrete scheme anyone can redo the auditor's work (since no secret key material is involved) by running the verification algorithm (and parts of the code algorithm) on the public data, making the voting protocol (universally) verifiable.

## 7 Performance

### 7.1 Size of the Submission Phase

Each BGV ciphertexts are of size $2 N \log _{2} q$ bits. We assume that the set of input-ciphertexts to the mixing network are honestly generated. We can ensure this by using e.g. the exact proofs by Beullens [Beu20] or Baum and Nof [BN20], the efficient range proofs by Attema et al. [ALS20], or the new techniques from Lyubashevsky et al. [LNS21,ENS20] to prove that the noise is bounded and that the user knows the message.

### 7.2 Size of the Mixing Network

Let $\iota$ denote the number of mixing servers and let $\tau$ be the number of ciphertexts. Each ciphertext consists of two elements in $R_{q}$, where each element can be represented by $N \log _{2} q$ bits. The transcript of the mixing phase will contain $\iota$ sets of $\tau$ new ciphertexts, and is of size $2 \iota \tau N \log _{2} q$ bits.

For each shuffle the servers must provide a proof of shuffle and an amortized proof of shortness. Both proofs prove a relation about commitments to the randomization factors added to the old ciphertexts to get the new ciphertexts, and each commitment is of size $(n+2) N \log _{2} q$ bits.

The shuffle proof consists of $\tau$ commitment of size $(n+1) N \log _{2} q$ bits, $\tau$ ring elements of size $N \log _{2} q$ bits and a proof of linearity per ciphertext. The proof

| Parameter | Explanation | Constraints |
| :---: | :---: | :---: |
| $\lambda$ | Security parameter | At least 128 bits |
| $N$ | Degree of polynomial $X^{N}+1$ in $R$ | $N$ a power of two |
| $p$ | Plaintext modulus | $p$ a small prime |
| $q$ | Ciphertext and commitment modulus | Prime $q=1$ mod $2 N$ s.t. max $\\|v-s u\\| \ll q / 2$ |
| $k$ | Width (over $R_{q}$ ) of commitment matrix |  |
| $n$ | Height (over $R_{q}$ ) of commitment matrix |  |
| $\nu$ | Maximum $l_{1}$-norm of elements in $\mathcal{C}$ |  |
| D | Bounded distribution for noise in ciphertexts | Chosen to be the uniform ternary distribution |
| $\sigma_{\mathrm{C}}$ | Standard deviation for one-time commitments | Chosen to be $\sigma_{\mathrm{C}}=0.954 \cdot \nu \cdot \beta_{\infty} \cdot \sqrt{k N}$ |
| $\hat{\sigma}_{\mathrm{C}}$ | Standard deviation for reusable commitments | Chosen to be $\hat{\sigma}_{\mathrm{C}}=22 \cdot \nu \cdot \beta_{\infty} \cdot \sqrt{k N}$ |
| $\sigma_{\text {ANEx }}$ | Standard deviation for the one-time amortized proof | Chosen to hide the commitment randomness $\boldsymbol{r}_{i, j}^{\prime \prime}$ |
| $\hat{\sigma}_{\text {ANEx }}$ | Standard deviation for the one-time amortized proof | Chosen to hide the noise-drowning values $E_{i, j}$ |
| $\mathcal{C}$ | Challenge space | $\mathcal{C}=\left\{c \in R_{p} \mid\\|c\\|_{\infty}=1,\\|c\\|_{1}=\nu\right\}$ |
| $\overline{\mathcal{C}}$ | The set of differences $\mathcal{C}-\mathcal{C}$ excluding 0 | $\overline{\mathcal{C}}=\left\{c-c^{\prime} \mid c \neq c^{\prime} \in \mathcal{C}\right\}$ |
| $S_{\beta_{\infty}}$ | Set of elements of $\infty-$ norm at most $\beta_{\infty}$ | $S_{\beta_{\infty}=\left\{x \in R_{p} \mid\\|x\\|_{\infty} \leq \beta_{\infty}\right\}}$$\hat{n}$ Dimension of proof in $\Pi_{\text {ANEx }}$ |
| $\iota, \xi$ | Number of shuffle- and decryption-servers | $\hat{n} \geq \lambda+2$ |
| $\tau$ | Total number of messages | For soundness we need $\left(\tau^{\delta}+1\right) /\left\|R_{q}\right\|<2^{-128}$ |

Table 1. System parameters and constraints.
of linearity is of size $2(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits. The shuffle proof is then of size $\left((n+2) N \log _{2} q+2(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)\right) \tau$ bits.

The amortized proof of shortness depends on the bound, in our case $B=1$, but also on the ratio between the number of commitments and the size of the modulus. We denote the proof by $\pi_{\mathrm{AEx}}$, and discuss it in more detail later based on concrete parameters. The total bit-size of the mixing is

$$
\iota\left((2 n+6) N \log _{2} q+2(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)\right) \tau+\iota\left|\pi_{\mathrm{AEx}}\right|
$$

### 7.3 Size of the Distributed Decryption

Let $\xi$ denote the number of decryption servers and let $\tau$ be the number of ciphertexts. Each partial decryption consists of one element from $R_{q}$, which means that the output of the decryption is of size $\xi \tau N \log _{2} q$ bits.

Additionally, each decryption server outputs a commitment to the added noise and a proof of linearity per ciphertext, and an amortized proof of shortness for all the added noise values. Also, each server has a public commitment of their decryption key-share to be used in the proof of linearity. Each commitment is of size $(n+1) N \log _{2} q$ bits, and each proof of linearity is of size $(k-n) N\left(\log _{2}\left(6 \sigma_{\mathrm{C}}\right)+\right.$ $\log _{2}\left(6 \hat{\sigma}_{\mathrm{C}}\right)$ bits (because the partial decryption is given in the clear and one commitment is re-used in all equations). Finally, each of the amortized proofs is of size $k \hat{n} N \log _{2}\left(6 \sigma_{\text {ANEx }}\right)+\hat{n} \log _{2}\left(6 \hat{\sigma}_{\text {ANEx }}\right)$ bits because of the different norms of the secret values as noted in Remark 1. As the bounds in the amortized proof depends on the number of commitments in the statement, we compute batched proofs of $N$ equations at once to control the growth.

The total size of the distributed decryption is

$$
\begin{aligned}
\xi((n+2) & N \log _{2} q+(k-n) N\left(\log _{2}\left(6 \sigma_{\mathrm{C}}\right)+\log _{2}\left(6 \hat{\sigma}_{\mathrm{C}}\right)\right) \\
& \left.+k \hat{n} \log _{2}\left(6 \sigma_{\mathrm{ANEx}}\right)+\hat{n} \log _{2}\left(6 \hat{\sigma}_{\mathrm{ANEx}}\right)\right) \tau \text { bits. }
\end{aligned}
$$

### 7.4 Concrete Parameters and Total Size

Standard deviation. We let the success probability of each of the zero-knowledge protocols to be $1 / M \approx 1 / 3$. The algorithm in Section 2.2 is used for rejection sampling. We will use the following parameters, where we note that the commitments used in the shuffle and in the amortized proofs are only used once, while the proof of linearity in the decryption protocol depends on a commitment to the secret key-share each time. However, that is the only part that is reused, and we can use a smaller standard deviation for the other commitment.

The proofs of linearity have two terms, which means that each of them must have a success probability of $1 / \sqrt{3}$. This gives $\sigma_{\mathrm{C}}=0.954 \nu \beta_{\infty} \sqrt{k N}$. For the re-usable commitments we get $\hat{\sigma}_{\mathrm{C}}=22 \nu \beta_{\infty} \sqrt{k N}$. The amortized proof also have two checks, and we get standard deviation $0.954\left\|\boldsymbol{S}^{\prime} \boldsymbol{C}^{\prime}\right\|_{2}$, where $\sigma_{\text {ANEx }}$ and $\hat{\sigma}_{\text {ANEx }}$ are depending on the norm of the elements in the rows of $\boldsymbol{S}^{\prime}$.

For the encryption, we let D be the ternary distribution over $R_{q}$, where each polynomial has coefficients in $\{-1,0,1\}$ sampled uniformly at random. We let the commitment randomness be bounded by $B_{\mathrm{Com}}=1$.

Bounding the noise. To be able to choose concrete parameters for the mix-net, we need to estimate how much noise that is added to the ciphertexts through the two stages of the protocol: 1) the shuffle phase, and 2) the decryption phase. Each part of the system contributes the following amount of noise to the ciphertexts:

- Original ciphertext: $B_{\text {start }}=p\left(\|e r\|_{\infty}+\left\|e_{i, 2}\right\|_{\infty}+\left\|-e_{i, 1} s\right\|_{\infty}\right)+\|m\|_{\infty}$.
- Additional noise per shuffle: $B_{\text {SHUF }}=p\left(\left\|e r^{\prime}\right\|_{\infty}+\left\|e_{i, 2}^{\prime}\right\|_{\infty}+\left\|-e_{i, 1}^{\prime} s\right\|_{\infty}\right)$.
- Additional noise in partial decryption: $B_{\text {DistDec }}=p \xi\left\|E_{i, j}^{\prime}\right\|_{\infty} \leq 2^{\text {sec }} B_{\text {Dec }}$,
where $B_{\text {Dec }}=B_{\text {start }}+\iota B_{\text {ShuF }}$ is the upper bound of the noise added before the decryption phase. This means that we have the following bounds on each of the noise-terms above, when using ternary noise:

$$
\begin{array}{ll}
\|e\|_{1} \leq N, & \|r\|_{\infty} \leq 1, \quad\left\|e_{i, 2}\right\|_{\infty} \leq 1, \quad\left\|e_{i, 1}\right\|_{1} \leq N \\
\|s\|_{\infty} \leq 1, & \left\|r^{\prime}\right\|_{\infty} \leq 1, \quad\left\|e_{i, 2}^{\prime}\right\|_{\infty} \leq 1, \quad\left\|e_{i, 1}^{\prime}\right\|_{1} \leq N .
\end{array}
$$

Using the bounds from Section 2, we get upper bounds:

$$
B_{\text {Start }}=p(2 N+1)+\lceil(p-1) / 2\rceil, \quad B_{\text {SHUF }}=p(2 N+1),
$$

which for $\iota$ shuffles gives us

$$
B_{\mathrm{Dec}}=(\iota+1) p(2 N+1)+\lceil(p-1) / 2\rceil .
$$

Finally, we need to make sure that $B_{\text {Dec }}+B_{\text {DistDec }}<q / 2$, where $B_{\text {DistDec }}=$ $2 p \xi \hat{B}_{\text {ANEx }}$ because of the soundness slack of the amortized proof of bounded values from Section 3.5. A honestly generated value $E_{i, j}$ is bounded by $2^{\text {sec }}\left(B_{\text {Dec }} / p \xi\right)$, but the proof can only guarantee that the values are shorter than some larger bound $2 \hat{B}_{\text {ANEx }}$ (following [ $\mathrm{BBC}^{+} 18$, Lemma 3]) that depends on the number of equation in the statement. Define $\boldsymbol{S}^{\prime \prime}$ to be the first $k$ rows of $\boldsymbol{S}^{\prime}$ and define $\boldsymbol{S}^{\prime \prime \prime}$ to be the last row of $\boldsymbol{S}^{\prime}$. For batches of $N$ equations we then get that:

$$
\begin{aligned}
B_{\mathrm{ANEx}} & \leq \sqrt{2 N} \cdot \sigma_{\mathrm{ANEx}} \leq \sqrt{2 N} \cdot 0.954 \cdot \max \left\|\boldsymbol{S}^{\prime \prime} \boldsymbol{C}^{\prime}\right\|_{2} \\
& \leq 1.35 \cdot \sqrt{N} \cdot \max \left\|\boldsymbol{S}^{\prime \prime}\right\|_{1} \cdot \max \left\|\boldsymbol{C}^{\prime}\right\|_{\infty} \\
& \leq 1.35 \cdot k \cdot \sqrt{N} \cdot N \cdot B_{\mathrm{Com}},
\end{aligned}
$$

and, similarly,

$$
\hat{B}_{\mathrm{ANEx}} \leq \sqrt{2 N} \cdot \hat{\sigma}_{\text {ANEx }} \leq 1.35 \cdot \sqrt{N} \cdot N \cdot\left\|E_{i, j}\right\|_{\infty}
$$

with $B_{\mathrm{ANEx}}$ for rows 1 to $k$ of $\boldsymbol{Z}$ and $\hat{B}_{\text {ANEx }}$ for the last.

| $N$ | $p$ | $q$ | $\sec$ | $\iota$ | $\xi$ | $k$ | $\nu$ | $B_{\text {Com }}$ | $\hat{n}$ | $\sigma_{\mathrm{C}}$ | $\hat{\sigma}_{\mathrm{C}}$ | $\sigma_{\mathrm{ANEx}}$ | $\hat{\sigma}_{\text {ANEx }}$ | $\hat{B}_{\text {ANEX }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4096 | 2 | $\approx 2^{78}$ | 40 | 4 | 4 | 1 | $\ell+2$ | 36 | 1 | 130 | $\approx 2^{12}$ | $\approx 2^{16.5}$ | $\approx 2^{13.5}$ | $\approx 2^{66}$ |

Table 2. Concrete parameters estimated for $\lambda \approx 168$ bits of security using the LWEestimator by Albrecht et al. [APS15].

We fix plaintext modulus $p=2$, statistical security parameter $\mathrm{sec}=40$, and need $N=4096$ when $q$ is large to provide proper security. This allows for votes of size 4096 bits, which should be a feasible size for real-world elections. We let the number of shuffle and decryption servers be $\iota=\xi=4$. It follows that $B_{\text {Dec }}<2^{17}$ and $B_{\text {DistDec }}<2^{76.5}$. We then set $q \approx 2^{78}$, and verify that

$$
\max _{i \in[\tau]}\left\|v_{i}-s u_{i}\right\|<2 \cdot\left(2^{17}+2^{76.5}\right)<q
$$

Exact amortized proof. Finally, we must decide on parameters for the exact proof of shortness from Section 3.4. The soundness of the protocol depends on the ration between the number of equations and the size of the modulus, see Lemma 1. We choose to compute the proof in batches of size $N$ instead of computing the proof for all $\tau$ commitments at once. Then we get $18 N /(q-$ $N) \approx 2^{-62}$, and hence, we must compute each proof twice in parallel to achieve negligible soundness. Furthermore, we choose $k \approx 2^{20}, l \approx 2^{20.3}, \eta=325$ to keep the soundness $\approx 2^{-62}$. The total size of $\pi_{\text {AEx }}$, by instantiating 2 , is $\approx 20 \tau \mathrm{~KB}$.

Total size. We give a complete set of parameters in Table 2, and the concrete sizes of each part of the protocol in Table 3. Each voter submit a ciphertext
size approximately 80 KB . The size of the mix-net, including ciphertexts, commitments, shuffle proof and proof of shortness, is approximately $370 \tau$ KB per mixing node $\mathcal{S}_{i}$. The size of the decryption phase, including partial decryptions, commitments, proofs of linearity and proofs of boundedness, is approximately $157 \tau \mathrm{~KB}$ per decryption node $\mathcal{D}_{j}$.

| $\boldsymbol{c}_{i}^{(k)}$ | $\llbracket R_{q}^{\ell} \rrbracket$ | $\pi_{\text {ShuF }}$ | $\pi_{L_{i, j}}$ | $\pi_{\text {AEx }}$ | $\pi_{\text {ANEx }}$ | $\pi_{\mathcal{S}_{i}}$ | $\pi_{\mathcal{D}_{j}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 80 KB | $40(\ell+1) \mathrm{KB}$ | $150 \tau \mathrm{~KB}$ | 35 KB | $20 \tau \mathrm{~KB}$ | $2 \tau \mathrm{~KB}$ | $370 \tau \mathrm{~KB}$ | $157 \tau \mathrm{~KB}$ |

Table 3. Size of the ciphertexts, commitments and proofs.

### 7.5 Implementation

In order to estimate the efficiency of our protocols, we developed a proof-ofconcept implementation to compare with previous results in the literature. Our performance figures were collected on an Intel Skylake Core i7-6700K CPU machine running at 4 GHz without TurboBoost. The results can be found in Tables 4 and 5 , and we intend to release the code publicly in the near future.

First, we compare performance of the main building blocks with an implementation of the shuffle proof protocol proposed in $\left[\mathrm{ABG}^{+} 21\right]$. That work used the FLINT library to implement arithmetic involving polynomials of degree $N=1024$ with 56 -bit coefficients, fitting a 64 -bit machine word. Their parameters were not compatible with the fast Number Theoretic Transform (NTT), so a CRT decomposition to two half-degree polynomials was used instead. The code was made available, so a direct comparison is possible.

In this work, the degree is much larger $(N=4096)$ and coefficients are multi-word $\left(q \approx 2^{78}\right)$, but the parameters are compatible with the NTT. We implemented polynomial arithmetic with the efficient NFLlib $\left[\mathrm{ABG}^{+} 16\right]$ library using the RNS representation for coefficients. The arithmetic is accelerated with AVX2 instructions, especially the NTT transform and polynomial arithmetic. We observed that our polynomial multiplication is around 19 times more efficient than $\left[\mathrm{ABG}^{+} 21\right]$ ( 61,314 cycles instead of $1,165,997$ ), despite parameters being considerably larger. We also employed the FLINT library for arithmetic routines not supported in NFLlib, such as polynomial division, but that incurred some non-trivial costs to convert representations between two libraries. For Gaussian sampling, we adapted COSAC [ZSS20] and adjusted the standard deviation $\sigma$ accordingly.

Computing a commitment takes 0.45 ms on the target machine, which is 2 x faster than $\left[\mathrm{ABG}^{+} 21\right]$. Opening a commitment is slower due to conversions between libraries for performing the norm test. Our implementation of BGV encryption is much faster than the 69 ms reported for verifiable encryption
in $\left[\mathrm{ABG}^{+} 21\right]$, while decryption is improved by a factor of 7 . Distributed decryption with passive security costs additional 1.51 ms per party, but the zeroknowledge proofs for active security increase the cost further. The shuffle proof performance is at 30 ms per vote, thus close to $\left[\mathrm{ABG}^{+} 21\right]$.

For the other sub-protocols, we benchmarked executions with $\tau=1000$ and report the execution time amortized per vote for both prover and verifier in Table 5. In the case of $\Pi_{\mathrm{AEx}}$, we only implement the performance-critical polynomial arithmetic and commitment scheme, since this is already representative of the overall performance. From the table, we can compute the cost of distributed decryption with active security as $(10.7+30+15.7+25.0)=81.4 \mathrm{~ms}$ per vote, the cost of $\Pi_{\mathrm{MIX}}$ as $(0.45+1009+15.1)=1024 \mathrm{~ms}$ and the cost of $\Pi_{\mathrm{MIXV}}$ as $(20+16.1)=36.1 \mathrm{~ms}$ per vote. This result compares very favorably with the costs of 1.5 s and 1.49 s per vote to respectively generate/verify a proof in the lattice-based shuffle proof of [FWK21] in a Haswell processor running at approximately half the frequency. By considering space-time efficiency as a metric, our total numbers are 1.4 times higher after adjusting for clock frequency and negligible soundness, while storage overhead is much lower.

$$
\begin{array}{|c|c|c|c|c|c|}
\hline \text { Primitive } & \text { Commit } & \text { Open } & \text { Encrypt } & \text { Decrypt } & \text { DistDec } \\
\hline \text { Time } & 0.45 \mathrm{~ms} & 2.3 \mathrm{~ms} & 2.5 \mathrm{~ms} & 0.83 \mathrm{~ms} & 1.51 \mathrm{~ms} \\
\hline
\end{array}
$$

Table 4. Timings for basic cryptographic operations. Numbers were obtained by computing the average of $10^{4}$ consecutive executions of an operation measured using the cycle counter available in the platform.

| Protocol | $\Pi_{\mathrm{LIN}}+\Pi_{\mathrm{LINV}}$ | $\Pi_{\mathrm{SHUF}}^{\ell}+\Pi_{\mathrm{SHUFV}}^{\ell}$ | $\Pi_{\mathrm{ANEx}}+\Pi_{\mathrm{ANExV}}$ | $\Pi_{\mathrm{AEx}}+\Pi_{\mathrm{AExV}}$ |
| :---: | :---: | :---: | :---: | :---: |
| Time | $(10.7+15.7) \tau \mathrm{ms}$ | $(15.1+16.1) \tau \mathrm{ms}$ | $(30.0+25.0) \tau \mathrm{ms}$ | $(1009+20) \tau \mathrm{ms}$ |

Table 5. Timings for cryptographic protocols, obtained by computing the average of 100 consecutive executions with $\tau=1000$.

## 8 Concluding Remarks

We have proposed a verifiable secret shuffle of BGV ciphertexts and a verifiable distributed decryption protocol. Together, these two novel constructions are practical and solve a long-standing problem in the design of quantum-safe cryptographic voting systems.

Verifiable secret shuffles for discrete logarithm-based cryptography has seen a long sequence of incremental designs follow Neff's breakthrough construction. While individual published improvements were often fairly small, the overall improvement in performance over time was significant. We expect that our designs can be improved in a similar fashion. In particular, we expect that the size of the proofs can be significantly reduced. While it is certainly straight-forward to download a few hundred gigabytes today (compare with high-quality video streaming), many voters will be discouraged and this limits the universality of
verification in practice. It therefore seems reasonable to focus further effort on reducing the size of the proofs.

The distributed decryption protocol does not have an adjustable threshold. In practice, this is not much of a problem, since the key material will be secret shared among many key holders. Only when counting starts is the key material given to the decryption servers. Key reconstruction can then be combined with a suitable distributed key distribution protocol.

Shuffles followed by distributed decryption is one paradigm for the design of cryptographic voting systems. Another possible paradigm is to use key shifting in the shuffles. This would then allow us to use a single party for decryption (though it must still be verifiable, e.g., using the protocol by Gjøsteen et al. $\left[\mathrm{GHM}^{+} 21\right]$ or by Silde [Sil22]). Key shifting can be done with many of the same techniques that we use for distributed decryption, but there seems to be difficulties in amortizing the proofs. This means that key shifting with just the techniques we use will be significantly slower and of increased size, as we would have to add an additional proof of linearity for each new ciphertext in each shuffle.

Finally, we note that our scheme and concrete instantiation using the NTT is optimized for speed, and that it is possible to slightly decrease the parameters by instantiating the encryption scheme based on the SKS $^{2}$ and DKS $^{\infty}$ problems in higher dimensions $k$ using a smaller, but still a power of 2 , ring-dimension $N$. We leave this as future work. We also remark that lattice-based cryptography, and especially lattice-based zero-knowledge proofs such as the recent preprint by Lyubashevsky et al [LNP22], continuously improves the state-of-the-art, and we expect future works to improve the concrete efficiency of our protocol.
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## Appendix

## A Verifiable Decryption Secure Against $n-1$ Parties

## A. 1 Optimistic Decryption

We present a new verifiable decryption protocol secure against $n-1$ parties. The protocol is inspired by the information theoretic MAC used in the MPCprotocols by Damgård et al. [DPSZ12,DKL ${ }^{+}$13]. Here we start with an encrypted message $m$, sample a secret MAC $\alpha$ as the sum of independent shares $\alpha_{j}$ and check that the decryption of $\alpha m$ is correct. We use homomorphic encryption and standard commit-and-open techniques to ensure that the MAC value is honestly generated. Assuming at least one honest party, then the probability that the adversary can succeed is to guess the value of $\alpha$ before the decryption of $\alpha m$ is revealed. This happens with probability $1 /\left|R_{p}\right|=1 / p^{N}$, which is negligible in the security parameter $\lambda$.

Note that this setting is usually not acceptable in an election, but it might still have value in at least the two following situations.

Firstly, as the protocol above is expensive both in computational complexity and memory consumption, it might be interesting to get a preliminary result of the election quickly by running the more lightweight protocol first and then heavier protocol afterwards. This way, we can within short time get a result with good confidence, and later get a proof that the first output was indeed correct.

Secondly, some smaller elections are organized such that each party voting is also computing a shuffle and a partial decryption, and hence, is both a voter and an infrastructure player in the election. In this case one has neither privacy nor integrity if everyone is colluding, and it makes sense to use a more lightweight protocol to compute the tally.

## A. 2 Homomorphic Multiplication

We describe additional algorithms to extend the BGV encryption protocol from Section 3.1 to include homomorphic multiplication of ciphertexts.

- KeyGenExt, runs KeyGen from Section 3 and outputs public key pk $=(a, b)=$ $(a, a s+p e)$ and secret key $\mathrm{sk}=\left(s_{1}, s_{2}\right)=\left(s, s^{2}\right)$.
- Mult, on input two ciphertexts $\boldsymbol{c}_{1}=\left(u_{1}, v_{1}\right)$ and $\boldsymbol{c}_{2}=\left(u_{2}, v_{2}\right)$, computes $d_{0}=v_{1} \cdot v_{2}, d_{1}=u_{1} \cdot v_{2}+u_{2} \cdot v_{1}$ and $d_{2}=u_{1} \cdot u_{2}$, and outputs the product ciphertext $\boldsymbol{d}=\left(d_{0}, d_{1}, d_{2}\right)$.
- DecExt, takes as input a product ciphertext $\boldsymbol{d}=\left(d_{0}, d_{1}, d_{2}\right)$ and computes $m^{\prime}=\left(d_{0}-s_{1} \cdot d_{1}+s_{2} \cdot d_{2} \bmod q\right) \bmod p$. The algorithm outputs $m^{\prime}$.

The output of the decryption algorithm is correct if $\left\|d_{0}-s_{1} \cdot d_{1}+s_{2} \cdot d_{2}\right\|_{\infty}=$ $B_{\text {Dec }}<\lfloor q / 2\rfloor$. Furthermore, we present the extended passively secure distributed
decryption technique used in the MPC-protocols by Damgård et al. [DPSZ12, $\left.\mathrm{DKL}^{+} 13\right]$. When decrypting, we assume that each decryption server $\mathcal{D}_{j}$, for $1 \leq j \leq \xi$, has a uniformly random share $\mathrm{sk}_{j}=\left(s_{1, j}, s_{2, j}\right)$ of the secret key sk $=\left(s_{1}, s_{2}\right)$ such that $s_{1}=s_{1,1}+s_{1,2}+\ldots+s_{1, \xi}$ and $s_{2}=s_{2,1}+s_{2,2}+\ldots+s_{2, \xi}$. Then they partially decrypt using the following algorithm:

- DistDecExt, on input a secret key-share $\mathrm{sk}_{j}$ and a ciphertext $\boldsymbol{d}=\left(d_{0}, d_{1}, d_{2}\right)$, computes $m_{j}=s_{1, j} \cdot d_{1}-s_{2, j} \cdot d_{2}$, sample some large noise $E_{j} \leftarrow R_{q}$ such that $\left\|E_{j}\right\|_{\infty} \leq 2^{\text {sec }}\left(B_{\text {Dec }} / p \xi\right)$, and then outputs $t_{j}=m_{j}+p E_{j}$.

We obtain the full decryption of the ciphertext $\boldsymbol{d}=\left(d_{0}, d_{1}, d_{2}\right)$ as $m=\left(d_{0}-t\right.$ $\bmod q) \bmod p$, where $t=t_{1}+t_{2}+\ldots+t_{\xi}$. This will give the correct decryption as long as the noise $\left\|d_{0}-t\right\|_{\infty} \leq\left(1+2^{\text {sec }}\right) B_{\text {Dec }}<\lfloor q / 2\rfloor$.

## A. 3 Decryption Protocol

We use the same public parameters and ciphertexts as received in the decryption protocol in Section 5. Each decryption server has a secret key-share as described in KeyGenExt. Our verifiable decryption protocol works as following.

Partial decryption. Each party $\mathcal{D}_{j}$ run DistDec, as defined in Section 3.1, on each ciphertext $\boldsymbol{c}_{i}$ to produce partial decryptions $t_{i, j}$. Output $\left\{t_{i, j}\right\}_{i=1}^{\tau}$.

Commit to randomness. Each party samples a random $\alpha_{j} \leftarrow \$ R_{p}$, run Enc with message $\alpha_{j}$ to produce ciphertext $\boldsymbol{c}_{\alpha_{i}}=\left(u_{\alpha_{j}}, v_{\alpha_{j}}\right)$, and commit to the message and randomness as $h_{j}=\mathrm{H}\left(\alpha_{j}, r_{\alpha_{j}}, e_{\alpha_{j}}, e_{\alpha_{j}}^{\prime}\right)$, for a hash-function H. Output $h_{j}$.

Output MAC shares. When each party $\mathcal{D}_{j}$ has published $h_{j}$, output $\boldsymbol{c}_{\alpha_{j}}$.
Compute MAC. Each party gather the encrypted MAC shares $\left\{\boldsymbol{c}_{\alpha_{j}}\right\}$ and sum them together as $\boldsymbol{c}_{\alpha}=\boldsymbol{c}_{\alpha_{1}}+\ldots+\boldsymbol{c}_{\alpha_{\xi}}$. Then, for each ciphertext $\boldsymbol{c}_{i}$, use Mult to compute the homomorphic multiplication with $\boldsymbol{c}_{\alpha}$ denoted $\boldsymbol{d}_{i}=\left(d_{i, 0}, d_{i, 1}, d_{i, 2}\right)$.

Commit to partial MAC decryption. Each party $\mathcal{D}_{j}$ runs the DistDecExt on each ciphertext $\boldsymbol{d}_{i}$ to produce partial decryptions $t_{\alpha_{i, j}}$. Commit to the partial decryption as $h_{\alpha_{j}}=\mathrm{H}\left(t_{\alpha_{1, j}}, \ldots, t_{\alpha_{\tau, j}}\right)$. Output $h_{\alpha_{j}}$.

Output partial MAC decryption. When each party $\mathcal{D}_{j}$ has published $h_{\alpha_{i, j}}$, output the partial MAC $\alpha_{j}$, randomness $r_{\alpha_{j}}, e_{\alpha_{j}}, e_{\alpha_{j}}^{\prime}$ and partial decryptions $\left\{t_{\alpha_{i, j}}\right\}_{i=1}^{\tau}$.

Verify correct decryption. A verifier computes $m_{i}=\left(v_{i, 0}-t_{i} \bmod q\right) \bmod p$ for $t_{i}=t_{i, 1}+\ldots+t_{i, \xi}$ and $m_{\alpha_{i}}=\left(d_{i, 0}-t_{\alpha_{i}} \bmod q\right) \bmod p$ for $t_{\alpha_{i}}=t_{\alpha_{i, 1}}+\ldots+t_{\alpha_{i, \xi}}$ for all $i=1, \ldots, \tau$. Also compute $\alpha=\alpha_{1}+\ldots+\alpha_{\xi}$. Then, check that $\boldsymbol{c}_{\alpha_{i}}$ was correctly computed, that $h_{j}$ and $h_{\alpha_{i, j}}$ have valid openings and that $m_{\alpha_{i}}=m_{i} \cdot \alpha$ in $R_{p}$ for all $i$. If all checks holds then output $\left\{m_{i}\right\}_{i=1}^{\tau}$ and otherwise output $\perp$.

## A. 4 Parameters and Size

Bounding the noise. We know from Section 7 that the amount of noise in each input ciphertext $\boldsymbol{c}_{i}$ is bounded by $B_{c}=(\iota+1) p(2 N+1)+\lceil(p-1) / 2\rceil$. Furthermore, the noise in each ciphertext $\boldsymbol{c}_{\alpha_{j}}$ is bounded by $B_{\boldsymbol{c}_{\alpha}}=p(2 N+1)+\lceil(p-1) / 2\rceil$. It follows from Brakerski et al. [BGV12, Section 5.2] that the noise in each product ciphertext $\boldsymbol{d}_{i}$ is bounded by $B_{\boldsymbol{d}}=\sqrt{N} \cdot B_{\boldsymbol{c}} \cdot B_{\boldsymbol{c}_{\alpha}}$. Using DistDecExt, noise of size $2^{\text {sec }} B_{\boldsymbol{d}}$ is added to $\boldsymbol{d}_{i}$. To ensure correct decryption, we must choose $q$ such that $\left(1+2^{\text {sec }}\right) B_{\boldsymbol{d}}<q / 2$. Inserting the parameters from Table 2 we get that $B_{\boldsymbol{d}}<2^{38}$, and hence, we can choose $q \approx 2^{78}$ as in Section 7 .

Total size. Each partial decryption consists of one ring-element, and each ring element can be represented with $N \log q$ bits. Each party $\mathcal{D}_{j}$ only sends two hashes of size 256 bits and the elements $\alpha_{j}, r_{\alpha_{j}}, e_{\alpha_{j}}, e_{\alpha_{j}}^{\prime}$ which are of size $2 N$ bits each to generate the MAC, which is essentially negligible compared to the ciphertexts and partial decryptions. The total size of the decryption protocol, not counting the input ciphertexts, is $\approx 2 \xi \tau N \log q$. Using the parameters from above we get that the concrete size is $\approx 80 \tau$ KB per decryption server.

## B Security of the Voting Protocol

Here we provide a more formal description of the voting protocol described in Section 6 , give security notions, sketch a security proof and discuss the security properties of the full voting protocol.

## B. 1 Verifiable Voting Schemes with Return Codes

A verifiable cryptographic voting scheme in our architecture is usually defined in terms of algorithms for the tasks of election setup, casting ballots, counting cast ballots and verifying the count. To support return codes, we also need algorithms for voter registration and pre-code computation. Finally, to accurately model the counting process, we need algorithms for shuffling and distributed decryption.

The setup algorithm Setup outputs a public key pk , decryption key shares $\mathrm{dk}_{i}$ and a code key ck.
The register algorithm Reg takes a public key pk as input and outputs a voter verification key vvk, a voter casting key vck and a function $f$ from ballots to pre-codes.
The cast algorithm Cast takes a public key pk, a voter casting key vck and a ballot $v$, and outputs an encrypted ballot $e v$ and a ballot proof $\pi_{v}$.
The code algorithm Code takes a code key ck, an encrypted ballot ev and a proof $\pi_{v}$ as input and outputs a pre-code $\hat{r}$ or $\perp$. (If the code key ck is $\perp$, the algorithm outputs 0 or 1.)
The shuffle algorithm Shuffle takes a public key pk and a sequence of encrypted ballots $\boldsymbol{e v}$, and outputs a sequence of encrypted ballots $\boldsymbol{e \boldsymbol { v } ^ { \prime }}$ and a proof of shuffle $\pi_{s}$.

The verify algorithm Verify takes a public key pk, two sequences of encrypted ballots $\boldsymbol{e v}$, and $\boldsymbol{e} \boldsymbol{v}^{\prime}$ and a proof $\pi_{s}$, and outputs 0 or 1.
The distributed decryption algorithm DistDec takes a decryption key $\mathrm{dk}_{i}$ and a sequence of encrypted ballots $\boldsymbol{e v}$, and outputs a sequence of ballot decryption shares $\boldsymbol{s} \boldsymbol{v}_{i}$ and a decryption proof $\pi_{d, i}$.
The combining algorithm Comb takes a public key pk, a sequence of encrypted ballots $\boldsymbol{e v}$, ballot decryption share sequences $\boldsymbol{s} \boldsymbol{v}_{1}, \boldsymbol{s} \boldsymbol{v}_{2}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}$ with proofs $\pi_{d, 1}, \pi_{d, 2}, \ldots, \pi_{d, l_{d}}$, and outputs either $\perp$ or a sequence of ballots $v_{1}, v_{2}, \ldots, v_{l_{t}}$.

A cryptographic voting scheme is $l_{s}$-correct if for any ( $\mathrm{pk},\left\{\mathrm{dk}_{i}\right\}, \mathrm{ck}$ ) output by Setup and any $\left(\mathrm{vvk}_{1}, \mathrm{vck}_{1}, f_{1}\right), \ldots,\left(\mathrm{vvk}_{l_{V}}, \mathrm{vck}_{l_{V}}, f_{l_{V}}\right)$ output by Reg(pk), any ballots $v_{1}, \ldots, v_{l_{V}}$, any $\left(e v_{i}^{(0)}, \pi_{v, i}\right)$ output by Cast $\left(\mathrm{pk}, \mathrm{vck}_{i}, v_{i}\right), i=1, \ldots, l_{V}$, any sequence of $l_{s}$ sequences of encrypted ballots $\boldsymbol{e v}{ }^{(j)}$ with proofs $\pi_{s, j}$ output by Shuffle(pk, $\left.\boldsymbol{e} \boldsymbol{v}^{(j-1)}\right)$, any ballot decryption shares $\boldsymbol{s} \boldsymbol{v}_{1}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}$ with proofs $\pi_{d, 1}, \ldots, \pi_{d, l_{d}}$ output by DistDec $\left(\mathrm{dk}_{i}, \boldsymbol{e} \boldsymbol{v}^{\left(l_{s}\right)}\right), i=1,2, \ldots, l_{d}$ and any $\left(v_{1}^{\prime}, \ldots, v_{l_{V}}^{\prime}\right)$ possibly output by $\left.\operatorname{Comb}\left(\mathrm{pk}, \boldsymbol{e} \boldsymbol{v}^{\left(l_{s}\right)}, \boldsymbol{s} \boldsymbol{v}_{1}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}\right), \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$, then:
$-\operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v_{i}, \pi_{v, i}\right)=f_{i}\left(v_{i}\right), \operatorname{Code}\left(\perp, \operatorname{vvk}_{i}, e v_{i}, \pi_{v, i}\right)=1$,

- Verify $\left(\mathrm{pk}, \boldsymbol{e} \boldsymbol{v}^{(j-1)}, \boldsymbol{e} \boldsymbol{v}^{(j)}, \pi_{s, j}\right)=1$ for $j=1,2, \ldots, l_{s}$,
$\left.-\operatorname{Comb}\left(\mathrm{pk}, \boldsymbol{e} \boldsymbol{v}^{\left(l_{s}\right)}, \boldsymbol{s} \boldsymbol{v}_{1}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}\right), \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$ did not output $\perp$, and
$-v_{1}, \ldots, v_{l_{V}}$ equals $v_{1}^{\prime}, \ldots, v_{l_{V}}^{\prime}$, up to order.
We also require that the distribution of $e v_{i}$ only depends on pk and $v_{i}$, not $\mathrm{vck}_{i}$.
For any such scheme we define a decryption algorithm Dec that first applies a number of shuffles (possibly zero) to the single ciphertext, then applies DistDec and Comb in sequence. Note that this algorithm will not actually be used, but it simplifies the definition of security.


## B. 2 Our Scheme

Our voting scheme combines the BGV encryption together with our shuffle (Section 4) and distributed decryption (Section 5). We adapt the techniques from Aranha et al. $\left[\mathrm{ABG}^{+} 21\right]$ to get extractability and code voting, but omit the details.

- Setup computes pk ${ }_{C} \leftarrow \operatorname{KeyGen}_{C},\left(\mathrm{pk}_{V}, \mathrm{dk}_{V}\right) \leftarrow \operatorname{KeyGen}_{V E},\left(\mathrm{pk}_{R}, \mathrm{dk}_{R}\right) \leftarrow$ KeyGen $_{V E}$, as well as key shares $\mathrm{dk}_{V, i}$ for every decryption server. The public key $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$, the decryption share is $\mathrm{dk}=\left(\mathrm{pk}_{C}, \mathrm{dk}_{V, i}\right)$ and the code key is $\mathrm{ck}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{dk}_{R}\right)$.
- Reg takes $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right)$ as input. It samples $a \leftarrow \$ R_{p}$ and computes $\left(\boldsymbol{c}_{a}, d_{a}\right) \leftarrow \operatorname{Com}\left(\mathrm{pk}_{C}, a\right)$. The voter verification key is vvk $=\boldsymbol{c}_{a}$, the voter casting key is $\left(a, \boldsymbol{c}_{a}, d_{a}\right)$, and the function $f$ is $v \mapsto v+a$.
- Cast takes $\mathrm{pk}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{pk}_{R}\right), \mathrm{vck}=\left(a, \boldsymbol{c}_{a}, d_{a}\right)$ and $v$ as input. It computes $\boldsymbol{v} \leftarrow \operatorname{Enc}_{V E}\left(\mathrm{pk}_{V}, v\right), \hat{r} \leftarrow a+v$ and $\boldsymbol{w} \leftarrow \operatorname{Enc}_{V E}\left(\mathrm{pk}_{R}, \hat{r}\right)$, along with a
proof $\pi_{v, 0}$ that $\boldsymbol{v}$ and $\boldsymbol{w}$ are well-formed ciphertexts, and that $\boldsymbol{c}_{a}$ is a commitment to the difference of the decryptions. The encrypted ballot is $e v=\boldsymbol{v}$, while the ballot proof is $\pi_{v}=\left(\boldsymbol{w}, \pi_{v, 0}\right)$.
- Code takes $\mathrm{ck}=\left(\mathrm{pk}_{C}, \mathrm{pk}_{V}, \mathrm{dk}_{R}\right)$, a voter verification key vvk, an encrypted ballot $e v=\boldsymbol{v}$ and a ballot proof $\pi_{v}=\left(\boldsymbol{w}, \pi_{v, 0}\right)$ as input. It verifies $\pi_{v, 0}$ and outputs $\perp$ if verification fails. Otherwise, it computes $\hat{r} \leftarrow \operatorname{Dec}_{V E}\left(\mathrm{dk}_{R}, \boldsymbol{w}\right)$ and outputs $\hat{r}$. (If $\mathrm{ck}=\perp$, it outputs 1 if and only if it accepts $\pi_{v, 0}$.)
- The shuffle algorithm Shuffle and the verify algorithm Verify are as described in Section 4. The distributed decryption algorithm DistDec and the combining algorithm Comb are as described in Section 5.

It is straight-forward to verify that the scheme is correct.

## B. 3 Security Notions

Our notion of confidentiality is similar to the usual ballot box privacy notions $\left[\mathrm{BCG}^{+} 15\right]$. An adversary that sees both the contents of the ballot box, the intermediate shuffles and the decrypted ballot shares should not be able to determine who cast which ballot. This should hold even if the adversary can see pre-codes, learn the code key, some voter casting keys and some decryption key shares, insert adversarially generated ciphertexts into the ballot box, introduce adversarially generated intermediate shuffles and publish adversarially chosen decrypted ballot shares.

Our notion of integrity is again fairly standard, adapted to return codes. An adversary should not be able to cause an incorrect pre-code or inconsistent decryption or non-unique decryption, even if the adversary knows all of the key material.

We define security notions for a verifiable cryptographic voting scheme using an experiment where an adversary $\mathcal{A}$ is allowed to reveal keys, make challenge queries, create ciphertexts, ask for ciphertexts to be shuffled, create shuffles, and ask for ballot shares. We use this experiment to define games both for confidentiality and for integrity. The experiment works as follows:

- Sample $b, \leftarrow \$\{0,1\}$. Set $L, L^{\prime}, L^{\prime \prime}$ to be empty lists.
$-\left(\mathrm{pk},\left\{\mathrm{dk}_{i}\right\}, \mathrm{ck}\right) \leftarrow$ Setup. For $i=1, \ldots, l_{V}:\left(\mathrm{vvk}_{i}, \mathrm{vck}_{i}, f_{i}\right) \leftarrow \operatorname{Reg}(\mathrm{pk})$. Send ( $\mathrm{pk}, \mathrm{vvk}_{1}, \ldots, \mathrm{vvk}_{l_{V}}$ ) to $\mathcal{A}$.
- On a voter reveal query $i$, send $\left(\operatorname{vck}_{i}, f_{i}\right)$ to $\mathcal{A}$. On a decrypt reveal query $i$, send $\mathrm{dk}_{i}$ to $\mathcal{A}$. On a code reveal query, send ck to $\mathcal{A}$.
- On a challenge query $\left(i, v_{0}, v_{1}\right)$, compute $\left(e v, \pi_{v}\right) \leftarrow \operatorname{Cast}\left(\mathrm{pk}, \mathrm{vck}_{i}, v_{b}\right)$, $\hat{r} \leftarrow \operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \pi_{v}\right)$, append $\left(i, v_{0}, v_{1}, e v, \pi_{v}\right)$ to $L$. Send $\left(e v, \pi_{v}\right)$ to $\mathcal{A}$.
- On a chosen ciphertext query ( $i, e v, \pi_{v}$ ), compute $\hat{r} \leftarrow \operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \pi_{v}\right)$. If $\hat{r} \neq \perp$, append $\left(i, \perp, \perp, e v, \pi_{v}\right)$ to $L$. Send $\hat{r}$ to $\mathcal{A}$.
- On a shuffle query $\boldsymbol{e v}$, compute $\left(\boldsymbol{e \boldsymbol { v } ^ { \prime }}, \pi_{s}\right) \leftarrow \operatorname{Shuffle}(\mathrm{pk}, \boldsymbol{e v})$, then record $\left(\boldsymbol{e v}, \boldsymbol{e} \boldsymbol{v}^{\prime}, \pi_{s}\right)$ in $L^{\prime}$. Send $\left(\boldsymbol{e \boldsymbol { v } ^ { \prime }}, \pi_{s}\right)$ to $\mathcal{A}$.
- On a chosen shuffle query (ev, ev${ }^{\prime}, \pi_{s}$ ), we record it in $L^{\prime}$ if and only if Verify $\left(\mathrm{pk}, \boldsymbol{e v}, \boldsymbol{e \boldsymbol { v } ^ { \prime }}, \pi_{s}\right)=1$.
- On a ballot decryption share query ( $i, \boldsymbol{e v}$ ), we then compute $\left(\boldsymbol{s} \boldsymbol{v}_{i}, \pi_{d, i}\right) \leftarrow$ DistDec $\left(\mathrm{dk}_{i}, \boldsymbol{e v}\right)$, record ( $\left.i, \boldsymbol{e v}, \boldsymbol{s \boldsymbol { v } _ { i }}, \pi_{d, i}\right)$ in $L^{\prime \prime}$ and send $\left(\boldsymbol{s} \boldsymbol{v}_{i}, \pi_{d, i}\right)$ to $\mathcal{A}$.
- On a test query (ev, sv $\left.\boldsymbol{v}_{1}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}, \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$, then compute the result $\leftarrow$ $\operatorname{Comb}\left(\mathrm{pk}, \boldsymbol{e v}, \boldsymbol{s \boldsymbol { v } _ { 1 }}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}, \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$ and send result to $\mathcal{A}$.

Eventually, the adversary outputs a bit $b^{\prime}$.
The confidentiality game follows the usual left-or-right game pattern, where an adversary makes challenge queries and must determine the value of the bit $b$. The test query is irrelevant for the confidentiality game.

The integrity game follows the usual pattern where the adversary's goal is to achieve certain inconsistencies, either during a code query or during a test query. The inconsistencies are that a pre-code does not match the encrypted ballot, that an outcome verifies as correct but is inconsistent with the challenge ciphertexts chosen for counting, or that there is no unique decryption. (The test query is not strictly needed. We could have had the adversary output its encrypted ballots and ballot decryption shares instead of making a test query. But the test query pattern is convenient in many similar settings, so we include it.) The bits $b, b^{\prime}$ are not really used in the game for integrity, nor is the shuffle query. The challenge query is used to create honestly encrypted ballots.

Confidentiality fails trivially if the counting phase trivially reveals the challenge bit. This happens unless the left hand ballots and the right-hand ballots are identical, up to order. (Recall that the adversary should figure out who cast which ballots, not what ballots were cast.) Confidentiality also fails trivially if the adversary makes more than one challenge query or chosen ciphertext query for any given voter. And confidentiality fails trivially if the adversary reveals too much key material. We should not count executions where confidentiality fails trivially towards the adversary's advantage. Technically, we count this using a freshness event when evaluating the advantage.

In an execution of this experiment, we say that a sequence of encrypted ballots $\boldsymbol{e v}$ is valid if tuples ( $\left.i_{1}, v_{01}, v_{11}, e v_{1}, \pi_{v, 1}\right), \ldots,\left(i_{l_{c}}, v_{0 l_{c}}, v_{1 l_{c}}, e v_{l_{c}}, \pi_{v, l_{c}}\right)$ in $L$ and $L^{\prime}$ contains a sequence of tuples $\left(\boldsymbol{e v} \boldsymbol{v}^{(j-1)}, \boldsymbol{e v ^ { ( j ) }}, \pi_{s, j}\right), j=1,2, \ldots, l_{s}$, such that $e \boldsymbol{v}^{(0)}=\left(e v_{1}, \ldots, e v_{l_{c}}\right)$ and $\boldsymbol{e v} \boldsymbol{v}^{\left(l_{s}\right)}=\boldsymbol{e v}$. In this case we also say that $\boldsymbol{e v}$ derives from $\left(i_{1}, v_{01}, v_{11}, e v_{1}, \pi_{v, 1}\right), \ldots,\left(i_{l_{c}}, v_{0 l_{c}}, v_{1 l_{c}}, e v_{l_{c}}, \pi_{v, l_{c}}\right)$. A valid sequence $\boldsymbol{e v}$ is honest if at least one of the tuples ( $\boldsymbol{e v} \boldsymbol{v}^{(j-1)}, \boldsymbol{e} \boldsymbol{v}^{(j)}, \pi_{s, j}$ ) originated with a shuffle query. A valid sequence $\boldsymbol{e v}$ is balanced if the ballot sequence $\left(v_{01}, \ldots, v_{0 l_{c}}\right)$ equals ( $v_{11}, \ldots, v_{1 l_{c}}$ ), up to order.

We define events related to confidentiality and integrity. Let $E_{g}$ be the event that $b=b^{\prime}$. Let $E_{f}$ denote the event that an execution is fresh, which is true if the following are satisfied: there is no decrypt reveal query for at least one $i$; for any $i$, there is either no challenge query, or at most one challenge query and no voter reveal query or chosen ciphertext query; and for any ballot decryption share query $(\cdot, \boldsymbol{e v})$, the sequence $\boldsymbol{e v}$ is balanced and honest at the time of the ballot decryption share query.

Let $F_{i}$ (incorrect pre-code) be the event that for some chosen ciphertext query $\left(i, e v, \pi_{v}\right)$ where $\operatorname{Code}\left(\mathrm{ck}, \mathrm{vvk}_{i}, e v, \pi_{v}\right)=\hat{r} \neq \perp$, we have that either $\operatorname{Dec}\left(\left\{\mathrm{dk}_{i}\right\}, e v\right)=\perp$ or $\operatorname{Dec}\left(\left\{\mathrm{dk}_{i}\right\}, e v\right)=v$ and $f_{i}(v) \neq \hat{r}$.

Let $F_{c}$ (count failure) be the event that a test query gets result $=\perp$ when $\boldsymbol{e v}$ is valid and ( $\boldsymbol{e v}, \boldsymbol{s \boldsymbol { v } _ { i }}, \pi_{d, i}$ ) is in $L^{\prime \prime}$ for $i=1, \ldots, l_{d}$.

Let $F_{d}$ (inconsistent decryption) be the event that a test query ( $\boldsymbol{e v}, \boldsymbol{s} \boldsymbol{v}_{1}, \ldots$, $\left.\boldsymbol{s} \boldsymbol{v}_{l_{d}}, \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$ with result $=\left(v_{1}, \ldots, v_{l_{c}}\right)$, where $\boldsymbol{e v}$ derives from $\left(i_{1}, v_{01}, v_{11}\right.$, $\left.e v_{1}, \pi_{v, 1}\right), \ldots,\left(i_{l_{c}}, v_{0 l_{c}}, v_{1 l_{c}}, e v_{l_{c}}, \pi_{v, l_{c}}\right)$, there is no permutation $\pi$ on $\left\{1,2, \ldots, l_{c}\right\}$ such that $v_{b, k}=\perp$ or $v_{b, k}=v_{\pi(k)}$ for $k=1,2, \ldots, l_{c}$. Let $F_{u}$ (no unique decryption) be the event that two test queries (ev, sv $\left.\boldsymbol{v}_{1}, \ldots, \boldsymbol{s} \boldsymbol{v}_{l_{d}}, \pi_{d, 1}, \ldots, \pi_{d, l_{d}}\right)$ and ( $\boldsymbol{e v}, \boldsymbol{s} \boldsymbol{v}_{1}^{\prime}, \ldots, \boldsymbol{s \boldsymbol { v } _ { l _ { d } } ^ { \prime }}, \pi_{d, 1}{ }^{\prime}, \ldots, \pi_{d, l_{d}}{ }^{\prime}$ ) for some valid $\boldsymbol{e v}$ get results result and result ${ }^{\prime}$ that are not equal up to order, and neither of which are equal to $\perp$. The advantage of the adversary is

$$
\max \left\{2 \cdot\left|\operatorname{Pr}\left[E_{g} \wedge E_{f}\right]-\operatorname{Pr}\left[E_{f}\right] / 2\right|, \operatorname{Pr}\left[F_{i} \vee F_{c} \vee F_{d} \vee F_{u}\right]\right\}
$$

## B. 4 Security Proof Sketch

We briefly sketch a proof for how to bound the advantage of an adversary against the cryptographic voting scheme in terms of adversaries against the shuffle, the distributed decryption scheme, the commitment scheme or the encryption scheme.

Confidentiality. We begin by analyzing the confidentiality event $\operatorname{Pr}\left[E_{g} \wedge E_{f}\right]$.
The proof would proceed as a sequence of games, where the first game is the interaction between the experiment and the adversary.

In the next game, we stop the adversary with a forced guess $b^{\prime}=0$ immediately upon any query that would make the execution non-fresh. Note that a query that makes the execution non-fresh can be recognized with no secret information, and at the time the query is made. A brief computation shows that this changes nothing, but in the further analysis we may assume that the execution remains fresh.

We next simulate all the zero knowledge proofs involved, which is straightforward in the random oracle model since all our proofs are HVZK.

Next, we change the challenge query so that instead of computing the precode as $\hat{r}=a+v$, it samples $\hat{r}$ uniformly at random. If this change is observable, we get an adversary against hiding for the commitment scheme.

Next, for any ballot decryption share query for a sequence ( $e v_{1}, \ldots, e v_{l_{c}}$ ), we decrypt $e v_{i}$ to $v_{i}$, then use the HVZK simulator from Section 5 to simulate the decryption share given the decryption $v_{i}$. This change is unobservable. (To get an adversary, we guess a decryption key share $i$ for which the adversary will never make a decrypt reveal query, and simulate the other decryption key shares as random shares. When the adversary makes a ballot decryption share query for $i$, we compute the ballot decryption shares for the other decryption key shares and compute the $i$ th ballot decryption share to give the correct result when combined.)

Next, for chosen ciphertext queries, we decrypt the $\boldsymbol{w}$ using $\mathrm{dk}_{R}$ and subtract $a$ to recover $v$, and then record $\left(i, v, v, e v, \pi_{v}\right)$ instead of $\left(i, \perp, \perp, e v, \pi_{v}\right)$. By the
soundness of the ballot proof (details omitted), we now have that every tuple $\left(i, v_{0}, v_{1}, e v, \pi_{v}\right)$ in $L$ satisfies $\operatorname{Dec}\left(\mathrm{dk}_{V}, e v\right)=v_{b}$.

Next, for any ballot decryption share query for an honest and balanced sequence ( $e v_{1}, \ldots, e v_{l_{c}}$ ) deriving from ( $\left.\cdot, v_{01}, v_{11}, \cdot, \cdot\right), \ldots,\left(\cdot, v_{0 l_{c}}, v_{1 l_{c}}, \cdot, \cdot\right)$, sample a permutation $\pi$ on $\left\{1,2, \ldots, l_{c}\right\}$ and use $v_{i}=v_{0 \pi(i)}$ instead of decrypting $e v_{i}$. If this change is observable, we either get an adversary against soundness for the shuffle (when the decryption of the output of a shuffle is not equal to the decryption of the input to the shuffle, up to order) or an adversary against the encryption scheme (when the adversary notices that the ballot decryption shares are inconsistent with the encrypted ballots). The latter adversary re-randomizes the shuffle with random values instead of encryptions of zero.

At this point, the decryption key shares $\left\{\mathrm{dk}_{i}\right\}$ are no longer used. Also, the pre-code encrypted in the challenge query is independent of the challenge ballots.

Finally, for challenge queries we encrypt a random ballot instead of the left or right ballot. If this change is observable, we get a real-or-random adversary against the encryption scheme.

At this point, the challenge bit $b$ is no longer used. It follows that the adversary has no advantage in this game. By the above arguments, the claim that the difference between $\operatorname{Pr}\left[E_{g} \wedge E_{f}\right]$ and $\operatorname{Pr}\left[E_{f}\right] / 2$ is appropriately bounded follows.

Integrity. Next, we analyze the integrity events. In this case, the adversary may have revealed every secret key, and there is no need for the execution to be fresh.

If a chosen ciphertext query results in an incorrect pre-code, then we immediately get an adversary against the soundness of the ballot proof (details omitted). It follows that the probability of $F_{i}$ happening is appropriately bounded.

In the event that $F_{c}$ happens, note that every encrypted ballot either originates with a challenge query or a chosen ciphertext query, the shuffles applied to the encrypted ballots originate with shuffle queries or chosen shuffle queries, and the ballot decryption shares all originate with ballot decryption share queries. By the completeness and soundness of the various arguments, and the bound on the number of shuffles, we get that the probability of $F_{c}$ happening is appropriately bounded.

In the event that $F_{d}$ happens, then either the output of some shuffle does not decrypt to the same as the input to the shuffle, in which case we get an adversary against the soundness of the shuffle, or the distributed decryption does not decrypt correctly, in which case we get an adversary against the soundness of the distributed decryption. It follows that the probability of $F_{d}$ happening is appropriately bounded.

In the event that $F_{u}$ happens, then either the decryption of the encrypted ballots is not unique, in which case we get an adversary against the soundness of the proofs ensuring valid ciphertexts (in the ballot proofs and the shuffle proofs), or one or both results are incorrect, in which case we get an adversary against the soundness of the shuffle. It follows that the probability of $F_{u}$ happening is appropriately bounded.

The claim that $\operatorname{Pr}\left[F_{i} \vee F_{c} \vee F_{d} \vee F_{u}\right]$ is appropriately bounded follows.

## B. 5 Voting System Security Properties

Integrity. Integrity for a voting system is modeled using a game between an adversary and a set of voters, some of which may be corrupt. The adversary tells the honest voters what ballots to cast. If the count phase eventually runs and ends with a result, the adversary wins if the result is inconsistent with the ballots accepted as cast by the honest voters. (Recall that only the voter's last ballot cast is counted, so if the voter first accepts a ballot as cast, and then tries to cast another ballot and this fails, the end result is that they have not accepted a ballot as cast.)

We can define a variant notion called $\epsilon$-integrity where we allow a small error, and say that the adversary wins if the result is inconsistent with any ( $1-\epsilon$ ) fraction of the ballots accepted as cast by the honest voters. (We need this since return codes for a single voter must be human-comparable, and can therefore collide with some non-negligible probability.)

Analysis. The voter will only accept the ballot as cast if the correct return code is received. If the correct return code is received, then the correct pre-code must have been computed at some point (except with some small probability due to collisions in the PRF).

If the return code generator $\mathcal{R}$ is honest, integrity of the cryptographic voting scheme implies that this can only happen if the correct ballot has been encrypted. If the auditor $\mathcal{A}$ is honest, the result will only be accepted if the encrypted ballot has been included among those sent to the first shuffler. By the integrity of the cryptographic voting system, all such ballots must then be included in the result.

If the voter's computer $P$ and the ballot box $\mathcal{B}$ and the auditor $\mathcal{A}$ are honest, the the encrypted ballot will be included among those sent to the first shuffler. By the integrity of the cryptographic voting system, all such ballots must then be included in the result.

If a voter receives a return code without casting a ballot, the voter will no longer accept their ballot as cast.

In summary, $\epsilon$-integrity holds if the auditor and either both the voters' phones and the return code generator are honest, or both the voters' computers and the ballot box are honest.

Verifiability. In a verifiable voting protocol, every voter gets a receipt after accepting a ballot as cast. Also, the auditor outputs a result and a transcript. Also, there is an algorithm for verifying either a transcript, a result and optionally a receipt.

Consider an execution of the voting protocol where the auditor outputs a result and a transcript. Then there is a set of honest voters with honest computers that accept their ballot as cast with some receipt, and for which the verification algorithm accepts the transcript, the result and their receipt. We say that a system is verifiable if the result is consistent with the list of these voters' ballots being included in the result.

Note that verifiability in and of itself does not guarantee anything about the correctness of the result. Instead, verifiability is best thought of as a tool that can be used to achieve trust in election integrity under fairly weak trust assumptions. For instance, one can prove that if a sufficiently large and hard to guess subset of voters run the verification algorithm on the transcript, result and their receipt, then the overall election has $\epsilon$-integrity for some $\epsilon$. (The "hard to guess" part is instrumental in proving this result. If the set of voters verifying an election is not hard to guess, achieving election integrity is much more difficult, at least without strong trust assumptions.)

Note also that we assume that the honest voter's computer is honest in the definition. If the voter's computer is corrupted, we are left with considering integrity as above, which can be achieved conditional on other players being honest.

Analysis. Verifiability for our protocol follows by integrity for the underlying cryptosystem, since the execution of our protocol can be thought of as an interaction with the experiment for the underlying cryptosystem, where the honest computer's actions correspond to challenge queries, and part of the verification algorithms' work correspond to a test query. The structure of the protocol then ensures that if the result output by a test query is inconsistent with corresponding ballots output by challenge queries, integrity fails for the underlying cryptosystem.

In summary, if the underlying cryptosystem has integrity, the voting protocol is verifiable.

Privacy. Privacy for a voting protocol is modeled as a left-or-right game with an adversary and a set of voters, some of which may be corrupt. The adversary gives pairs of ballots to honest voters, and they will all either cast the left ballot or the right ballot. The adversary must decide which they cast. (This essentially amounts to deciding who cast which ballot.)

The adversary can corrupt players and also control the network. We shall assume that players use secure channels to communicate. This means that only the fact that players are communicating and the length of their communications leak. Since message flows and message lengths are fixed and public knowledge, we can ignore the network in the subsequent analysis.

We want to avoid adversaries that deduce the honest voters' ballots trivially from the result, so we require that the adversary organizes the pairs of ballots given to the honest voters in such a way that the ballots cast by the honest voters are independent of whether the voters cast the left or the right ballot.

Analysis. If some honest voter's computer $P$ is compromised, the adversary can trivially win the privacy game.

If every shuffle server is compromised, the adversary learns the correspondence between decrypted ballots and voters, and can trivially win the privacy game.

If every decryption server is compromised, the adversary learns the decryption key, and can trivially win the privacy game.

If a voter casts more than one ballot, a compromised return code generator or voter phone will always be able to decide if they are the same or not by observing the return code sent to the voter. If the ballots are distinct, the return code generator will learn information about which ballots were submitted, and typically learn both ballots. (We could prove privacy when the voter casts more than one ballot and the return code generator and the voter phone are both honest, but this requires adding a restricted challenge query that does not reveal the precode to the cryptosystem experiment.)

Suppose the honest voters cast at most one ballot each, their computers remain honest, and at least one shuffle server and one decryption server is honest. Then privacy follows from confidentiality of the cryptographic voting system, since the protocol execution can be interpreted as an interaction with the cryptosystem experiment and the protocol together with our assumptions ensure a fresh execution.

Note that cut-and-paste attacks against confidentiality, which commonly affect this type of voting protocol, do not work against this protocol because the ballot proof includes an encryption of the return code and a proof that the return code is correct which is tied to the voter's public key material. Cut-and-paste attacks would anyway constitute a valid attack on the cryptosystem.

In summary, privacy holds if the honest voters' computers are honest, there is at least one honest shuffle server and one honest decryption server, and no honest voter casts more than one ballot.

## C Proofs for Amortized Exact ZKPoPK

## C. 1 Proof of Lemma 1.

Proof. First, we construct an extractor $\mathcal{E}$ as in [BLNS21] which does the following 8 times:

1. First, run $P^{*}$ on random challenges from $V$ until an accepting transcript is found. Abort if none is found after $8 / \epsilon$ steps.
2. Let $I_{1}$ be the challenge set where P* responded and let $\left.\boldsymbol{E}\right|_{I_{1}}$, MerklePaths ${ }_{I_{1}}$ be the opened columns and Merkle tree paths. Fixing the other challenges, $\mathcal{E}$ adaptively reruns the proof for different challenges $I_{2}, I_{3}, \ldots$ that contain so far unopened columns and collects these. If any collision in the Merkle tree is found then $\mathcal{E}$ outputs the hash collision and terminates, otherwise it continues until it collected a set $J$ of at least $k$ columns, or until $8 \frac{k-\eta}{\epsilon / 2-(k /(l-\eta))^{\eta}}$ time passed.
3. Finally, $\mathcal{E}$ re-runs $\mathrm{P}^{*} 16 / \epsilon$ times with completely fresh challenges, obtaining new $\left.\boldsymbol{E}\right|_{I}$, MerklePaths $_{I}$. If for some of these instances the accepting transcript contains a hash collision in the Merkle tree (colliding with $J$ ) or $c_{\boldsymbol{d}}$ is opened with a different opening than in the first step, then output the hash collision or the respective two different openings of $c_{d}$.

Using a standard heavy-row argument, [BLNS21] show that $\mathcal{E}$ 's total runtime is bounded by the term mentioned in the Lemma. Moreover, define $S$ as the event that $\mathrm{P}^{*}$ outputs a valid proof in the last step and $C$ be the event that the values $\mathrm{P}^{*}$ outputs to $\mathcal{E}$ in the last step of the extractor are consistent (i.e. no hash collisions and the commitment was not opened differently than before). Then [BLNS21] show that it must hold that $\operatorname{Pr}[S \wedge C]>\epsilon / 2$. We now show that if we cannot use $J$ to decode to a valid witness, then the success probability of $\mathrm{P}^{*}$ must be lower than the given bound.

Define $C^{\prime}$ to be the RS code obtained from $C$ (generated by Encode) when restricted to the indices of $J$. As $|J|=k, C^{\prime}$ has length $k$ and minimum distance $d^{\prime}=k-k^{\prime}+1$. For any $\boldsymbol{x} \in \mathbb{Z}_{q}^{k}$ we define the minimum distance of $\boldsymbol{x}$ to $C^{\prime}$ as $d^{\prime}\left(C^{\prime}, \boldsymbol{x}\right)=\min _{\boldsymbol{c} \in C^{\prime}} d(\boldsymbol{c}, \boldsymbol{x})$.

Let $\boldsymbol{E}^{*}:=\left.\boldsymbol{E}\right|_{J}$ be the matrix that was extracted by the extractor and let $\boldsymbol{d}^{*}$ be the opening message of the commitment. Assume that there exists $\boldsymbol{x} \in$ $\mathbb{Z}_{q}^{3 \tau+4}$ such that $d^{\prime}\left(C^{\prime}, \boldsymbol{x} \boldsymbol{E}^{*}\right) \geq d^{\prime} / 3$. Then by $\left[\mathrm{BCG}^{+} 17\right.$, Appendix B], any random linear combination of $\boldsymbol{E}^{*}$ (in particular, we compute and output such a combination in the proof as $\overline{\boldsymbol{h}}$ ) has distance $\geq d^{\prime} / 6$ from $C^{\prime}$ except with probability $1 /(q-\tau)$. Similar as in [BLNS21] we can use this to deduce that in such a case, it must hold that

$$
\epsilon / 2<\frac{1}{q-\tau}+\left(1-\frac{k-k^{\prime}}{6 l}\right)^{\eta}
$$

which contradicts the bound on $\epsilon$ in this lemma. Therefore, each row of $\boldsymbol{E}^{*}$ must be within $d^{\prime} / 3$ of $C^{\prime}$, meaning that it is efficiently decodable. Let $\boldsymbol{h}^{*}, s_{0}^{*}, \boldsymbol{s}_{i, j}^{*}, \boldsymbol{v}_{0}^{*}, \boldsymbol{v}_{i, j}^{*}$ be the respective decoded values and $\boldsymbol{r}_{h}^{*}, \boldsymbol{r}_{0}^{*}, \boldsymbol{r}_{i, j} *$ be the randomness. We consider the composition of the aforementioned row values as $\boldsymbol{V}$ and the randomness used in the encoding as $\boldsymbol{R}$, By applying another result from $\left[\mathrm{BCG}^{+} 17\right.$, Appendix B] we have that for any vector $\boldsymbol{y} \in \mathbb{Z}_{q}^{3 \tau+4}$ it holds that $d^{\prime}\left(\operatorname{Encode}_{J}(\boldsymbol{y} \boldsymbol{V}, \boldsymbol{y} \boldsymbol{R}), \boldsymbol{y} \boldsymbol{E}^{*}\right)<$ $d^{\prime} / 3$. In other words, any linear transformation $\boldsymbol{y}$ when applied to the possibly noisy codewords $\boldsymbol{E}^{*}$ is within distance $d^{\prime} / 3$ of the codeword obtained from encoding $\boldsymbol{V}, \boldsymbol{R}$ after applying the same transformation $\boldsymbol{y}$. That means that $\overline{\boldsymbol{f}}$ is constructed from $s_{0}^{*}, s_{i, j}^{*}$ as we would expect.

Similar as in [BLNS21, Corollary 3.7] one can show that if there are $\leq$ $(\epsilon / 4)(q-\tau)$ choices of $x$ such that

$$
\begin{align*}
\overline{\boldsymbol{f}} & =\ell_{0}(x) s_{0}^{*}+\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} s_{i, j}^{*}  \tag{3}\\
\frac{1}{\ell_{0}(x)} \cdot \overline{\boldsymbol{f}} \circ[\overline{\boldsymbol{f}}-\mathbf{1}] \circ[\overline{\boldsymbol{f}}+\mathbf{1}] & =\ell_{0}(x) \boldsymbol{v}_{0}^{*}+\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} \boldsymbol{v}_{i, j}^{*} \tag{4}
\end{align*}
$$

then $\epsilon<4\left(1-\frac{2\left(k-k^{\prime}\right)}{3 l}\right)^{\eta}$, contradicting the bound on $\epsilon$ in the lemma. By multiplying 4 with $\ell_{0}(X)$ we obtain the equation

$$
\begin{equation*}
\overline{\boldsymbol{f}} \circ(\overline{\boldsymbol{f}}-\mathbf{1}) \circ(\overline{\boldsymbol{f}}+\mathbf{1})-\ell_{0}(X)^{2} \boldsymbol{v}_{0}^{*}-\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(X) \ell_{0}(X)^{j+1} \boldsymbol{v}_{i, j}^{*}=\mathbf{0} \tag{5}
\end{equation*}
$$

Replacing $\overline{\boldsymbol{f}}$ according to Equation 3 means that the above expression is of degree at most $9 \cdot \tau$. But it is 0 for more choices of $x$ because $\epsilon>36 \tau /(q-\tau)$, meaning that the expression itself must be the zero-polynomial. Reducing Equation 5 modulo $\ell_{0}(X)$ and knowing that all $\ell_{i}(X)$ are independent, it follows that for all $i \in[\tau]$ the value $s_{i, 0}^{*}$ is in $\{-1,0,1\}^{v N}$.

Additionally, we have that

$$
\boldsymbol{d}^{*}=\frac{1}{\ell_{0}(X)} \cdot\left(\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(X)-\boldsymbol{A} \overline{\boldsymbol{f}}\right)
$$

and replacing again $\overline{\boldsymbol{f}}$ with Equation 3 yields

$$
\boldsymbol{d}^{*}=-\boldsymbol{A} \boldsymbol{s}_{0}^{*}+\frac{1}{\ell_{0}(X)} \cdot\left(\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(X)-\boldsymbol{A}\left[\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} \boldsymbol{s}_{i, j}^{*}\right]\right)
$$

Since $\boldsymbol{d}^{*}$ has been committed to before $x$ is chosen, it must be that $\boldsymbol{d}^{*}$ is the constant of the polynomial on the right, so we have that $\boldsymbol{d}^{*}=-\boldsymbol{A} \boldsymbol{s}_{0}^{*}$ and therefore

$$
\sum_{i=1}^{\tau} \sum_{j=0}^{2} \ell_{i}(x) \ell_{0}(x)^{j} \boldsymbol{A} \boldsymbol{s}_{i, j}^{*}=\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(X)
$$

Again reducing modulo $\ell_{0}(X)$ reveals that

$$
\sum_{i=1}^{\tau} \ell_{i}(x) \boldsymbol{A} \boldsymbol{s}_{i, 0}^{*}=\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(X)
$$

and by the independence of the $\ell_{i}(X)$ modulo $\ell_{0}(X)$ we have that $\boldsymbol{t}_{i}=\boldsymbol{A} \boldsymbol{s}_{i, 0}^{*}$ for all $i \in[\tau]$, which proves the claim.

## C. 2 Zero-Knowledge

Lemma 3. There exists an efficient simulator $\mathcal{S}$ which, given $x, \beta_{0}, \beta_{1,0}, \ldots, \beta_{\tau, 2}, I$ outputs a protocol transcript of the the protocol in Figure 3 whose distribution is indistinguishable from a real transcript between an honest prover and honest verifier.

Proving Honest-Verifier Zero-Knowledge is sufficient for our application, as we will use the Fiat-Shamir transform to generate the challenges in $\Pi_{\text {AEx }}$.

Proof. Towards constructing a simulation, observe that

1. $\mathcal{M}$ and its opened paths do not reveal any information about the unopened columns as the commitment scheme used in creating $\mathcal{M}$ is hiding.
2. $\overline{\boldsymbol{f}}, \overline{\boldsymbol{r}}_{f}, \overline{\boldsymbol{h}}, \overline{\boldsymbol{r}}_{h}$ are uniformly random due to the uniform choice of $\boldsymbol{s}_{0}, \boldsymbol{r}_{0}, \boldsymbol{h}, \boldsymbol{r}_{h}$.
3. Each encoded row of $\boldsymbol{E}$ uses $\eta$ bits of randomness, so revealing $\eta$ columns does not leak any information about the message being committed in the respective row.

Thus, for the proof we let $\mathcal{S}$ choose uniformly random $\overline{\boldsymbol{f}}, \overline{\boldsymbol{r}}_{f}, \overline{\boldsymbol{h}}, \overline{\boldsymbol{r}}_{h}$. This allows the prover also to compute $\boldsymbol{d}$ consistently as $\frac{1}{\ell_{0}(x)} \cdot\left(\sum_{i=1}^{\tau} \boldsymbol{t}_{i} \ell_{i}(x)-\boldsymbol{A} \overline{\boldsymbol{f}}\right)$, which has the same uniform distribution as in the real protocol, and thereby fix $c_{\boldsymbol{d}}$. Next, we let $\mathcal{S}$ choose all but the first two rows of $\left.\boldsymbol{E}\right|_{I}$ uniformly at random. The second row will be computed according to $x$ thus fulfilling the check on the encoding of $\overline{\boldsymbol{f}}, \overline{\boldsymbol{r}}_{f}$, while the first row is computed according to $\beta_{0}, \beta_{i, j}$ for the encoding of $\overline{\boldsymbol{h}}, \overline{\boldsymbol{r}}_{h}$. $\mathcal{S}$ now fixes the remaining columns of $\boldsymbol{E}$ as $\mathbf{0}$ and commits honestly to these as in the protocol.
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#### Abstract

In this work we present a new approach to verifiable decryption which converts a 2-party passively secure distributed decryption protocol into a 1-party proof of correct decryption. To introduce our idea, we present a toy example for an ElGamal distributed decryption protocol that we also give a machine checked proof of, in addition to applying our method to lattices. This leads to an efficient and simple verifiable decryption scheme for lattice-based cryptography, especially for large sets of ciphertexts; it has small size and lightweight computations as we reduce the need of zero-knowledge proofs for each ciphertext. We believe the flexibility of the general technique is interesting and provides attractive trade-offs between complexity and security, in particular for the interactive variant with smaller soundness. Finally, the protocol requires only very simple operations, making it easy to correctly and securely implement in practice. We suggest concrete parameters for our protocol and give a proof of concept implementation, showing that it is highly practical.
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## 1 Introduction

There are many applications where we not only need to decrypt a ciphertext, but also prove that we have decrypted the ciphertext correctly without revealing the secret key. This is called verifiable decryption. Examples include mix-nets used for anonymous communication $\left[\mathrm{SSA}^{+} 18\right]$, decryption of ballots in electronic voting [HM20], and various uses of verifiable fully homomorphic encryption [LW18]. In particular, such applications usually require the decryption of a large number of ciphertexts.

It is well-known how to do verifiable decryption for public-key encryption schemes based on discrete logarithms (for ElGamal, proving the equality of two
discrete logarithms [CP92] will do). Except for the recent publication by Lyubashevsky et al. [LNS21] (which provides a rather complicated decryption proof by combining proofs of linear relations, multiplications and range proofs), no efficient and straight-forward zero-knowledge proofs of correct decryption are known for lattice-based cryptography or other post-quantum encryption schemes. This state-of-affairs is unsatisfying, in particular because many applications that require zero-knowledge proofs of correct decryption should also be secure in the face of quantum computers which are becoming increasingly more powerful. For example, the electronic voting system Helios [Adi08] and the Estonian voting protocol [HW14] are using classical encryption schemes and decryption proofs with corresponding quantum threats to the long-term privacy of the voters.

On the contrary, there do exist efficient and straightforward passively secure lattice-based encryption schemes with distributed decryption. In such a scheme, the decryption key is shared among several players. Decryption is done in a distributed fashion by each player creating a decryption share, which can be individually verified, and a reconstruction algorithm can recover the message from the decryption shares. Distributed decryption allows more general methods to recover the message, such as general multi-party computation. There are many useful and efficient lattice-based threshold cryptosystems and distributed decryption schemes [BD10, BS13, DPSZ12, DOTT21, DHRW16, BKS19]. In particular, if the security requirements are relaxed, lattice-based distributed decryption can be very straight-forward.

Our main idea is to use MPC-in-the-head [KOS07] in conjunction with a 2-party passively secure distributed decryption scheme to construct a very simple verifiable decryption scheme; however, we shall see that there are various technical challenges. To achieve the desired level of security, we run the 2-party decryption scheme on the ciphertexts many times locally, and then reveal a random subset of keys, one for each run, allowing others to verify that it was done correctly.

### 1.1 Contribution

Our main contribution is a transformation from a 2 -party passively secure distributed decryption scheme to a 1-party verifiable decryption scheme. To achieve this, we use MPC-in-the-head with the 2-party decryption scheme. The idea is that the prover runs the 2-party decryption protocol many times and reveals the resulting decryption shares. The interactive verifier will then, for each run of the decryption scheme, ask to see one of the two decryption keys and any randomness involved in creating the corresponding decryption shares. With this information, it is straight-forward for the verifier to ensure that half of the decryption shares were generated honestly.

As usual, the idea is that if the prover cheats, the verifier will have probability (close to) $1 / 2$ of detecting this in each round. If a cheating prover is consistently successful, we can use rewinding to extract both secret shares. Furthermore, if the 2-party decryption scheme is passively secure, revealing one share will not reveal anything about the secret key itself.

There are four remaining obstacles, two easy and two somewhat trickier. The first easy obstacle is that in a threshold public key encryption scheme or distributed decryption scheme, the decryption key shares are generated as part of key generation. We already have a decryption key, but we need to create many independent sharings of that key. For discrete logarithm-based schemes like ElGamal, this is usually trivial. For the schemes we consider, it is still not hard, but it follows that we do not have a fully general reduction from 2-party distributed decryption to (1-party) verifiable decryption. The second easy obstacle is that given both secret key shares we want to recover the secret key. We solve this by extending the notation of a distributed decryption function with a function which recovers the key from the shares. This is easy to satisfy in practice.

The third obstacle is that the verifier needs to make sure that the revealed key share is correct. For ordinary threshold decryption schemes, this can often be avoided, either because the dealer is trusted or replaced by some multi-party computation. Therefore, we need to use a non-generic solution here. For batched decryption, the main observation is that we only verify the key once for each run of the 2-party decryption scheme, not once per ciphertext in the batch. The number of runs essentially corresponds to the security parameter, which in many applications will be significantly smaller than the number of ciphertexts.

The final obstacle is related to our security proof. We need to simulate shares of the decryption key, any auxiliary information related to them, and decryption shares. Although similar techniques are common in the construction of threshold public key encryption scheme, the security definitions do not actually require their presence. Since we need them, our approach is again somewhat non-generic.

On the other hand, since we intend to verify correctness of decryption shares by revealing decryption key shares and any randomness involved, we can make do with a passively secure distributed decryption scheme, simplifying our work.

The result is a construction from a somewhat specialized 2-party distributed decryption scheme to a verifiable decryption scheme. Since the security requirements for the distributed decryption scheme are shifted compared to traditional threshold decryption schemes, this will allow us to use very simple threshold decryption. This means that it can be very efficient, both with respect to computational time and size of the decryption shares. Even though the decryption is run many times, the result will still be efficient compared to the alternatives.

Note that in an interactive setting, it may make sense to use a very small security parameter, making the protocol extremely cheap. For instance, in any system where detected cheating will have a significant penalty, rational actors will be deterred by even a small chance of detection. However, when the protocol is made non-interactive, this clearly does not work.

We prove in the interactive theorem prover Coq [BCHPM04] a simplified variant of our transform and an ElGamal toy example. Regrettably, we are unable to prove the full transform and the lattice example due to limitations in the interactive theorem prover. Indeed, to our knowledge, no interactive theorem prover exists which provides adequate support. Nevertheless, the proof of the simplified variant increases confidence in the result.

It is worth emphasizing that our protocol is very simple to implement (using Stern-based zero-knowledge proofs [KTX08,LNSW13] to ensure that key-shares are well-formed), lowering the bar for deploying our scheme in practice. We note that lattice-based zero-knowledge proofs in general can be very complicated, involving a combination of proofs of linear relations, proofs of shortness and range proofs, in addition to Gaussian sampling, rejection sampling and optimizations exploiting partially splitting rings and automorphisms [ALS20,LNS21]. Correctly and securely implementing voting systems using primitives based on discrete logarithms is hard [HLPT20], and lattice-based primitives makes it harder. In our protocol we only need to sample uniformly random or short elements in any ring of our choice, and use standard cut-and-choose techniques to open committed values, making it easy to use in practice. Concretely, this means that we are not vulnerable to side-channel attacks against Gaussian sampling [BHLY16] or rejection sampling [EFGT17].

Combined with the main contribution, this gives us a verifiable decryption scheme for a lattice-based public key encryption scheme that is very efficient when the number of ciphertexts is much larger than the security parameter. The protocol is fast and simple, and the proof size is small. We give concrete parameters and a proof of concept implementation of our protocol in Section 7.

### 1.2 Related Work

Verifiable decryption for ElGamal can be done by proving the equality of two discrete logarithms [CP92], and can be batched for significantly improved performance when decrypting many ciphertexts [Gor98, PBD07].

The "dual" Regev system [LPR13] can be used by making the randomness public. However, this is not zero-knowledge and opens for so-called "taggingattacks" to de-anonymize users in privacy-preserving applications (e.g., e-voting).

Threshold encryption schemes [DF90] and distributed decryption schemes are now well-understood, and many constructions exist [BD10], in particular those related to SPDZ [DKL ${ }^{+} 13$, DPSZ12, KPR18]. When only passive security is required, these schemes can be quite efficient. Threshold decryption with active security implies verifiable decryption when the verification of decryption shares is a public operation. The problem is that it is often costly to provide a threshold decryption scheme with active security. Our approach gives away a decryption key share and randomness involved, and it is trivial to verify that the key share has been used correctly.

We compare more in detail with recently developed verifiable decryption protocols [BD10, BCOS20, LNS21, Sil22] in Section 8.

## 2 Passively Secure 2-party Decryption

A distributed decryption scheme enables a set of players to distribute the decryption of ciphertexts, in such a way that only authorized subsets of players can do the decryption. Usually, the decryption key shares are created once during key
generation. As discussed in the introduction, we will generate independent decryption key sharings repeatedly, so we need to define the syntax of our variant of distributed decryption schemes precisely.

Consider a public key cryptosystem with key generation algorithm KeyGen, encryption algorithm Enc and decryption algorithm Dec. We extend the notation with a predicate KeyM for key-matching which takes as input a public and secret key. We require for all matching public and secret keys pk, sk and all messages $m$, that $\operatorname{Dec}($ sk, $\operatorname{Enc}($ pk,$m))=m$ (with overwhelming probability).

A distributed decryption protocol for this public key cryptosystem consists of four algorithms, a dealer algorithm, a verify algorithm, a player algorithm, and a reconstruction algorithm. We consider only two parties where both decrypt.

The dealer algorithm (Deal) takes as input a public key and corresponding secret key and outputs two secret key shares and some auxiliary data aux.
The verify algorithm (Verify) takes as input a public key, auxiliary data, an index and a secret key share and outputs yes (1) or no (0).
The player algorithm (Play) takes as input a secret key share and a ciphertext and outputs a decryption share ds.
The reconstruction algorithm (Rec) takes as input a ciphertext and two decryption shares and outputs either $\perp$ or a message.

Intuitively, the protocol is correct if Play and Rec collectively recover the encrypted message and verification accepts when the dealer is honest.

Definition 1 (Correctness). A distributed decryption protocol is correct if for any key pair ( $\mathrm{pk}, \mathrm{sk}$ ) s.t. $\operatorname{KeyM}(\mathrm{pk}, \mathrm{sk})=1$, all $c=\operatorname{Enc}(\mathrm{pk}, m)$, any ( $\mathrm{sk}_{0}, \mathrm{sk}_{1}$, aux) output by $\operatorname{Deal}(\mathrm{pk}, \mathrm{sk})$, then, for $i=0,1$, Verify $\left(\mathrm{pk}, \mathrm{aux}^{2}, i, \mathrm{sk}_{i}\right)=1$, and

$$
\operatorname{Pr}\left[m \leftarrow \operatorname{Dec}(\operatorname{sk}, c) ; \operatorname{Rec}\left(c, \operatorname{Play}\left(\mathrm{sk}_{0}, c\right), \operatorname{Play}^{\left.\left(\mathrm{sk}_{1}, c\right)\right)}=m\right] \geq 1-\operatorname{negl} .\right.
$$

For a distributed decryption protocol, we must trust the dealer for privacy, but not for integrity. The integrity property below says that if both secret shares given by the dealer are valid (according to the Verify algorithm), then the Play and Rec will collectively recover the encrypted message.

Definition 2 (Integrity). A distributed decryption protocol has integrity if there exists an efficient algorithm (named FindKey which takes as input the public key, the two secret key shares and the auxiliary information, and returns a secret key) such that for all public keys pk, ciphertexts $c=\mathrm{Enc}(\mathrm{pk}, m)$, secret key shares ( $\mathrm{sk}_{1}, \mathrm{sk}_{2}$ ), and auxiliary data aux and sk output by FindKey( $\mathrm{pk}, \mathrm{sk}_{0}, \mathrm{sk}_{1}$, aux) satisfying $\operatorname{Verify}\left(\mathrm{pk}\right.$, aux, $\left.i, \mathrm{sk}_{i}\right)=1$, for $i=0,1$, we have that

$$
\operatorname{Pr}\left[\operatorname{KeyM}(\mathrm{pk}, \mathrm{sk}) \wedge \operatorname{Rec}\left(c, \operatorname{Play}\left(\mathrm{sk}_{0}, c\right), \operatorname{Play}\left(\mathrm{sk}_{1}, c\right)\right)=\operatorname{Dec}(\mathrm{sk}, c)\right] \geq 1-\operatorname{negl} .
$$

For threshold cryptosystems and distributed decryption, security is typically defined through the usual security games for public key cryptosystem, allowing the adversary access to the decryption key shares through decryption share oracles. This security notion is not very convenient for us, so we shall instead rely on a variant of simulatability, namely we must be able to simulate both decryption key shares and decryption shares in a consistent fashion.

| $\frac{\operatorname{Exp}_{\mathcal{A}}^{d d p-s i m-0}(\mathrm{pk}, \mathrm{sk})}{\left(i,\left(c_{0}, \ldots, c_{\tau}\right),\left(m_{0}, \ldots, m_{\tau}\right)\right) \leftarrow \mathcal{A}(\mathrm{pk})}$ |  |
| :--- | :--- |
| $\left(\mathrm{sk}_{0}, \mathrm{sk}_{1}, \mathrm{aux}\right) \leftarrow \operatorname{Deal}(\mathrm{pk}, \mathrm{sk})$ <br> $\forall j: \mathrm{ds}_{j} \leftarrow \mathrm{Play}^{2}\left(\mathrm{sk}_{1-i}, c_{j}\right)$ <br> $b=\mathcal{A}\left(\mathrm{aux}, \mathrm{sk}_{i},\left(\mathrm{ds}_{0}, \ldots, \mathrm{ds}_{\tau}\right)\right)$ <br> $\operatorname{return} b$ | $\frac{\operatorname{Exp}_{\mathcal{A}}^{d d p-\operatorname{sim-1}(\mathrm{pk})}}{\left(i,\left(c_{0}, \ldots, c_{\tau}\right),\left(m_{0}, \ldots, m_{\tau}\right)\right) \leftarrow \mathcal{A}(\mathrm{pk})}$ <br> $\left(\mathrm{sk}_{i}, \mathrm{aux}\right) \leftarrow \operatorname{DealSim}(\mathrm{pk}, i)$ <br> $\forall j: \mathrm{ds}_{j} \leftarrow{\operatorname{PlaySim}\left(\mathrm{pk}, \mathrm{sk}_{i}, c_{j}, m_{j}\right)}^{b=\mathcal{A}\left(\mathrm{aux}, \mathrm{sk}_{i},\left(\mathrm{ds}_{0}, \ldots, \mathrm{ds}_{\tau}\right)\right)}$ <br> $\operatorname{return} b$ |

$$
\begin{aligned}
& \operatorname{Exp}_{\mathcal{A}}^{d d p-\operatorname{sim}-1}(\mathrm{pk}) \\
& \left(i,\left(c_{0}, \ldots, c_{\tau}\right),\left(m_{0}, \ldots, m_{\tau}\right)\right) \leftarrow \mathcal{A}(\mathrm{pk}) \\
& \left(\mathrm{sk}_{i}, \text { aux }\right) \leftarrow \operatorname{DealSim}(\mathrm{pk}, i) \\
& \forall j: \mathrm{ds}_{j} \leftarrow \operatorname{PlaySim}\left(\mathrm{pk}, \mathrm{sk}_{i}, c_{j}, m_{j}\right) \\
& b=\mathcal{A}\left(\mathrm{aux}, \mathrm{sk}_{i},\left(\mathrm{ds}_{0}, \ldots, \mathrm{ds}_{\tau}\right)\right) \\
& \text { return } b
\end{aligned}
$$

Fig. 1. The passively secure experiment for distributed decryption protocols.

Definition 3 (Simulatability). Consider a pair of algorithms DealSim and PlaySim and an adversary $\mathcal{A}$ playing the experiments from Figure 1, where $\mathcal{A}$ always outputs $\boldsymbol{c}=\left(c_{0}, \ldots, c_{\tau}\right), \boldsymbol{m}=\left(m_{0}, \ldots, m_{\tau}\right)$ such that $\left\{m_{j}=\operatorname{Dec}\left(\mathrm{sk}, c_{j}\right)\right\}_{j=1}^{\tau}$. The simulatability advantage of $\mathcal{A}$ is

$$
\begin{aligned}
& A d v^{d d p-\operatorname{sim}}(\mathcal{A}, \mathrm{pk}, \mathrm{sk})= \\
& \qquad \operatorname{Pr}\left[E x p_{\mathcal{A}}^{d d p-\operatorname{sim}-0}(\mathrm{pk}, \mathrm{sk})=1\right]-\operatorname{Pr}\left[\operatorname{Exp}_{\mathcal{A}}^{d d p-\operatorname{sim}-1}(\mathrm{pk})=1\right] \mid
\end{aligned}
$$

where the probability is taken over the random tapes and (pk, sk) output by KeyGen. We say that a distributed decryption protocol is $(t, \epsilon)$-simulatable (or just simulatable) if no t-time algorithm $\mathcal{A}$ has advantage greater than $\epsilon$.

### 2.1 Toy Example: Distributed ElGamal

We briefly recall ElGamal encryption for a given cyclic group $\mathbb{G}$ of prime order $p$ with generator g and give a toy decryption example.

Key generation (KeyGen) samples $x$ from $\mathbb{Z}_{p}^{*}$ and return ( $\left.\mathrm{g}^{x}, x\right)$.
Encryption (Enc) takes as input a public key $\mathrm{pk} \in \mathbb{G}$ and message $\mathrm{m} \in \mathbb{G}$, samples $r$ from $\mathbb{Z}_{p}^{*}$, and returns ( $\mathrm{g}^{r}, \mathrm{pk}^{r} \mathrm{~m}$ ).
Decryption (Dec) takes as input a secret key $x \in \mathbb{Z}_{p}^{*}$ and ciphertext $\left(\mathrm{c}_{1}, \mathrm{c}_{2}\right)$, and returns $\mathrm{c}_{2} / \mathrm{c}_{1}^{x}$.
Keymatch (KeyM) takes as input a public key pk $\in \mathbb{G}$ and a secret key $x \in \mathbb{Z}_{p}^{*}$ and returns 1 if $\mathrm{g}^{x}=\mathrm{pk}$ and otherwise 0 .

We will now give a distributed decryption protocol for ElGamal. This uses a $(2,2)$-secret sharing of the decryption key, and it works because of ElGamal's key-homomorphic property.

The dealer algorithm (Deal) takes as input a public key $\mathrm{g}^{x}$ and corresponding secret key $x$, samples $x_{0}$ from $\mathbb{Z}_{p}^{*}$, sets $x_{1}=x-x_{0}$ and returns ( $x_{0}, x_{1}$, aux $=$ $\left(\mathrm{g}^{x_{0}}, \mathrm{~g}^{x_{1}}\right)$ ).
The verify algorithm (Verify) takes as input a public key pk, auxiliary data aux $=\left(\mathrm{aux}_{0}, \mathrm{aux}_{1}\right)$, an index $i$ and a secret key share $x_{i}$ and outputs 1 iff $\left(\mathrm{g}^{x_{i}}=\mathrm{aux}_{i}\right) \wedge\left(\mathrm{pk}=\operatorname{aux}_{0} \mathrm{aux}_{1}\right)$.
The player algorithm (Play) takes as input a secret key share $x_{i}$ and a ciphertext $\left(c_{1}, c_{2}\right)$ and outputs decryption share $c_{1}^{x_{i}}$.
The reconstruction algorithm (Rec) takes as input a ciphertext ( $\mathrm{c}_{1}, \mathrm{c}_{2}$ ) and decryption shares $\left(t_{0}, t_{1}\right)$ and outputs $\mathrm{c}_{2} /\left(t_{0} t_{1}\right)$.

Correctness. Substituting ElGamal into the definition of correctness, for $\left(g^{x}, x\right)$ and $\left(x_{0}, x_{1},\left(g^{x_{0}}, g^{x_{1}}\right)\right) \leftarrow \operatorname{Deal}\left(g^{x}, x\right)$, we get that the verify algorithm accepts both secret key shares and for any ciphertext $\left(g^{r}, g^{x r} m\right.$ ), we get that

$$
\left(\left(g^{x}\right)^{r} m\right) /\left(\left(g^{r}\right)^{x_{0}}\left(g^{r}\right)^{x_{1}}\right)=\left(g^{r}\right)^{x} m\left(g^{r}\right)^{-x_{0}-x_{1}}=m,
$$

so correctness holds unconditionally.
Integrity. FindKey takes as input two key shares $x_{0}, x_{1}$ and outputs $x=x_{0}+x_{1}$. Again, if the verify algorithm accepts both secret key shares, then we know that $g^{x}=g^{x_{0}} g^{x_{1}}$ and unconditional integrity follows from the computations above.

Privacy. Simulators DealSim and PlaySim work as follows:

- DealSim takes the public key pk and a bit $i$, samples $x_{i}$ from $\mathbb{Z}_{p}^{*}$ and returns (wlog.) ( $x_{i},\left(\mathrm{~g}^{x_{i}}, \mathrm{pk} / \mathrm{g}^{x_{i}}\right)$ ). It is clear that the auxiliary data and secret key from the simulator have the same distribution as the Deal.
- PlaySim takes as input public key pk, secret key $x_{i}$, ciphertext $\left(c_{1}, c_{2}\right)$, and message $m$ and returns a decryption share $c_{2} /\left(c_{1}^{x_{i}} m\right)$. Since $m$ is the message encrypted in the ciphertext this is a perfect simulation if $m$ is the correct decryption.

Note that these simulators are perfect due to ElGamal's elegant homomorphic structure, both with respect to keys and messages.

## 3 Verifiable Decryption from Distributed Decryption

We will now construct a (batch) zero-knowledge proof system of correct decryption from the distributed decryption protocol. The protocol is given in Figure 2. More precisely, our proof system is a sigma protocol with completeness, special soundness, and honest verifier-zero knowledge.

For any public key cryptosystem, a public key output by the key generation algorithm uniquely defines a decryption function that for all messages agrees with the decryption algorithm for any ciphertext output by the encryption algorithm, except those that lead to decryption failure.

Recall that for a batched verifiable decryption protocol the statement consists of a public key, a vector of ciphertexts and a vector of messages, where the ciphertexts have been output by the encryption algorithm. The statement is in the language if and only if the messages correspond to the decryption function applied to the ciphertexts. The secret key (witness) satisfies the relationship with the statement if it corresponds to the public key and the message vector is the decryption of the ciphertexts with the secret key.

The protocol works as follows: the prover creates $\lambda$ sharings of the secret key by calling the Deal algorithm $\lambda$ times. For each sharing and each ciphertext, the prover uses the Play algorithm to construct the decryption share. The prover sends the auxiliary information from Deal and all the shares to the verifier. Then, the verifier returns a challenge which is a binary vector of length $\lambda$. The prover finally reveals the corresponding parts of the shares as well as any randomness used in the Play algorithms with this key share. The prover checks that (1) all the revealed shares verify, (2) the decryption shares are consistent with the revealed key shares, and (3) the messages correspond to the decryption shares.

Completeness. Up to the possible negligible error introduced by decryption failures, completeness follows immediately by construction and the correctness of the underlying distributed decryption protocol.

Special Soundness. By rewinding, any cheating prover with a significant success probability can be used to create two accepting conversations ( $w, \boldsymbol{\beta}, z$ ) and $\left(w, \boldsymbol{\beta}^{\prime}, z^{\prime}\right)$, with $\boldsymbol{\beta} \neq \boldsymbol{\beta}^{\prime}$. From this it follows that $\boldsymbol{\beta}[k] \neq \boldsymbol{\beta}^{\prime}[k]$ for at least one $k$, and the verify algorithm has accepted both secret key shares and every decryption share in this round has been correctly created using the Play algorithm. Then, since the ciphertexts are encryptions of the first message vector, integrity implies that FindKey will recover a witness which matches the public key and for which the messages match the output of the decryption function.

Honest-Verifier Zero-Knowledge. Our simulator works as follows, given the statement (pk, $\left\{c_{j}\right\}_{j=1}^{\tau},\left\{m_{j}\right\}_{j=1}^{\tau}$ ) and the challenge $\boldsymbol{\beta}$ : First, for $i=1, \ldots, \lambda$, we let $\left(\right.$ aux $_{i}$, sk $\left._{\boldsymbol{\beta}[i], i}\right) \leftarrow \operatorname{DealSim}(\mathrm{pk}, \boldsymbol{\beta}[i])$ and, for $j=1, \ldots, \tau$, we let $\mathrm{ds}_{\boldsymbol{\beta}[i], j, i} \leftarrow$ $\operatorname{PlaySim}\left(\mathrm{pk}, \mathrm{sk}_{\boldsymbol{\beta}[i], i}, c_{i}, m_{i}\right)$ and $\mathrm{ds}_{1-\boldsymbol{\beta}[i], j, i} \leftarrow \operatorname{Play}\left(\mathrm{pk}^{\boldsymbol{s}} \mathrm{sk}_{\boldsymbol{\beta}_{[i], i}, c_{i}}, c_{i}\right)$. The proof transcripts is then $\left(\left(\mathrm{pk},\left\{c_{j}\right\}_{j=1}^{\tau},\left\{m_{j}\right\}_{j=1}^{\tau}\right),\left(\operatorname{aux}_{i}, \mathrm{ds}_{0, j, i}, \mathrm{ds}_{1, j, i}\right), \boldsymbol{\beta}, \mathrm{sk}_{\boldsymbol{\beta}[i], i}\right)$. This is computationally indistinguishable from the honest transcripts if the distributed decryption protocol is simulatable.

## 4 Machine Checked Proofs

We adopt the definition of a sigma protocol from [HGT19] but do not require that the simulator always produces accepting transcripts when the statement is

```
\(\Pi_{\text {ZKPCD }}\)
```



```
\(k=1, \ldots, \lambda\) :
    \(\left(\mathrm{sk}_{0, k}, \mathrm{sk}_{1, k}\right.\), aux \(\left._{k}\right) \leftarrow \operatorname{Deal}(\mathrm{pk}, \mathrm{sk})\)
    \(i=0,1\) :
        \(j=1, \ldots, \tau\) :
            \(\mathrm{ds}_{i, j, k} \leftarrow \operatorname{Play}\left(\mathrm{sk}_{i, k}, c_{j} ; \rho_{i, k, j}\right)\)
\(w \leftarrow\left(\left\{\right.\right.\) aux \(\left.\left._{k},\left\{t_{i, j, k}\right\}\right\}\right)\)
            \(w\)
                        \(\boldsymbol{\beta} \leftrightarrow\{0,1\}^{\lambda}\)
        \(\beta\)
\(z \leftarrow\left(\left\{\mathbf{s k}_{\boldsymbol{\beta}[k], k}\right\}_{k},\left\{\rho_{\boldsymbol{\mathcal { \beta }}[k], k, j}\right\}_{k, j}\right)\)
                    \(\xrightarrow{z}\)
                    \(k=1, \ldots, \lambda:\)
                        \(\operatorname{Verify}\left(\mathrm{pk}\right.\), aux \(\left._{k}, \boldsymbol{\beta}[k], \mathrm{sk}_{\boldsymbol{\beta}[k], k}\right) \stackrel{?}{=} 1\)
                        \(j=1, \ldots, \tau\) :
            \(\operatorname{Play}\left(\mathbf{s k}_{\boldsymbol{\beta}[k], k}, c_{j} ; \rho_{\boldsymbol{\beta}[k], k, j}\right) \stackrel{?}{=} \mathrm{ds}_{\boldsymbol{\beta}[k], j, k}\)
            \(\operatorname{Rec}\left(c_{j}, \mathrm{ds}_{0, j, k}, \mathrm{ds}_{1, j, k}\right) \stackrel{?}{\xlongequal{m}} m_{j}\)
```

Fig. 2. Proof of correct decryption. $\rho_{i, k, j}$ denotes the random tape used by the Play algorithm to create the $i$ th share of the $j$ th ciphertext in the $k$ th run of the protocol.
not in the language. This does not affect on our intended use cases but prevents us from applying the standard transform to a disjunctive proof.

- We formally define an encryption scheme along the lines above in the paper but with perfect correctness. This can be found in the attached source in the Module Type EncryptionScheme.
- We formally define a distributed decryption schemes as a functor on encryptions schemes as above in the paper. However, we require perfect correctness, integrity and simulatability. (Module Type DistributedDecryption)
- We describe the transform for an arbitrary distributed decryption scheme and prove that the result is a sigma protocol for correct decryption. (Module ProofOfDecryption)
- We define the ElGamal cryptosystem and distributed decryption protocol and prove they satisfy the respective definitions. (ElGamal, DDElGamal).

The source code written in Coq is available online ${ }^{\dagger}$.
We are unable to do better because no interactive theorem provides good support for cryptographic arguments and support for lattice primitives. Nevertheless, our work is an important step in the direction of proving the full result if and when interactive theorem provers are ready.

## 5 Background: Lattice-Based Cryptography

### 5.1 The Cyclotomic Ring $\boldsymbol{R}_{\boldsymbol{q}}$

Let $N$ be a power of 2 and $q$ a prime such that $q \equiv 1 \bmod 2 N$. Then we define the rings $R=\mathbb{Z}[X] /\left\langle X^{N}+1\right\rangle$ and $R_{q}=R / q R$, that is, $R_{q}$ is the ring of polynomials modulo $X^{N}+1$ with integer coefficients modulo $q$. This way, $X^{N}+1$ splits completely into $N$ irreducible factors modulo $q$, which allows for very efficient computation in $R_{q}$ due to the number theoretic transform (NTT) [LN16].

We define the norms of elements

$$
f(X)=\sum \alpha_{i} X^{i} \in R
$$

to be the norms of the coefficient vector as a vector in $\mathbb{Z}^{N}$ :

$$
\|f\|_{1}=\sum\left|\alpha_{i}\right|, \quad\|f\|_{2}=\left(\sum \alpha_{i}^{2}\right)^{1 / 2}, \quad\|f\|_{\infty}=\max \left\{\left|\alpha_{i}\right|\right\}
$$

For an element $\bar{f} \in R_{q}$ we choose coefficients as the representatives in $\left[-\frac{q-1}{2}, \frac{q-1}{2}\right]$, and then compute the norms as if $\bar{f}$ is an element in $R$. For vectors $\boldsymbol{a}=$ $\left(a_{1}, \ldots, a_{k}\right) \in R^{k}$ we define the norms to be

$$
\|\boldsymbol{a}\|_{1}=\sum\left\|a_{i}\right\|_{1}, \quad\|\boldsymbol{a}\|_{2}=\left(\sum\left\|a_{i}\right\|_{2}^{2}\right)^{1 / 2}, \quad\|\boldsymbol{a}\|_{\infty}=\max \left\{\left\|a_{i}\right\|_{\infty}\right\}
$$

### 5.2 Knapsack Problems

We first define the Search Knapsack problem in the $\ell_{2}$ norm, also denoted as SKS ${ }^{2}$. The SKS ${ }^{2}$ problem is exactly the Ring-SIS problem in its Hermite Normal Form.
Definition 4. The $\mathrm{SKS}_{N, q, \beta}^{2}$ problem is to find a short vector $\boldsymbol{x}$ of $\ell_{2}$ norm less than or equal to $\beta$ in $R_{q}^{2}$ satisfying $\left[\begin{array}{ll}a & 1\end{array}\right] \cdot \boldsymbol{x}=0$ for a given uniformly random $a$ in $R_{q}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{SKS}_{N, q, \beta}^{2}$ problem if

$$
\operatorname{Pr}\left[\begin{array}{cc}
{\left[\begin{array}{cc}
a & 1] \cdot \boldsymbol{x}=0 \\
\wedge & \left\|x_{i}\right\|_{2} \leq \beta
\end{array} \left\lvert\, \begin{array}{c}
a \leftarrow R_{q} ; \\
\mathbf{0} \in R_{q}^{2} \leftarrow \mathcal{A}(a)
\end{array}\right.\right] \geq \epsilon . . .}
\end{array}\right.
$$

Additionally, we define the Decisional Knapsack problem in the $\ell_{\infty}$ norm denoted as $\mathrm{DKS}^{\infty}$. The $\mathrm{DKS}^{\infty}$ problem is equivalent to the Ring-LWE problem when the number of samples is limited.

[^22]Definition 5. The $\operatorname{DKS}_{N, q, \beta}^{\infty}$ problem is to distinguish the distribution $\left[\begin{array}{ll}a & 1\end{array}\right]$. $\boldsymbol{x}$, for a short $\boldsymbol{x}$, from the uniform distribution when given uniformly random a in $R_{q}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{DKS}_{N, q, \beta}^{\infty}$ problem if

$$
\begin{aligned}
& \left\lvert\, \operatorname{Pr}\left[b=1 \mid a \leftarrow R_{q} ; \boldsymbol{x} \leftarrow R_{q}^{2} \text { s.t. }\|\boldsymbol{x}\|_{\infty} \leq \beta ; b \leftarrow \mathcal{A}\left(a,\left[\begin{array}{ll}
a & 1
\end{array}\right] \cdot \boldsymbol{x}\right)\right]\right. \\
& -\operatorname{Pr}\left[b=1 \mid a \leftarrow R_{q} ; u \leftarrow R_{q} ; b \leftarrow \mathcal{A}(a, u)\right] \mid \geq \epsilon .
\end{aligned}
$$

See [LM06, LPR10] for more details about knapsack problems.

### 5.3 BGV Encryption

We present a plain version of the BGV encryption scheme by Brakerski, Gentry and Vaikuntanathan [BGV12]. Let $p \ll q$ be primes, let $R_{q}$ and $R_{p}$ be polynomial rings modulo the primes $q$ or $p$ and $X^{N}+1$ for a fixed $N$, let $B_{\infty} \in \mathbb{N}$ be a bound and let $\kappa$ be the security parameter. The encryption scheme consists of three algorithms: key generation, encryption and decryption, where

- KeyGen samples an element $a \leftarrow R_{q}$ uniformly at random, samples short $s, e \leftarrow R_{q}$ such that $\max \left(\|s\|_{\infty},\|e\|_{\infty}\right) \leq B_{\infty}$. The algorithm outputs the public key $\mathrm{pk}=(a, b)=(a, a s+p e)$ and the secret key $\mathrm{sk}=(s, e)$.
- Enc, on input the public key $\mathrm{pk}=(a, b)$ and an element $m$ in $R_{p}$, samples short $r, e^{\prime}, e^{\prime \prime} \leftarrow R_{q}$ such that the norm $\max \left(\|r\|_{\infty},\left\|e^{\prime}\right\|_{\infty},\left\|e^{\prime \prime}\right\|_{\infty}\right) \leq B_{\infty}$, and outputs the ciphertext $c=(u, v)=\left(a r+p e^{\prime}, b r+p e^{\prime \prime}+m\right)$ in $R_{q}^{2}$.
- Dec, on input the secret key sk $=(s, e)$ and a ciphertext $c=(u, v)$, outputs the message $m=(v-s u \bmod q) \bmod p$ in $R_{p}$.

The decryption algorithm is correct as long as the norm max $\|v-s u\|_{\infty}=B_{\text {Dec }}<$ $\lfloor q / 2\rfloor$. It follows that the BGV encryption scheme is secure against chosen plaintext attacks if the $\mathrm{DKS}_{N, q, \beta}^{\infty}$ problem is hard for some $\beta=\beta\left(N, q, p, B_{\infty}\right)$.

Furthermore, we present the passively secure distributed decryption technique by Bendlin and Damgård [BD10] used in the MPC-protocols by Damgård et al. $\left[\mathrm{DKL}^{+} 13, \mathrm{DPSZ12]}\right.$. When decrypting, we assume that each decryption server $\mathcal{D}_{j}$, for $1 \leq j \leq \xi$, has a uniformly random share $\mathrm{sk}_{j}=s_{j}$ of the secret key $s k=(s, e)$ such that $s=s_{1}+s_{2}+\ldots+s_{\xi}$. Then they partially decrypt in the following way:

- DistDec, on input a secret key-share $\mathrm{sk}_{j}=s_{j}$ and a ciphertext $c=(u, v)$, computes $m_{j}=s_{j} u$, sample some large noise $E_{j} \leftarrow \mathbb{E} \subset R_{q}$ such that $\left\|E_{j}\right\|_{\infty} \leq 2^{\text {sec }}\left(B_{\text {Dec }} / p \xi\right)$ for some statistical security parameter sec and upper error-bound $\max \|v-s u\|_{\infty} \leq B_{\text {Dec }}$, then outputs $\mathrm{ds}_{j}=t_{j}=m_{j}+p E_{j}$.

We obtain the full decryption of the ciphertext $(u, v)$ as $m \equiv(v-t \bmod q)$ $\bmod p$, where $t=t_{1}+t_{2}+\ldots+t_{\xi}$. This will give the correct decryption as long as the noise $\max \|v-t\|_{\infty} \leq\left(1+2^{\text {sec }}\right) B_{\text {Dec }}<\lfloor q / 2\rfloor$ (see [DKL ${ }^{+} 13$, Appendix $\mathrm{G}]$ ). Here, $t$ will be indistinguishable from random except with probability $2^{- \text {sec }}$.

### 5.4 Lattice-Based Commitments

We first define a commitment scheme and its security.
Definition 6 (Commitment Scheme). A commitment scheme consists of three algorithms: key generation (KeyGen), commitment (Com) and opening (Open), where

- KeyGen, on input security parameter $1^{\lambda}$, outputs public parameters pp ,
- Com, on input message m, outputs commitment $c$ and opening $r$,
- Open, on input m, c and r, outputs either 0 or 1,
and the public parameters pp are implicit inputs to Com and Open.
Definition 7 (Completeness). We say that the commitment scheme is complete if an honestly generated commitment is accepted by the opening algorithm. Hence, we want that

$$
\operatorname{Pr}\left[\operatorname{Open}(m, c, r)=1: \underset{(c, r) \leftarrow \operatorname{Keg} \operatorname{Con}\left(1^{\lambda}\right)}{\leftarrow \operatorname{Com}(m)}\right]=1,
$$

where the probability is taken over the random coins of KeyGen and Com.
Definition 8 (Hiding). We say that a commitment scheme is hiding if an adversary $\mathcal{A}$, after choosing two messages $m_{0}$ and $m_{1}$ and receiving a commitment $c$ to either $m_{0}$ or $m_{1}$ (chosen at random), cannot distinguish which message $c$ is a commitment to. Hence, we want that
where the probability is taken over the random coins of KeyGen and Com.
Definition 9 (Binding). We say that a commitment scheme is binding if an adversary $\mathcal{A}$, after creating a commitment $c$, cannot find two valid openings to $c$ for different messages $m$ and $\hat{m}$. Hence, we want that

$$
\operatorname{Pr}\left[\begin{array}{c}
m \neq \hat{m} \\
{\left[\begin{array}{ll}
\text { Open }(m, c, r)=1 \\
\mathrm{Open}(\hat{m}, c, \hat{r})=1
\end{array}\right.}
\end{array}: \underset{(c, m, r, \hat{m}, \hat{r}) \leftarrow \mathrm{A}(\mathrm{pp})}{\mathrm{pp} \leftarrow \operatorname{KegGen}\left(1^{\lambda}\right)}\right] \leq \operatorname{neg},
$$

where the probability is taken over the random coins of KeyGen.
We note that the public key in the BGV encryption scheme is essentially a commitment to the secret key. In general, ignoring the constant $p$, the value $b=a s+e$ is a commitment to a short random secret $s$ with randomness $e$ if $e$ is short and $a$ is a uniformly random public element.

More formally, let $q$ be a prime, let $R_{q}$ be defined as above for a fixed $N$ and let $B_{\infty} \in \mathbb{N}$ be a bound. These are the public parameters pp . The commitment scheme consists of three algorithms: key generation (KeyGen), commit (Com) and open (Open), where

- KeyGen samples an element $a^{\prime} \leftarrow \Phi R_{q}$ uniformly at random and outputs the public commitment key $\mathrm{pk}^{\prime}=a^{\prime}$.
- Com, on input the public key $\mathrm{pk}^{\prime}=a^{\prime}$ and a pseudo-random message $m$ in $R_{q}$ such that $\|m\|_{\infty} \leq B_{\infty}$, samples a short $r_{m} \leftarrow R_{q}$ such that $\left\|r_{m}\right\|_{\infty} \leq B_{\infty}$, outputs commitment $c_{m}=a^{\prime} m+r_{m}$ and opening $d_{m}=\left(m, r_{m}\right)$.
- Open, on input a commitment $c_{m}$ and an opening $d_{m}=\left(m, r_{m}\right)$, checks if $\max \left(\|m\|_{\infty},\left\|r_{m}\right\|_{\infty}\right) \leq B_{\infty}$ and $c_{m}=a^{\prime} m+r_{m}$, and outputs 1 if both checks hold and otherwise 0 .

It follows directly that the commitment scheme is (computationally) hiding if $\mathrm{DKS}_{N, q, B_{\infty}}^{\infty}$ is hard and (computationally) binding if $\mathrm{SKS}_{N, q, \sqrt{2 N} \cdot B_{\infty}}^{2}$ is hard.

### 5.5 Zero-Knowledge Proof of Shortness

We present the Stern-based [Ste94] zero-knowledge proof of knowledge protocol by Kawachi et al. [KTX08] and Ling et al. [LNSW13]. We will later use this to prove that we know a valid opening $d_{m}$ of a commitment $c_{m}$ without leaking any information about the message nor the randomness. We denote the protocol by $\Pi_{\mathrm{ZKPos}}$.

Note that multiplication with a polynomial $a^{\prime}$ in $R_{q}$ can be re-written as a matrix-vector product by a negacyclic $N \times N$-matrix $\boldsymbol{A}^{\prime}$ over $\mathbb{Z}_{q}$. Define $\boldsymbol{A}=$ [ $\boldsymbol{A}^{\prime} \quad \boldsymbol{I}_{N}$ ], and let $B_{\infty}=1$ for simplicity (it can be generalized to any $B_{\infty}$, see [LNSW13]). We give a zero-knowledge protocol for the following relation:

$$
R_{\mathrm{DKS}_{N, q, 1}^{\infty}}=\left\{((\boldsymbol{A}, \boldsymbol{y}) ; \boldsymbol{x}): \boldsymbol{A} \boldsymbol{x}=\boldsymbol{y} \quad \bmod q \wedge\|\boldsymbol{x}\|_{\infty}=1\right\} .
$$

Furthermore, let $B_{m}$ be the set of all vectors $\hat{\boldsymbol{x}}$ of length $3 m$ with $m$ coordinates of each element in $\{0,1,-1\}$. It is then trivial to extend any witness $\boldsymbol{x}$ of the relation $R_{\mathrm{DKS}_{N, q, 1}^{\infty}}$ to a vector $\hat{\boldsymbol{x}}$ in $B_{2 N}$ by appending values and extending the matrix $\boldsymbol{A}$ to the matrix $\hat{\boldsymbol{A}}=\left[\begin{array}{ll}\boldsymbol{A} & \mathbf{0}_{N \times 4 N}\end{array}\right]$. It follows that $\boldsymbol{A} \boldsymbol{x}=\boldsymbol{y} \bmod q \wedge\|\boldsymbol{x}\|_{\infty}=1$ if and only if $\hat{\boldsymbol{A}} \hat{\boldsymbol{x}}=\boldsymbol{y} \bmod q \wedge \hat{\boldsymbol{x}} \in B_{2 N}$. Let $S_{6 N}$ be the set of permutations on 6 N symbols. The full protocol is given in Figure 3.

This protocol has soundness $2 / 3$, and hence, must be repeated $\mu=\lambda$. $\ln (2) / \ln (3 / 2)$ times to achieve soundness $2^{-\lambda}$. However, the protocol is very simple and lightweight in computation. We observe that the commitments $c_{1}, c_{2}, c_{3}$ are commitments to random values, and the commitments does not need any structure. Hence, we can compute the commitments as plain hashes of the committed values. Furthermore, we only need to sample a uniformly random permutation $\pi$ from $S_{6 N}$ and a uniformly random vector $\boldsymbol{r}$ from $\mathbb{Z}_{q}^{6 N}$. Compared to other lattice-based zero-knowledge protocols, there are no Gaussian sampling, no rejection sampling, no use of partially splitting rings or automorphisms.

We restrict permutations $\pi$ to lie in the subgroup $H$ generated by sign swaps and the transpositions $\{(i \quad i+6 N) \mid$ for $i$ from 1 to $6 N\}$. This subgroup has $8^{6 N}$ elements which can be represented by $18 N$ bits. Each vector in $\mathbb{Z}_{q}^{6 N}$ can be represented by $6 N \log q$ bits, each vector in $B_{2 N}$ can be represented by $12 N$ bits, and each commitment can be represented by $2 \kappa$ bits. As $\beta$ is uniformly

```
\(\Pi_{\mathrm{ZKPoS}}\)
\(\underline{\operatorname{Prover}((\boldsymbol{A}, \boldsymbol{y}) ; \boldsymbol{x})} \quad \operatorname{Verifier}(\boldsymbol{A}, \boldsymbol{y})\)
expand \((\boldsymbol{A}, \boldsymbol{x})\) to \((\hat{\boldsymbol{A}}, \hat{\boldsymbol{x}})\)
\(\pi \leftarrow S_{6 N}, \quad \boldsymbol{r} \leftarrow \$ \mathbb{Z}_{q}^{6 N}\)
\(c_{1} \leftarrow \operatorname{Com}(\pi, \hat{\boldsymbol{A}} \boldsymbol{r})\)
\(c_{2} \leftarrow \operatorname{Com}(\pi(\boldsymbol{r}))\)
\(c_{3} \leftarrow \operatorname{Com}(\pi(\hat{\boldsymbol{x}}+\boldsymbol{r}))\)
    \(\xrightarrow{w=\left(c_{1}, c_{2}, c_{3}\right)}\)
        \(\beta \leftarrow \$\{1,2,3\}\)
        \(\beta\)
if \(\beta=1\) :
    \(z=(s=\pi(\hat{\boldsymbol{x}}), \boldsymbol{t}=\pi(\boldsymbol{r}))\)
if \(\beta=2\) :
    \(z=(\phi=\pi, \boldsymbol{u}=\hat{\boldsymbol{x}}+\boldsymbol{r})\)
if \(\beta=3\) :
    \(z=(\psi=\pi, \boldsymbol{v}=\boldsymbol{r})\)
        \(\xrightarrow{z} \Pi_{\mathrm{ZKPoSV}}\) :
        if \(\beta=1\) :
    parse \(z\) as \(\boldsymbol{s}\) and \(\boldsymbol{t}\)
    if \(c_{2} \stackrel{?}{=} \operatorname{Com}(\boldsymbol{t})\) and \(c_{3} \stackrel{?}{=} \operatorname{Com}(\boldsymbol{s}+\boldsymbol{t})\) and \(\boldsymbol{s} \in B_{2 N}\)
                                    return 1
        if \(\beta=2\) :
    parse \(z\) as \(\phi\) and \(\boldsymbol{u}\)
    if \(c_{1} \stackrel{?}{=} \operatorname{Com}(\phi, \hat{\boldsymbol{A}} \boldsymbol{u}-\boldsymbol{y})\) and \(c_{3} \stackrel{?}{=} \operatorname{Com}(\phi(\boldsymbol{u}))\)
            return 1
        if \(\beta=3\) :
    parse \(z\) as \(\psi\) and \(\boldsymbol{v}\)
    if \(c_{1} \stackrel{?}{=} \operatorname{Com}(\psi, \hat{\boldsymbol{A}} \boldsymbol{v})\) and \(c_{2} \stackrel{?}{=} \operatorname{Com}(\psi(\boldsymbol{v}))\)
        return 1
    return 0
```

Fig. 3. Zero-knowledge proof of shortness.
distributed we estimate the proof size assuming that each response will appear a third of the times each. The total proof, denoted $\pi_{S}$, is of size

$$
\begin{equation*}
\left|\pi_{S}\right|=(6 \kappa+16 N+6 N \log q) \mu \text { bits. } \tag{1}
\end{equation*}
$$

We finally note that the protocol can be improved using the combinatorial extensions by Beullens [Beu20], reducing the size of the proof by a factor 10 without much extra computational work nor increased complexity in the implementation.

## 6 Zero-Knowledge Protocol of Correct Decryption

### 6.1 Lattice-Based Distributed Decryption

Setup. We will be working over the ring $R_{q}=\mathbb{Z}_{q}[X] /\left\langle X^{N}+1\right\rangle$ together with a modulus $p \ll q$, both prime. These are the public parameters of the protocol, together with security parameter $\kappa$, soundness parameter $\lambda$, bound $B_{\infty}$ and maximal ciphertext error-bound $B_{\text {Dec }}$. We define commitments, their security and give a concrete instantiation based on lattices in the full version of this paper. The commitments are both computationally hiding and computationally binding, in addition to being linearly homomorphic. Finally, let ( $\left.\Pi_{\mathrm{ZKPoS}}, \Pi_{\mathrm{ZKPoSV}}\right)$ be a non-interactive zero-knowledge protocol for the following relation:

$$
R_{\mathrm{DKS}_{N, q, 1}^{\infty}}^{\infty}=\left\{((\boldsymbol{A}, \boldsymbol{y}) ; \boldsymbol{x}): \boldsymbol{A} \boldsymbol{x}=\boldsymbol{y} \quad \bmod q \wedge\|\boldsymbol{x}\|_{\infty}=1\right\} .
$$

Scheme. We present a distributed decryption version of the BGV encryption scheme [BGV12], where KeyGen, Enc and Dec are defined in Section 5.3.

The dealer algorithm (Deal) takes as input a public key pk $=(a, b)$ and corresponding secret key sk $=(s, e)$, samples uniform $s_{0}$ and $e_{0}$ from $R_{q}$, and computes $s_{1}=s-s_{0}$ and $e_{1}=e-e_{0}$. Then it commits to the values as $c_{s_{i}}=$ $\operatorname{Com}\left(s_{i}\right), c_{e_{i}}=\operatorname{Com}\left(e_{i}\right)$, and computes $b_{i}=a s_{i}+p e_{i}$ so that $b=b_{0}+b_{1}$. Finally, it computes non-interactive zero-knowledge proofs $\pi_{S_{i}}$ proving that the sums $s_{0}+s_{1}$ and $e_{0}+e_{1}$ are short (see details in Section 7). It outputs key shares $s k_{0}=\left(s_{0}, e_{0}\right), s k_{1}=\left(s_{1}, e_{1}\right)$ and aux $=\left(b_{0}, b_{1}, c_{s_{0}}, c_{s_{1}}, c_{e_{0}}, c_{e_{1}}, \pi_{S_{0}}, \pi_{S_{1}}\right)$.
The verify algorithm (Verify) takes as input a public key $\mathrm{pk}=(a, b)$, an index $i$, a secret key share $\mathrm{sk}_{i}=\left(s_{i}, e_{i}\right)$, openings $d_{s_{i}}$ and $d_{e_{i}}$, and aux. It outputs 1 if and only if $\left(b_{i} \stackrel{?}{=} a s_{i}+p e_{i}\right) \wedge\left(b \stackrel{?}{=} b_{0}+b_{1}\right) \wedge \operatorname{Open}\left(c_{s_{i}}, d_{s_{i}}\right) \wedge$ $\operatorname{Open}\left(c_{e_{i}}, d_{e_{i}}\right) \wedge\left(\Pi_{\mathrm{ZKPoSv}}\left(\mathrm{sk}_{i}\right.\right.$, aux,$\left.\left.\pi_{S_{i}}\right)\right)$, and 0 otherwise.
The player algorithm (Play) takes as input a key share $\mathrm{sk}_{i}=\left(s_{i}, e_{i}\right)$, a ciphertext $c=(u, v)$, samples bounded $E_{i}$ and outputs ds ${ }_{i}=t_{i}=s_{i} u+p E_{i}$.
The reconstruction algorithm (Rec) takes as input a ciphertext $c=(u, v)$, decryption shares $\left(t_{0}, t_{1}\right)$, and outputs $m=\left(v-t_{0}-t_{1} \bmod q\right) \bmod p$.

### 6.2 Security

Theorem 1 (Correctness). The distributed decryption scheme in 6.1 is correct with respect to Definition 1 when $\max \|v-t\|_{\infty} \leq\left(1+2^{\text {sec }}\right) B_{\text {Dec }}<\lfloor q / 2\rfloor$.

Theorem 2 (Integrity). Suppose the protocol $\Pi_{Z K P o S}$ is (computationally) sound and that Com is (computationally) binding. Let $\mathcal{A}_{0}$ be an adversary against integrity of the distributed decryption scheme with advantage $\epsilon_{0}$, and let $\lambda$ be the number of rounds in the protocol. Then there exists adversaries $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ against soundness of $\Pi_{Z K P o S}$ and binding of Com, respectively, with advantages $\epsilon_{1}$ and $\epsilon_{2}$, such that $\epsilon_{0} \leq \epsilon_{1}+\epsilon_{2}+2^{-\lambda}$. The runtime of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ are essentially the same as the runtime of $\mathcal{A}_{0}$.
Proof. We sketch the argument. There are essentially three possible ways to attack the integrity of the protocol: an attacker that knows the secret decryption key but correctly guess the challenge in each round is able to decrypt to arbitrary messages, and otherwise, if the attacker does not know the secret key, needs to break the underlying schemes. The guessing attack has success probability $2^{-\lambda}$.

For Verify to accept for both $i=0$ and $i=1$, we need that $b=b_{0}+b_{1}$, $b_{0}=a s_{0}+p e_{0}, b_{1}=a s_{1}+p e_{1}$ and that the zero-knowledge proof of shortness $\pi_{S}$ of the sums $s_{0}+s_{1}$ and $e_{0}+e_{1}$ are accepted. If either of the key shares are incorrect then Verify accept with probability 0 , and if the key shares are correct, then Rec outputs $m$ except with negligible probability. An attacker can choose $s_{0}, s_{1}, e_{0}$ and $e_{1}$ such that all equations are correct, but the sums are not short. The soundness of Verify then reduces to the soundness of the zero-knowledge protocol, and an attacker $\mathcal{A}_{0}$ against this part of the protocol with advantage $\epsilon_{0}$ can be turned into an attacker $\mathcal{A}_{1}$ against $\Pi_{\mathrm{ZKPoS}}$ with the same advantage.

The last option is for the attacker to produce commitments to a true but unrelated statement with respect to the secret key used in the encryption scheme. This allows the attacker to produce a valid proof of shortness without cheating, but for an unrelated key. However, Verify only accepts if both the opening of the commitments are correct and the zero-knowledge proof of shortness verifies. Hence, and attacker $\mathcal{A}_{0}$ that is able to produce valid openings and proofs with advantage $\epsilon_{0}$ can be turned into an attacker $\mathcal{A}_{2}$ against Com with the same advantage by rewinding the prover for the zero-knowledge proof of knowledge of short openings and then extract two different but valid openings to the commitment.

Theorem 3 (Privacy). Suppose the protocol $\Pi_{Z K P o S}$ is (statistically) honestverifier zero-knowledge, that Com is (computationally) hiding and that Enc is (computationally) CPA secure. Then there exists a simulator for the verifiable decryption protocol such that for any distinguisher $\mathcal{A}_{0}$ for this simulator with advantage $\epsilon_{0}$ there exists an adversary $\mathcal{A}_{2}$ against hiding for the commitment scheme with advantage $\epsilon_{2}$, an adversary $\mathcal{A}_{3}$ against CPA security for the encryption scheme with advantage $\epsilon_{3}$, and a distinguisher $\mathcal{A}_{1}$ for the simulator of $\Pi_{Z K P o S}$ with advantage $\epsilon_{1}$, such that $\epsilon_{0} \leq \epsilon_{1}+\epsilon_{2}+\epsilon_{3}$. The runtime of $\mathcal{A}_{1}, \mathcal{A}_{2}$ and $\mathcal{A}_{3}$ are essentially the same as the runtime of $\mathcal{A}_{0}$.

Proof. Let Sim $_{\text {Short }}$ be a simulator for $\Pi_{\mathrm{ZKPoS}}$. We present a simulator DealSim for the Deal-algorithm and a simulator PlaySim for the Play-algorithm in Figure 4.

| DealSim $(\mathrm{pk}=(a, b), i)$ | PlaySim $\left(\mathrm{sk}_{1-i}=\left(s_{1-i}, e_{1-i}\right), c=(u, v), i, m\right)$ |
| :---: | :---: |
| $\begin{aligned} & i=0,1: s_{i}^{*} \leftarrow R_{q}, \quad e_{i}^{*} \leftarrow \$ R_{q} \\ & b_{i}^{*}=a s_{i}^{*}+p e_{i}^{*}, \quad b_{1-i}^{*}=b-b_{i}^{*} \\ & c_{s_{i}}^{*} \leftarrow \operatorname{Com}\left(s_{i}^{*}\right), c_{s_{1-i}}^{*} \leftarrow \operatorname{Com}\left(s_{1-i}\right) \\ & c_{e_{i}}^{*} \leftarrow \operatorname{Com}\left(e_{i}^{*}\right), c_{e_{1-i}}^{*} \leftarrow \operatorname{Com}\left(s_{1-i}\right) \end{aligned}$ | $\begin{aligned} & E_{1-i} \leftarrow \$ \mathbb{E} \\ & t_{1-i}=s_{1-i} u+p E_{1-i} \\ & t_{i}^{*}=v-m-t_{1-i} \quad \bmod p \\ & \text { return }\left(\mathrm{ds}_{i}^{*}=t_{i}^{*}\right) \end{aligned}$ |
| $\begin{aligned} & \pi_{S}^{*} \leftarrow \operatorname{Sim}_{\text {Short }}\left(c_{s_{i}}^{*}, c_{s_{1-i}}^{*}, c_{e_{i}}^{*}, c_{e_{1-i}}^{*}\right) \\ & \text { aux }^{*} \leftarrow\left(b_{0}^{*}, b_{1}^{*}, c_{s_{0}}^{*}, c_{s_{1}}^{*}, c_{e_{0}}^{*}, c_{e_{1}}^{*}, \pi_{S}^{*}\right) \\ & \text { return }\left(\operatorname{sk}_{i}^{*}=\left(s_{i}^{*}, e_{i}^{*}\right), \text { aux }^{*}\right) \end{aligned}$ |  |

Fig. 4. Simulators DealSim and PlaySim.

DealSim: We create the simulator in three steps. We first replace $\pi_{S}$ by the simulated proof $\pi_{S}^{*}$ produced by $\operatorname{Sim}_{\text {Short }}$. An attacker $\mathcal{A}_{0}$ with advantage $\epsilon_{0}$ against this change can be turned into an attacker $\mathcal{A}_{1}$ against the simulator Sim ${ }_{\text {Short }}$ of protocol $\Pi_{\text {ZKPoS }}$ with the same advantage.

Next, we replace the key shares by uniformly random key-shares $s_{i}^{*}$ and $e_{i}^{*}$ that give correctness, that is, the public key-shares $b_{0}^{*}$ and $b_{1}^{*}$ sum to $b$, but $s_{0}^{*}$ and $s_{1}^{*}$ does not need to sum to a short key $s^{*}$ and $e_{0}^{*}$ and $e_{1}^{*}$ does not need to sum to short noise $e^{*}$. This ensures that Verify outputs 1 . An attacker $\mathcal{A}_{0}$ with advantage $\epsilon_{0}$ against this change can then be turned into an attacker $\mathcal{A}_{3}$ against CPA security of the encryption scheme with the same advantage.

Finally, we replace the commitments to unopened values by commitments to random values. This way, none of the values in the protocol any longer depends on the secret key in the protocol, and $b_{i}^{*}$ are simulated perfectly. An attacker $\mathcal{A}_{0}$ with advantage $\epsilon_{0}$ against this change can then be turned into an attacker $\mathcal{A}_{2}$ against hiding of the commitment scheme with the same advantage.

PlaySim: we start by sampling bounded $E_{1-i}$ from $\mathbb{E}$ and computing $t_{1-i}=$ $s_{1-i} u+p E_{1-i}$. Then we find $t_{i}$ such that $\left(v-t_{0}-t_{1} \bmod q\right) \bmod p=m$. This ensures that Rec outputs the message $m$ when reconstructing the shares. Here, the values are sampled according to the exact same distribution as in the real protocol, and the statistical distance is negligible in the security parameter $\kappa$.

### 6.3 Zero-Knowledge Proof of Verifiable Decryption

We present the different phases of our sigma protocol for proving correct decryption. The protocol is given in Figure 5. The security of the construction follows directly from the results in Section 3 in combination with Theorem 1, 2 and 3.

Setup. We are given a honestly generated public key $\mathrm{pk}=(a, b=a s+p e)$, where $\max \left(\|s\|_{\infty},\|e\|_{\infty}\right) \leq B_{\infty}$. The secret key sk $=(s, e)$ is given to the prover. We are given a set of honestly generated ciphertexts $\left\{\left(u_{j}, v_{j}\right)=\left(a r_{j}+p e_{j}^{\prime}, b r_{j}+p e_{j}^{\prime \prime}+\right.\right.$ $\left.\left.m_{j}\right)\right\}_{j=1}^{\tau}$, where $\max \left(\|r\|_{\infty},\left\|e^{\prime}\right\|_{\infty},\left\|e^{\prime \prime}\right\|_{\infty}\right) \leq B_{\infty}$, and set of messages $\left\{m_{j}\right\}_{j=1}^{\tau}$.

Commit phase. For soundness parameter $\lambda$, the prover does the following for $k=1, \ldots, \lambda$. First, it runs the Deal algorithm on sk and pk to produce $\mathrm{sk}_{0, k}, \mathrm{sk}_{1, k}$ and aux $_{k}$. It uses $\Pi_{\mathrm{ZKPoS}}$ to prove that the shares are correctly computed. Then, for $i=0,1$ and each $j=1, \ldots, \tau$, it runs the Play algorithm on each key-share $\mathrm{sk}_{i, k}$ and ciphertext $c_{j}$ to produce $t_{0, j, k}$ and $t_{1, j, k}$. Finally, it sends $w \leftarrow\left(\left\{\operatorname{aux}_{k},\left\{t_{i, j, k}\right\}_{i=0, j=1}^{1, \tau}\right\}_{k=1}^{\lambda}\right)$ to end the commitment phase.

Challenge phase. The verifier independently samples a random binary challenge vector $\boldsymbol{\beta}$ of length $\lambda$. It sends $\boldsymbol{\beta}$ to the prover.

Respond phase. The prover sends openings $z=\left(\left\{d_{s_{\boldsymbol{\beta}[k], k}}, d_{e_{\boldsymbol{\beta}[k], k}}\right\}\right)$, for each of the commitments to each index $k$ of $\boldsymbol{\beta}$, to the verifier.

Verification phase. For each $k=1, \ldots, \lambda$, the verifier runs the Verify algorithm to make sure that the openings of $s_{\boldsymbol{\beta}[k], k}$ and $e_{\boldsymbol{\beta}[k], k}$ are valid, check that all shares of the public key are computed correctly as $b_{\boldsymbol{\beta}[k], k}=a s_{\boldsymbol{\beta}[k], k}+p e_{\boldsymbol{\beta}[k], k}$, verify the public key $b=b_{0, k}+b_{1, k}$ and ensure that each $\pi_{S_{i, k}}$ is valid. Further, for each $j=1, \ldots, \tau$, the verifier runs the Rec algorithm to make sure that all decryption shares are correct and that all messages are decrypted correctly. It outputs 1 if all checks hold, and 0 otherwise.

Fiat-Shamir. To make the scheme non-interactive we can use the Fiat-Shamir transform [FS87] by hashing the output of the commit phase and use the hash as challenge, before outputting the response. We note that this can be done similarly to the optimizations described for estimating the size in the next section. We also note that the soundness parameter $\lambda$ initially can be very small in the interactive case, while it should be (approximately) as large at the security parameter $\kappa$ in the non-interactive setting, increasing the size of the proof of decryption.

Hybrid proof. We note that the interaction in the protocol opens for a hybrid proof: if we wish for a quick result to get confidence in the decrypted ciphertexts but at the same time can wait longer to be completely certain, we can ask for two proofs. First, we ask the prover for a proof where $\lambda_{I}=10$ or $\lambda_{I}=20$, and sample a random challenge ourselves. If we accept the proof, we ask the prover to compute a non-interactive proof for the same statement but with $\lambda_{N}=100$. This proof can be received, stored and verified later, knowing already that the messages most likely are correctly decrypted. The interactive proof also allows the verifier to arbitrarily increase $\lambda_{I}$ by sending more challenges on the fly, where we tell the prover when we are done, and he creates the proofs of shortness in the end. This is particularly useful in real-world applications, e.g., e-voting.


Fig. 5. Zero-knowledge proof of correct decryption.

## 7 Performance

In this section, we shall carefully analyze the performance of our decryption proof. Along the way, we make several easy optimizations with respect to the protocol in Figure 5. In particular, we use a commitment in the first message, and then send only the values that the verifier cannot recompute himself in the second message. Finally, we compute the zero-knowledge proofs of shortness in the response phase instead of the commit phase, reducing the number of proofs by a factor of two in each round of the protocol.

### 7.1 Proof Size

Each element in $R_{q}$ is of size $N \log q$ bits, which might be large, and each element in $R_{p}$ is of size $N \log p$ bits, which will be small. Short elements bounded by $B_{\infty}$ is of size $N \log B_{\infty}$ bits. We let H be a collision resistant hash-function with output of length $2 \kappa$. Note that the soundness parameter $\lambda$ may be chosen independently of, and in particular smaller than, the security parameter $\kappa$.

Commit phase. To reduce the number of ring elements being sent, we commit to the output of the commit phase using a hash-function, and send the hash instead. More concretely, we let $w=\mathrm{H}\left(\left\{b_{0, k}, b_{1, k}, c_{s_{0, k}}, c_{s_{1, k}}, c_{e_{0, k}}, c_{e_{1, k}},\left\{t_{i, j, k}\right\}_{i=0, j=1}^{1, \tau}\right\}_{k=1}^{\lambda}\right)$.

Challenge phase. The verifier sends the vector $\boldsymbol{\beta}$ consisting of $\lambda$ independently sampled bits to the prover.

Respond phase. Note that we do not need to send the partial decryptions $t_{\boldsymbol{\beta}[k], j, k}$, because they can be computed uniquely from $u_{j}, s_{\boldsymbol{\beta}[k], k}$ and $E_{\boldsymbol{\beta}[k], j, k}$, and we can let a uniform binary seed $\rho_{\boldsymbol{\beta}[k], k}$ of length $2 \kappa$ bits can be used to deterministically generate the randomness used in each round. Next, we also note that $b_{\boldsymbol{\beta}[k], k}$ can be computed directly from $s_{\boldsymbol{\beta}[k], k}$ and $e_{\boldsymbol{\beta}[k], k}$, and $b_{1-\boldsymbol{\beta}[k], k}$ from $b$ and $b_{\boldsymbol{\beta}[k], k}$.

It follows that, for each $k=1, \ldots, \lambda$, the prover sends $s_{\boldsymbol{\beta}[k], k}$ and $e_{\boldsymbol{\beta}[k], k}$, commitments $c_{s_{1-\beta[k], k}}$ and $c_{e_{1-\beta[k], k}}$ together with the openings $d_{s_{\beta[k], k}}$ and $d_{e_{\beta[k], k}}$, and the partial decryptions $\left\{t_{1-\boldsymbol{\beta}[k], j, k}\right\}_{j=1}^{\tau}$. Since the commitments to the sharings of $s$ and $e$ are used in the zero-knowledge proof of shortness, these commitment is computed using lattice-based commitments. We observe that $c_{s_{k}}=c_{s_{1-\mathcal{\beta}[k], k}}+\operatorname{Com}\left(s_{\mathcal{\beta}[k], k}\right)$ and $c_{e_{k}}=c_{e_{1-\boldsymbol{\beta}[k], k}}+\operatorname{Com}\left(e_{\boldsymbol{\beta}[k], k}\right)$, with randomness zero, are commitments to $s_{\boldsymbol{\beta}[k], k}+s_{1-\boldsymbol{\beta}[k], k}$ and $e_{\boldsymbol{\beta}[k], k}+e_{1-\boldsymbol{\beta}[k], k}$, which are short. Then we use the zero-knowledge proof of shortness to prove that we know openings of $c_{s_{k}}$ and $c_{e_{k}}$ to get $\pi_{S_{0}}$ and $\pi_{S_{1}}$. Denote all proofs of shortness by $\pi_{S}$.

Total communication. The total proof size sent by the prover is

$$
2 \kappa+\lambda N\left(4 \log q+2 \kappa+2 \log B_{\infty}\right)+\lambda \tau N \log q+\left|\pi_{S}\right| \text { bits. }
$$

Zero-knowledge proof of shortness. There are many options for $\pi_{S}$, proving knowledge of valid openings of the commitments $c_{s_{k}}$ and $c_{e_{k}}$. We can use the Fiat-Shamir with aborts framework [Lyu09, Lyu12], but this would give us a large soundness slack, that is, we prove knowledge of a vector that might be much larger than what we started with. This would increase the parameters to be used in the overall protocol. Other alternatives are the exact proofs using MPC-in-the-head techniques by Baum and Nof [BN20] or the range proofs by Attema et al. [ALS20]. However, we note that even though these are efficient, both protocols are very complex and are complicated to implement correctly for use in the real world. Another approach is to use generic proof systems such as Ligero [AHIV17] or Aurora [ $\left.\mathrm{BCR}^{+} 19\right]$, adding more complexity to the overall protocol. We can also use the amortized proof by Bootle et al. $\left[\mathrm{BBC}^{+} 18\right]$ to prove that all $\lambda$ executions are done correctly at the same time. This is the most efficient proof system for these relations today.

However, assuming that the soundness parameter $\lambda$ is much smaller than the number of ciphertexts $\tau$, the size of the proofs of shortness does not matter much. To keep the protocol as simple as possible, to make it easier to implement the protocol and avoid bugs in practice, we choose to use the Stern-based proofs by Kawachi et al. [KTX08] and Ling et al. [LNSW13] in our implementation and estimates.

Concrete parameters. For a concrete instantiation, we use the example parameters in Table 1, estimated to $\kappa=128$ bits of long-term security using the LWEestimator [APS15] with the BKZ.qsieve cost-model. Inserting these parameters into the proof of shortness, then each proof $\pi_{S_{i, k}}$ is of size $\approx 87 \mu \mathrm{~KB}$. This makes $\left|\pi_{S}\right| \approx 175 \mu \lambda$ KB. Furthermore, using the improvements by Beullens [Beu20] we can shrink the proofs down to $18 \mu \lambda \mathrm{~KB}$. If we replace $\pi_{S}$ with the amortized proof by Bootle et al. $\left[\mathrm{BBC}^{+} 18\right]$ we get a proof of total size $520 \mathrm{~KB}^{\star}$. However, if the number of ciphertexts $\tau$ is very large, we can ignore all other terms and get a proof of correct decryption $\pi_{D}$ of size $\approx 14 \lambda \tau$ KB. See Table 1 for details. The ciphertext modulus $q$ is chosen to be large enough to ensure correct decryption.

### 7.2 Implementation

We wrote a proof of concept implementation of our scheme in C++ using the NTL-library [Sho21]. The implementation was benchmarked on an Intel Core i5 running at 2.3 GHz with 16 GB RAM. We ran the protocol with $\lambda=40, \tau=$ $1000, \mu=68$. The timings are given in Table 1. The implementation is very simple, and consists of a total of 400 lines of code. Our source code is available online ${ }^{* *}$. We note that our implementation does not use the number theoretic transform for fast multiplication of elements in the ring to reduce complexity. A rough comparison to NFLlib $\left[\mathrm{ABG}^{+} 16\right]$, where they show clear improvements

[^23]| Parameter | Explanation | Constraints | Value |
| :---: | :--- | :--- | :---: |
| $N$ | Dimension | Power of two | 2048 |
| $q$ | Ciphertext modulus | $B_{\text {Dec }} \ll q \equiv 1 \bmod 2 N$ | $\approx 2^{55}$ |
| $p$ | Plaintext modulus |  | 2 |
| $\kappa$ | Security parameter | Long-term privacy | 128 |
| sec | Statistical security |  | 40 |
| $\lambda$ | Soundness parameter |  | $10, \ldots, 128$ |
| $\mu$ | Repetitions of $\Pi_{\text {ZKPoS }}$ | $\mu \geq \lambda \cdot \ln (2) / \ln (3 / 2)$ | $17, \ldots, 218$ |
| $B_{\infty}$ | Bounds on secrets |  | 1 |
| $B_{\text {Dec }}$ | Decryption bound | $\\|v-s u\\|_{\infty} \leq B_{\text {Dec }}$ | $\approx 2^{13}$ |
| Size of $\pi_{D}$ | Timings for $\pi_{D}$ | Size of $\pi_{S}$ | Timings for $\pi_{S}$ |
| $14 \lambda \tau \mathrm{~KB}$ | $4 \lambda \tau \mathrm{~ms}$ | $175 \lambda \mu \mathrm{~KB}$ | $30 \lambda \mu \mathrm{~ms}$ |

Table 1. Notation, explanation, constraints and concrete parameters for the protocol. We also provide size and timings for decryption proof $\pi_{D}$ and proofs of shortness $\pi_{S}$.
compared to NTL, indicates that an optimized implementation should provide a speedup by at least an order of magnitude.

## 8 Comparison

### 8.1 Comparison to DistDec (TCC'10)

We sketch an extension of the passively secure distributed decryption protocol $\Pi_{\text {DistDec }}$ given by Bendlin and Damgård [BD10], which is used in SPDZ [DKL ${ }^{+} 13$, DPSZ12]. The main difference compared to our protocol is that this protocol requires zero-knowledge proofs to ensure correct computation at each step of the protocol to achieve active security instead of repeating the decryption procedure several times. The protocol works roughly as following:

1. Each party $\mathcal{D}_{i}$ samples uniform $E_{i, j}$ such that $\left\|E_{i, j}\right\|_{\infty} \leq 2^{40} B_{\text {Dec }} / \xi p$ (for 40 bits statistical security) and computes the partial decryptions $t_{i, j}=s_{i} u_{j}+$ $p E_{i, j}$ for each ciphertext $c_{j}=\left(u_{j}, v_{j}\right)$.
2. Each party $\mathcal{D}_{i}$ publish a zero-knowledge proof $\pi_{L_{i, j}}$ of the linear relation for $t_{i, j}$, using the lattice-based commitments together with their zero-knowledge proof of linear relations by Baum et al. [ $\left.\mathrm{BDL}^{+} 18\right]$.
3. Each party $\mathcal{D}_{i}$ use the amortized proof by Baum et al. $\left[\mathrm{BBC}^{+} 18\right]$ for size $N$ to prove that each $E_{i, j}$ is bounded by $2^{\text {sec }} B_{\text {Dec }} / \xi p$, for commitments $\boldsymbol{c}_{E_{i, j}}$.
4. The verifier checks the relations $\left(v_{j}-t_{0, j}-t_{1, j} \bmod q\right) \equiv m_{j} \bmod p$ and that all the zero-knowledge proofs are valid.

Elements $t_{j}$ and commitments $\boldsymbol{c}_{E_{i, j}}$ are $N \log q$ and $2 N \log q$ bits, respectively. Each proof of linearity $\pi_{L_{i, j}}$ is $6 N \log (6 \bar{\sigma})$ bits. The amortized proof is $540 \log (6 \hat{\sigma})$
bits. The total size, for each $\mathcal{D}_{i}$, is

$$
(3 N \log q+6 N \log (6 \bar{\sigma})+540 \log (6 \hat{\sigma})) \tau \text { bits. }
$$

Then one party can split the key into $\xi=2$ shares, run $\Pi_{\text {DistDec }}$ on each keyshare locally, and return the outputs from both $\mathcal{D}_{1}$ and $\mathcal{D}_{2}$ together with an additional proof that the key-splitting was correct. We based the estimate on the parameters from Table 1 , with $\bar{\sigma} \approx 2^{16}$ and $\hat{\sigma} \approx 2^{66}$ (see e.g. Aranha et al. [ABGS22] for details about proofs and sizes). However, the amortized proof is not exact, which means that we must increase $q$ to $q \approx 2^{78}$ to ensure correct decryption. For security $\kappa=128$ we also need to increase $N$ to $N=4096$. The proof is then of size $\approx 363 \tau \mathrm{~KB}$. We conclude that $\Pi_{\mathrm{ZKPCD}}$ is of equal size as $\Pi_{\text {DistDec }}$ for $\lambda=26$ and otherwise larger.

We do not have access to timings for this protocol. However, as the modulus is much larger, the dimension is twice the size, the zero-knowledge proofs include Gaussian sampling and rounds of aborts, we expect the protocol to be much slower than ours despite the large number of repetitions in our construction.

### 8.2 Comparison to Boschini et al. (PQ Crypto'20)

Boschini et al. [BCOS20] presents a zero-knowledge protocol for Ring-SIS and Ring-LWE. Their protocol can be used to prove knowledge of secrets or plaintexts, or prove correct decryption given a message and a BGV ciphertext. Concrete estimates for the latter are not given in the paper, but the number of constraints is higher for decryption than for the former. For a slightly smaller choice of parameters, a single proof of plaintext knowledge is of size 87 KB and takes roughly 3 minutes to compute. We conclude that the proof system by Boschini et al. will provide decryption proofs of equal size as protocol when $\lambda=6$ and smaller otherwise. The time it takes to produce such a proof are several orders of magnitude slower than ours, making the system impossible to use in practice even for moderate sized sets of ciphertexts.

### 8.3 Comparison to Lyubashevsky et al. (PKC'21)

A recent publication by Lyubashevsky, Nguyen and Seiler [LNS21] gives a verifiable decryption protocol for the Kyber encapsulation scheme $\left[\mathrm{SAB}^{+} 20\right]$. Here, the encryption is over a rank 2 module over a ring of dimension $N=256$ and modulus $q=3329$ with secret and noise values bounded by $B_{\infty}=2$. The proof of correct decryption of binary messages of dimension 256 is of size 43.6 KB , which of equal size as in our protocol for $\lambda=3$. We note that the message space is smaller than in our protocol, mostly because we are forced to choose larger parameters to ensure correct decryption, and hence, we can not provide a proof of verifiable decryption for Kyber in particular. They do not provide timings, but we notice that the proof system use Gaussian sampling, rejection sampling, partially splitting rings and automorphisms - making the protocol very difficult to implement correctly and securely in practice.

### 8.4 Comparison to Silde (VOTING'22)

Silde [Sil22] presents a direct verifiable decryption of BGV ciphertexts. The parameters are similar to our scheme, and the proof is of 43.6 KB per ciphertext. This the same as in our scheme for $\lambda=3$, ignoring the setup cost, while smaller for larger $\lambda$. The timing of the decryption protocol is 76 ms per ciphertext, which is equal to our timings for $\lambda=19$ and otherwise up to 7 times faster for $\lambda=128$.

## 9 Conclusion and Future Work

### 9.1 Summary and Conclusion

We have defined a passively secure distributed decryption protocol, and show how this can be used to construct an interactive zero-knowledge protocol for correct decryption. This is the first both efficient and simple single-party verifiable decryption protocol for lattice-based cryptography when instantiated with the BGV encryption scheme.

The size and efficiency of the protocol is a small factor times $\lambda \tau$, for arbitrary soundness parameter $\lambda$ and number of ciphertexts $\tau$. The long-term privacy parameter of the protocol $\kappa$ can be set independently of, and in particular larger than, $\lambda$. This allows an interactive instantiation of the protocol to be very efficient, both in size and computation. For $\kappa=128$ we estimate the decryption proof to be of size $\approx 14 \lambda \tau \mathrm{~KB}$ and the proof/verification time to be only $4 \lambda \mathrm{~ms}$ per ciphertext, when $\tau$ is much larger than $\lambda$.

Altogether, our new lattice-based proof of decryption provides a unique combination of efficiency and simplicity that make our proof system an interesting candidate for real-world applications.

### 9.2 Future Improvements and Extensions

Remove the ZK-proofs of shortness. The Deal-algorithm outputs a zero-knowledge proof proving that the sum of the shares of the secret key and noise used to compute the public key are short. This is to ensure the correctness and security of the encryption scheme. However, ElGamal does not require such a proof, and it might be infeasible to find key-shares that are correct, but not short, that decrypts consistently for all BGV-ciphertexts. We would need to conduct a more careful analysis to ensure that our construction is secure also without the zeroknowledge proofs.

Instantiations based on other primitives. A natural future step is to apply our transformation to other encryption schemes, also with other underlying hardness assumptions. As an example, a threshold scheme has was recently constructed based on isogenies [DM20].
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#### Abstract

In this work we present a direct construction for verifiable decryption for the BGV encryption scheme by combining existing zeroknowledge proofs for linear relations and bounded values. This is one of the first constructions of verifiable decryption protocols for lattice-based cryptography, and we give a protocol that is simpler and at least as efficient as the state of the art when amortizing over many ciphertexts. To prove its practicality we provide concrete parameters, resulting in proof size of less than $44 \tau$ KB for $\tau$ ciphertexts with message space 2048 bits. Furthermore, we provide an open source implementation showing that the amortized cost of the verifiable decryption protocol is only 76 ms per message when batching over $\tau=2048$ ciphertexts.


Keywords: lattice cryptography $\cdot$ verifiable decryption $\cdot$ zero-knowledge

## 1 Introduction

Many privacy preserving applications require one to prove that a ciphertext is correctly decrypted without revealing the secret key. This is called verifiable decryption, formalized by Camenisch and Shoup [CS03]. Example use-cases are electronic voting [Adi08], mixing networks [HM20], DC-networks [CWF13] and fully homomorphic encryption [LW18]. These applications usually require decrypting a large number of ciphertexts.

Unfortunately, the above systems are either not secure against quantum computers or very inefficient. Recent works in lattice-based cryptography are leading towards voting protocols achieving security even against quantum adversaries, see, e.g., the shuffles by Aranha et al. $\left[\mathrm{ABG}^{+} 21\right]$, Costa et al. [CMM19] and Farzaliyev et al. [FWK21]. However, few constructions provides verifiable decryption for lattice-based encryption schemes.

### 1.1 Contribution

We present a new and efficient verifiable decryption protocol for batches of ciphertext using the lattice-based encryption scheme by Brakerski, Gentry and Vaikuntanathan [BGV12]. The protocol is direct; the decryption procedure consists of computing a linear equation involving the ciphertext and the key, and
then the message is extracted by rounding the result modulo the plaintext moduli. This procedure gives the correct result if the noise-level in the ciphertext is bounded. We use lattice-based commitments to commit to the secret key, and then we prove two relations in zero-knowledge: 1) we prove that the linear equation holds with respect to a fresh commitment to the ciphertext-noise, and 2) prove that the noise is bounded. Together, this leads to an efficient verifiable decryption protocol. We give concrete parameters and estimate the size in Sec. 4.1 and give timings from our proof-of-concept implementation in Sec. 4.2.

### 1.2 Related Work

We compare to the works on verifiable decryption for lattices by Lyubashevsky et al. [LNS21], Gjøsteen et al. $\left[\mathrm{GHM}^{+} 22\right]$ and Boschini et al. [BCOS20] in Sec 4.3.

## 2 Lattice-Based Cryptography

Let $N$ be a power of 2 and $q=1 \bmod 2 N$ a prime. We define the $\operatorname{ring} R_{q}=$ $\mathbb{Z}_{q}[X] /\left\langle X^{N}+1\right\rangle$. For $f \in R_{q}$ we choose coefficients as the representatives in $\left[-\frac{q-1}{2}, \frac{q-1}{2}\right]$, and compute inner products $\langle\cdot, \cdot\rangle$ and norms as vectors over $\mathbb{Z}$ :

$$
\|f\|_{1}=\sum\left|\alpha_{i}\right|, \quad\|f\|_{2}=\left(\sum \alpha_{i}^{2}\right)^{1 / 2}, \quad\|f\|_{\infty}=\max \left\{\left|\alpha_{i}\right|\right\} .
$$

We furthermore define the sets $S_{\beta_{\infty}}=\left\{x \in R_{q} \mid\|x\|_{\infty} \leq \beta_{\infty}\right\}$ as well as

$$
\mathcal{C}=\left\{c \in R_{q} \mid\|c\|_{\infty}=1,\|c\|_{1}=\nu\right\} \text { and } \overline{\mathcal{C}}=\left\{c-c^{\prime} \mid c \neq c^{\prime} \in \mathcal{C}\right\}
$$

### 2.1 Rejection Sampling

We want to output vectors $\boldsymbol{z}=\boldsymbol{y}+\boldsymbol{v}$ such that $\boldsymbol{z}$ is independent of $\boldsymbol{v}$, and hence, $\boldsymbol{v}$ is masked by the vector $\boldsymbol{y}$. If $\boldsymbol{y}$ is sampled according to a Gaussian distribution $\mathcal{N}_{\sigma}^{k}$ with standard deviation $\sigma$, then we want $\boldsymbol{z}$ to be from the same distribution. $1 / M$ is the success probability for rejection sampling, and $M$ is computed as

$$
\max \frac{\mathcal{N}_{\sigma}^{k}(\boldsymbol{z})}{\mathcal{N}_{\boldsymbol{v}, \sigma}^{k}(\boldsymbol{z})}=\exp \left[\frac{-2\langle\boldsymbol{z}, \boldsymbol{v}\rangle+\|\boldsymbol{v}\|_{2}^{2}}{2 \sigma^{2}}\right] \leq \exp \left[\frac{24 \sigma\|\boldsymbol{v}\|_{2}+\|\boldsymbol{v}\|_{2}^{2}}{2 \sigma^{2}}\right]=M
$$

so that $|\langle\boldsymbol{z}, \boldsymbol{v}\rangle|<12 \sigma\|\boldsymbol{v}\|_{2}$ with probability at least $1-2^{-100}$. Hence, for $\sigma=$ $11\|\boldsymbol{v}\|_{2}$, we get $M \approx 3$. This is the standard way to choose parameters. If the procedure is only done once for the vector $\boldsymbol{v}$, we can decrease the parameters, to the cost of leaking only one bit of information about $\boldsymbol{v}$ from the given $\boldsymbol{z}$.

Lyubashevsky et al. [LNS21] suggest to require that $\langle\boldsymbol{z}, \boldsymbol{v}\rangle \geq 0$. Then we can set $M=\exp \left(\|v\|_{2} / 2 \sigma^{2}\right)$. For $\sigma=0.675\|\boldsymbol{v}\|_{2}$, we get $M \approx 3$, with the effect of rejecting about half of the vectors up front. See [LNS21, Figure 2] for details.

### 2.2 Hardness Assumptions

We first define the Search Knapsack problem in the $\ell_{2}$ norm, also denoted as SKS ${ }^{2}$. The SKS ${ }^{2}$ problem is the Ring-SIS problem in its Hermite Normal Form.

Definition 1. The $\mathrm{SKS}_{N, q, \beta}^{2}$ problem is to find a short vector $\boldsymbol{x}$ of $\ell_{2}$ norm less than or equal to $\beta$ in $R_{q}^{2}$ satisfying $\left[\begin{array}{ll}a & 1\end{array}\right] \cdot \boldsymbol{x}=0$ for a given uniformly random a in $R_{q}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{SKS}_{N, q, \beta}^{2}$ problem if

$$
\operatorname{Pr}\left[\begin{array}{cc|c}
{[a} & 1] \cdot \boldsymbol{x}=0 & a \leftarrow \$ R_{q} ; \\
\wedge & \left\|x_{i}\right\|_{2} \leq \beta & \mathbf{0} \neq \boldsymbol{x} \in R_{q}^{2} \leftarrow \mathcal{A}(a)
\end{array}\right] \geq \epsilon
$$

We also define the Decisional Knapsack problem ( DKS $^{\infty}$ ) in the $\ell_{\infty}$ norm. DKS $^{\infty}$ is equivalent to the Ring-LWE problem when the number of samples is limited.

Definition 2. The $\mathrm{DKS}_{N, q, \beta_{\infty}}^{\infty}$ problem is to distinguish the distribution $\left[\begin{array}{ll}a & 1\end{array}\right]$. $\boldsymbol{x}$, for a short $\boldsymbol{x}$, from the uniform distribution when given uniformly random a in $R_{q}$. An algorithm $\mathcal{A}$ has advantage $\epsilon$ in solving the $\mathrm{DKS}_{N, q, \beta_{\infty}}^{\infty}$ problem if

$$
\begin{aligned}
& \left\lvert\, \operatorname{Pr}\left[b=1 \mid a \leftarrow \$ R_{q} ; \boldsymbol{x} \leftarrow \$ S_{\beta_{\infty}} ; b \leftarrow \mathcal{A}\left(a,\left[\begin{array}{ll}
a & 1
\end{array}\right] \cdot \boldsymbol{x}\right)\right]\right. \\
& -\operatorname{Pr}\left[b=1 \mid a \leftarrow \$ R_{q} ; u \leftarrow \$ R_{q} ; b \leftarrow \mathcal{A}(a, u)\right] \mid \geq \epsilon
\end{aligned}
$$

See [LM06, LPR10] for more details about knapsack problems over rings.

### 2.3 BGV Encryption

Let $p \ll q$ be primes, let $R_{q}$ and $R_{p}$ be defined as above for a fixed $N$, let D be a bounded distribution over $R_{q}$, let $\beta_{\infty} \in \mathbb{N}$ be a bound and let $\lambda$ be the security parameter. The (plain) BGV encryption scheme [BGV12] consists of three algorithms: key generation (KGen), encryption (Enc) and decryption (Dec), where

- KGen samples $a \leftarrow \$ R_{q}$ uniformly at random, samples a short $s \leftarrow \$ S_{\beta_{\infty}}$ and samples noise $e \leftarrow \mathrm{D}$. It outputs keys $\mathrm{pk}=(a, b)=(a, a s+p e)$ and $\mathrm{sk}=s$.
- Enc, on input pk and a message $m$ in $R_{p}$, samples a short $r \longleftarrow \$ S_{\beta_{\infty}}$, samples noise $e^{\prime}, e^{\prime \prime} \leftarrow \mathrm{D}$, and outputs ciphertext $c=(u, v)=\left(a r+p e^{\prime}, b r+p e^{\prime \prime}+m\right)$.
- Dec, on input sk $=s$ and $c=(u, v)$, outputs $m=(v-s u \bmod q) \bmod p$.

The decryption is correct if $\max \|v-s u\|_{\infty}=B_{\text {Dec }}<\lfloor q / 2\rfloor$. The encryption scheme is CPA-secure if the $\mathrm{DKS}_{N, q, \beta}^{\infty}$ problem is hard for some $\beta=\beta\left(N, q, p, \beta_{\infty}\right)$.

### 2.4 Lattice-Based Commitments

Let $\mathcal{N}_{\sigma_{\mathrm{C}}}$ be a Gaussian distribution over $R_{q}$ with standard deviation $\sigma_{\mathrm{C}}$. The commitment scheme by Baum et al. $\left[\mathrm{BDL}^{+} 18\right]$ consists of three algorithms: key generation (KGen), committing (Com) and opening (Open), where

- KGen outputs a public key pk to commit to messages in $R_{q}$. We define

$$
\begin{aligned}
\boldsymbol{A}_{1} & =\left[\begin{array}{ll}
\boldsymbol{I}_{n} & \boldsymbol{A}_{1}^{\prime}
\end{array}\right] & & \text { where } \boldsymbol{A}_{1}^{\prime} \leftarrow R_{q}^{n \times(k-n)} \\
\boldsymbol{a}_{2} & =\left[\begin{array}{lll}
\mathbf{0}^{n} & 1 & \boldsymbol{a}_{2}^{\prime}
\end{array}\right] & & \text { where } \boldsymbol{a}_{2}^{\prime} \leftarrow R_{q}^{(k-n-1)},
\end{aligned}
$$

for height $n+1$ and width $k$ and let pk be $\boldsymbol{A}=\left[\begin{array}{l}\boldsymbol{A}_{1} \\ \boldsymbol{a}_{2}\end{array}\right]$.

- Com commits to messages $m \in R_{q}$ by sampling $\boldsymbol{r}_{m} \longleftarrow S_{\beta_{\infty}}$, and computes

$$
\operatorname{Com}_{\mathrm{pk}}\left(m ; \boldsymbol{r}_{m}\right)=\boldsymbol{A} \cdot \boldsymbol{r}_{m}+\left[\begin{array}{c}
\mathbf{0} \\
m
\end{array}\right]=\left[\begin{array}{c}
c_{1} \\
\boldsymbol{c}_{2}
\end{array}\right]=\llbracket m \rrbracket .
$$

Com outputs commitment $\llbracket m \rrbracket$ and opening $\boldsymbol{d}=\left(m, \boldsymbol{r}_{m}, 1\right)$.

- Open verifies whether $\left(m, \boldsymbol{r}_{m}, f\right)$, with $f \in \overline{\mathcal{C}}$, is a valid opening of $\llbracket m \rrbracket$ with respect to pk by checking that $\left\|\boldsymbol{r}_{m}[i]\right\|_{2} \leq 4 \sigma_{\mathrm{C}} \sqrt{N}$, for $i \in[k]$, and if

$$
f \cdot\left[\begin{array}{l}
c_{1} \\
\boldsymbol{c}_{2}
\end{array}\right] \stackrel{?}{=} \boldsymbol{A} \cdot \boldsymbol{r}_{m}+f \cdot\left[\begin{array}{l}
\mathbf{0} \\
m
\end{array}\right] .
$$

Open outputs 1 if all these conditions holds, and 0 otherwise.
The commitment scheme is hiding if the $\mathrm{DKS}_{N, q, \beta_{\infty}}^{\infty}$ problem is hard and it is binding if the $\mathrm{SKS}_{N, q, 16 \sigma_{\mathrm{C}} \sqrt{\nu N}}^{2}$ problem is hard, see [ $\mathrm{BDL}^{+} 18$, Section 4].

### 2.5 Zero-Knowledge Proof of Linear Relations

Let $\llbracket y \rrbracket, \llbracket y^{\prime} \rrbracket$ be commitments such that $y^{\prime}=\alpha y+\beta$ for some public values $\alpha, \beta \in R_{q}$. The protocol $\Pi_{\text {Lin }}$ in $\left[\mathrm{ABG}^{+} 21\right.$, Figure 1] is a zero-knowledge proof of knowledge, with $\ell_{2}$ bound $B_{\mathrm{C}}=2 \sigma_{\mathrm{C}} \sqrt{N}$ on the responses $\boldsymbol{z}_{i}$, for the relation:

$$
\mathcal{R}_{\text {Lin }}=\left\{(x, w) \left\lvert\, \begin{array}{l}
x=\left(\alpha, \beta, \llbracket y \rrbracket, \llbracket y^{\prime} \rrbracket\right), w=\left(y, \boldsymbol{r}_{y}, \boldsymbol{r}_{y^{\prime}}, f, f^{\prime}\right): \\
\operatorname{Open}\left(\llbracket y \rrbracket, y, \boldsymbol{r}_{y}, f\right)=\operatorname{Open}\left(\llbracket y^{\prime} \rrbracket, \alpha \cdot y+\beta, \boldsymbol{r}_{y^{\prime}}, f^{\prime}\right)=1
\end{array}\right.\right\}
$$

When applying the Fiat-Shamir transform [FS87], we let the challenge $c \in \mathcal{C}$ be the output of a hash function applied to the full transcript. Then, we get the proof $\pi_{L}=\left(c, \boldsymbol{z}_{1}, \boldsymbol{z}_{2}\right)$, where each $\boldsymbol{z}_{i}$ is of size $k N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits. We can compress each $\boldsymbol{z}_{i}$ to get a proof of total size $2(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits by checking an approximate equality instead $\left[\mathrm{ABG}^{+} 21\right.$, Section 3.2]. We denote by

$$
\begin{aligned}
\pi_{L} & \leftarrow \Pi_{\mathrm{LIN}}\left(\left(y, \boldsymbol{r}_{y}, \boldsymbol{r}_{y^{\prime}}, f_{y}, f_{y^{\prime}}\right) ;\left(\alpha, \beta, \llbracket y \rrbracket, \llbracket y^{\prime} \rrbracket\right)\right), \text { and } \\
0 \vee 1 & \leftarrow \Pi_{\mathrm{LINV}}\left(\left(\alpha, \beta, \llbracket y \rrbracket, \llbracket y^{\prime} \rrbracket\right) ; \pi_{L}\right),
\end{aligned}
$$

the run of the proof and verification protocols, respectively, where the verification protocol $\Pi_{\text {Linv }}$ performs the checks as in the last step in $\left[\mathrm{ABG}^{+} 21\right.$, Figure 1] and also verifies that $c$ was computed correctly with respect to the transcript. $\Pi_{\text {Lin }}$ is a sound proof of knowledge in the ROM if the $\mathrm{SKS}_{N, q, 2 B_{\mathrm{C}}}^{2}$ problem is hard.

### 2.6 Amortized Zero-Knowledge Proof of Bounded Openings

Let $\boldsymbol{A}$ be a publicly known $r \times v$-matrix over $R_{q}$, let $\boldsymbol{s}_{1}, \boldsymbol{s}_{2}, \ldots, \boldsymbol{s}_{\tau}$ be bounded elements in $R_{q}^{v}$ and let $\boldsymbol{A} \boldsymbol{s}_{i}=\boldsymbol{t}_{i}$ for $i \in[\tau]$. Letting $\boldsymbol{S}$ be the matrix whose columns are $\boldsymbol{s}_{i}$ and $\boldsymbol{T}$ be the equivalent matrix for $\boldsymbol{t}_{i}$, Baum et al. [ $\left.\mathrm{BBC}^{+} 18\right]$ give a efficient amortized zero-knowledge proof of knowledge for the relation:

$$
\mathcal{R}_{\mathrm{A}}=\left\{(x, w) \left\lvert\, \begin{array}{c}
x=(\boldsymbol{A}, \boldsymbol{T}), w=\boldsymbol{S}: \\
\forall i \in[\tau]: \boldsymbol{t}_{i}=\boldsymbol{A} \boldsymbol{s}_{i} \wedge\left\|\boldsymbol{s}_{i}\right\|_{2} \leq 2 \cdot B_{\mathrm{A}}
\end{array}\right.\right\}
$$

The protocol $\Pi_{\mathrm{A}}$ is depicted in $\left[\mathrm{BBC}^{+} 18\right.$, Figure 1]. We use a challenge matrix $\boldsymbol{C}$ with entries sampled from $\mathcal{C}_{\mathrm{A}}=\{0,1\}$. For security parameter $\lambda$, we define the number of parallel protocol instances to be $\hat{n}=\lambda+2$. Denote by

$$
\pi_{\mathrm{A}} \leftarrow \Pi_{\mathrm{A}}(\boldsymbol{S} ;(\boldsymbol{A}, \boldsymbol{T})), \text { and } 0 \vee 1 \leftarrow \Pi_{\mathrm{AV}}\left((\boldsymbol{A}, \boldsymbol{T}) ; \pi_{\mathrm{A}}\right),
$$

the run of the proof and verification protocols, respectively, where the $\Pi_{\mathrm{A}^{-}}$ protocol, using Fiat-Shamir, produces a proof of the form $\pi_{\mathrm{A}}=(\boldsymbol{C}, \boldsymbol{Z})$, where $C$ is the output of a hash-function applied to the full transcript, and the $\Pi_{\mathrm{AV}^{-}}$ protocol consists of the two checks in the last step in $\left[\mathrm{BBC}^{+} 18\right.$, Figure 1]. The verification bound on each column of $\boldsymbol{Z}$ is $B_{\mathrm{A}}=\sqrt{2 N} \sigma_{\mathrm{A}}$. Note that $\sigma_{\mathrm{A}}$, and also $B_{\mathrm{A}}$, depends on the norm of $\boldsymbol{S}$ (see rejection sampling in Section 2.1). Hence, the bound we can prove depends on the number of equations in the statement. $\Pi_{\mathrm{A}}$ is a sound proof of knowledge in the ROM if $\mathrm{SKS}_{N, q, 2 B_{\mathrm{A}}}^{2}$ is hard.

## 3 The Verifiable Decryption Protocol

The protocol is direct. The prover starts by decrypting the ciphertext $(u, v)$ to obtain the underlying plaintext $m$ as $m=(v-u s \bmod q) \bmod p$. Then, he commits to the noise $d\left(=e r+e^{\prime \prime}-s e^{\prime}\right)$ in the ciphertexts as $\llbracket d \rrbracket$. Finally, he proves two statements in zero-knowledge: 1) the linear relation $p \llbracket d \rrbracket=v-m-u \llbracket s \rrbracket$ holds modulo $q$ with respect to the noise and a public commitment to the secret key, and 2) the value committed to in $\llbracket d \rrbracket$ is shorter than some bound $B<q / 2 p$.

More precisely, we present a proof protocol for the following relation:

$$
R_{\mathrm{DEC}}=\left\{(x, w) \left\lvert\, \begin{array}{l}
x=\left((a, b), \llbracket s \rrbracket,\left(u_{1}, v_{1}\right), \ldots,\left(u_{\tau}, v_{\tau}\right), m_{1}, \ldots, m_{\tau}\right), \\
w=\left(s, \boldsymbol{r}_{s}, f_{s}\right) \text { such that Open }\left(\llbracket \rrbracket \rrbracket ; s, \boldsymbol{r}_{s}, f_{s}\right)=1 \\
\wedge \forall i \in[\tau]: p d_{i}=v_{i}-m_{i}-u_{i} s \wedge\left\|d_{i}\right\|_{\infty}<q / 2 p .
\end{array}\right.\right\}
$$

Here, we assume that either a trusted dealer generated the public key and secret key together with a commitment to the secret key, or that the prover already has proved in zero-knowledge that the public key is well formed and that the secret key is committed to in $\llbracket s \rrbracket$, using any exact proof from the literature.

The verifiable decryption protocol $\Pi_{\mathrm{DeC}}$, for prover $\mathcal{P}$, goes as following:

1. $\mathcal{P}$ takes as input a set of ciphertexts $\left(u_{1}, v_{1}\right), \ldots,\left(u_{\tau}, v_{\tau}\right)$ and $\left(\llbracket s \rrbracket, s, \boldsymbol{r}_{s}, f_{s}\right)$.
2. $\mathcal{P}$ runs Dec on input $s$ and $\left(u_{i}, v_{i}\right)$ for all $i \in[\tau]$ to obtain messages $m_{1}, \ldots, m_{\tau}$.
3. $\mathcal{P}$ extracts noise $d_{i}$ by computing $d_{i}=\left(v_{i}-m_{i}-u_{i} s\right) / p \bmod q$ for all $i \in[\tau]$.
4. $\mathcal{P}$ commits to all $d_{i}$ as $\llbracket d_{i} \rrbracket$, and proves $p \llbracket d_{i} \rrbracket=v_{i}-m_{i}-u_{i} \llbracket s \rrbracket$ using $\Pi_{\text {Lin }}$.
5. $\mathcal{P}$ uses protocol $\Pi_{\mathrm{A}}$ to prove that all $\left\|d_{i}\right\|_{2}$ are bounded by $B_{\mathrm{A}} \leq \sqrt{2 v N} \sigma_{\mathrm{A}}$.
6. $\mathcal{P}$ outputs messages $\left\{m_{i}\right\}_{i=1}^{\tau}$, commitments $\left\{\llbracket d_{i} \rrbracket\right\}_{i=1}^{\tau}$ and proofs $\left\{\pi_{L_{i}}\right\}_{i=1}^{\tau}, \pi_{\mathrm{A}}$.

A verifier $\mathcal{V}$ runs the verification protocol $\Pi_{\text {DecV }}$ which checks that all proofs $\left\{\pi_{L_{i}}\right\}_{i=1}^{\tau}$ and $\pi_{\mathrm{A}}$ are valid with respect to $(a, b),\left\{\left(u_{i}, v_{i}\right)\right\}_{i=1}^{\tau}$ and $\left\{m_{i}\right\}_{i=1}^{\tau}$.

Theorem 1. The verifiable decryption protocol $\Pi_{\mathrm{Dec}}$ is a complete, sound and zero-knowledge proof protocol in the $R O M$ for relation $R_{\mathrm{Dec}}$ when $B_{\mathrm{A}}<q /(4 p)$.

Proof. We argue each of the properties as following:

Completeness. It follows directly that $\Pi_{\mathrm{DEC}}$ is complete if the encryption scheme is correct, which is the case when $\|v-s u\|<q / 2$, and the protocols $\Pi_{\text {Lin }}$ and $\Pi_{\mathrm{A}}$ are complete. Hence, we only need to make sure that $\|v-s u\|<q / 2$. The protocol $\Pi_{\mathrm{A}}$ guarantees that the noise is bounded as $\left\|d_{i}\right\|_{2} \leq 2 B_{\mathrm{A}}$. It follows that if $B_{\mathrm{A}}<q /(4 p)$ then $\left\|d_{i}\right\|_{\infty}<q / 2 p$, and the decryption is correct.

Special soundness. The soundness of the protocol follows directly from the underlying zero-knowledge protocols $\Pi_{\text {LIN }}$ and $\Pi_{\mathrm{A}}$. With the use of rewinding we can either extract the secret key $s$ or the noise $d_{i}$ (which reveals the secret key) or some short vectors breaking the SKS ${ }^{2}$ problem for the given parameters.

Honest-verifier zero-knowledge. The zero-knowledge property follows directly from the underlying zero-knowledge protocols $\Pi_{\text {LiN }}$ and $\Pi_{\mathrm{A}}$, which are both honest-verifier zero-knowledge. Hence, with input messages $m_{1}, \ldots, m_{\tau}$ we can simulate the decryption proof by sampling uniformly random values $d_{i}$, committing to them as $\llbracket d_{i} \rrbracket$ and then simulating all the proofs $\pi_{L_{i}}$ and $\pi_{\mathrm{A}}$ subsequently.

## 4 Performance

### 4.1 Parameters and Size

From the verifiable decryption protocol in Section 3 we get that the statement consists of $\tau$ ciphertexts $\left(u_{i}, v_{i}\right)$ and messages $m_{i}$. Each element $u_{i}$ and $v_{i}$ are uniformly elements in $R_{q}$ of size $N \log _{2} q$ bits each. The messages are elements in $R_{q}$ with coordinates modulo $p$, and hence, are of size $N \log _{2} p$ bits. Each proof $\pi_{L}$ are of size $2(k-n) N \log _{2}\left(6 \sigma_{\mathrm{C}}\right)$ bits, for $\sigma_{\mathrm{C}}=11 \nu \beta_{\infty} \sqrt{k N}$, and the proof $\pi_{\mathrm{A}}$ is of size $(k+1) \hat{n} N \log _{2}\left(6 \sigma_{\mathrm{A}}\right)$ bits. However, the norm bound $B_{\mathrm{A}}$ depends on the number of equations being proved at once, and hence, if $\tau$ is large it is beneficial to prove smaller batches, e.g., of size $N$, instead of all equations at once.

As a concrete example, we set $p=2, \beta_{\infty}=1$ and let D be the ternary distribution over $R_{q}$. It then follows that, for honestly generated ciphertexts,

| $p$ | $q$ | $N$ | $\beta_{\infty}$ | $M$ | $k$ | $n$ | $\hat{n}$ | $\nu$ | $\sigma_{\mathrm{C}}$ | $B_{\mathrm{C}}$ | $\sigma_{\mathrm{A}}$ | $B_{\mathrm{A}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | $\approx 2^{44}$ | 2048 | 1 | 3 | 3 | 1 | 130 | 36 | $\approx 2^{15.9}$ | $\approx 2^{22.4}$ | $\approx 2^{28}$ | $\approx 2^{40.5}$ |

Table 1. Example parameters for the verifiable decryption protocol with more than 128 bits of security against quantum adversaries ensuring correct decryption for honestly generated ciphertexts. Rejection sampling success probability is set to be $\approx 1 / 3$.
$\|v-u s\|_{\infty} \leq p(2 N+1)$. Furthermore, we get the following bound for $\left\|d_{i}\right\|_{\infty}$ :

$$
\begin{aligned}
\left\|d_{i}\right\|_{\infty} & \leq 2 B_{\mathrm{A}}=\sqrt{8 N} \sigma_{\mathrm{A}} \leq \sqrt{8 N} \cdot 0.675\left\|\boldsymbol{S}^{\prime} \boldsymbol{C}^{\prime}\right\|_{2} \leq 2 \sqrt{N} \cdot\left\|\boldsymbol{S}^{\prime}\right\|_{1}\left\|\boldsymbol{C}^{\prime}\right\|_{\infty} \\
& \leq 2 \sqrt{N} \cdot\left(\beta_{\infty} k N+p(2 N+1) N\right) \tau
\end{aligned}
$$

Thus, setting $k=3, n=1, \hat{n}=130, \nu=36$ and $\tau=N=2048$ gives us $\left\|d_{i}\right\|_{\infty} \leq 2^{41.5}$, and we can safely set $q \approx 2^{44}$ to get correctness. We claim more than 128 bits security against a quantum adversary for these parameters using the LWE estimator by Albrecht et al. [APS15] with the BKZ.qsieve cost model. A smaller $N$ results in smaller noise, but the size of $q$ would give lower security.

| Message $m_{i}$ | Ciphertext $\left(u_{i}, v_{i}\right)$ | Commitment $\llbracket d_{i} \rrbracket$ | Proof $\pi_{L_{i}}$ | Proof $\pi_{\mathrm{A}}$ | Proof $\pi_{\text {Dec }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.256 KB | 22.6 KB | 22.6 KB | 19 KB | $2 \tau \mathrm{~KB}$ | $43.6 \tau \mathrm{~KB}$ |

Table 2. Sizes for parameters $p=2, q \approx 2^{44}$ and $N=2048$ computing proof $\pi_{\mathrm{DeC}}=$ $\left(\left\{\llbracket d_{i} \rrbracket, \pi_{L_{i}}\right\}_{i=1}^{\tau}, \pi_{\mathrm{A}}\right)$, where shortness proofs $\pi_{\mathrm{A}}$ is amortized over batches of size 2048.

### 4.2 Implementation and Timings

We provide a proof-of-concept implementation of our protocol in C++ using the NTL-library [Sho21]. The implementation was benchmarked on an Intel Core i5 running at 2.3 GHz with 16 GB RAM. The timings are given in Table 3. The implementation is very simple, consists of a total of 350 lines of code, and is available online ${ }^{\star}$. A comparison of NTL to NFLlib $\left[\mathrm{ABG}^{+} 16\right]$ indicates that an optimized implementation could provide speedup by an order of magnitude.

| Noise $\llbracket d_{i} \rrbracket$ | Proof $\Pi_{\mathrm{LIN}}$ | Verification $\Pi_{\mathrm{LINV}}$ | Proof $\Pi_{\mathrm{A}}$ | Verification $\Pi_{\mathrm{AV}}$ | Proof $\pi_{\mathrm{DEC}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $5 \tau \mathrm{~ms}$ | $47 \tau \mathrm{~ms}$ | $12 \tau \mathrm{~ms}$ | $24 \tau \mathrm{~ms}$ | $12 \tau \mathrm{~ms}$ | $76 \tau \mathrm{~ms}$ |

Table 3. Amortized time per instance over $\tau=2048$ ciphertexts.

### 4.3 Comparison

We compare to the verifiable decryption protocols by Lyubashevsky et al. [LNS21] and Gjøsteen et al. $\left[\mathrm{GHM}^{+} 22\right]$. As noted by $\left[\mathrm{GHM}^{+} 22\right.$, Section 8], the protocol by Boschini et al. [BCOS20] give proof sizes of approximate 90 KB , which is roughly twice the size of $\pi_{\text {Dec }}$. Furthermore, the run time is several minutes per ciphertext, which would deem it unusable for larger sets of ciphertexts.

[^24]Comparison to Lyubashevsky et al. (PKC 2021). They give a verifiable decryption protocol for the Kyber encapsulation scheme for a ring of dimension $N=256$ and modulus $q=3329$ with secret and noise values bounded by $\beta_{\infty}=2$. The proof of correct decryption is of size 43.6 KB . We observe that our proof is of exactly the same size but with a plaintext space of 2048 bits instead of only 256 bits. We expect our proof size to be smaller than theirs for ciphertexts encoding larger messages, but note that they can provide efficient proofs for single ciphertexts for small moduli while our protocol is only efficient in the amortized setting for ciphertext moduli at least 44 bits. Furthermore, our protocol is much simpler, as [LNS21] make use of partially splitting rings and automorphisms by combining proofs of multiplication and range proofs - making the protocol difficult to implement in practice. They do not provide timings.
Comparison to Gjøsteen et al. (ACISP 2022). They give a verifiable decryption protocol $\Pi_{\text {zKPCD }}$ for the BGV encryption scheme. However, because of their noise drowning techniques, they are forced to use a moduli of at least $q \approx 2^{55}$. Their proof size is also depending on the soundness parameter $\lambda$, giving a proof of size $14 \lambda$ KB per ciphertext. For an interactive protocol with $\lambda=10$ they get a proof of size $3.2 \times$ larger than our proof, and for a non-interactive protocol with $\lambda=128$ their proof size is $41 \times$ larger than ours. They have implemented their protocol, and give a cost of at least $4 \lambda \mathrm{~ms}$ per ciphertext using NTL, which is similar to our protocol for $\lambda=19$ and otherwise slower.

They also sketch a protocol $\Pi_{\text {DistDec }}\left[\mathrm{GHM}^{+} 22\right.$, Section 8$]$, requiring $q \approx 2^{78}$ and $N=4096$. This protocol gives a proof of size $\approx 363$ KB per ciphertext, a factor 8 larger than our proof. They do not provide timings for this protocol.
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