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This work focuses on the constitutive modeling of a graded porous polymer pipeline coating based on X-ray
micro computed tomography (XRMCT). Previous work has revealed that finite element (FE) models generated
from XRMCT scans of cylindrical coating specimens reproduce their response in uniaxial compression accurately.
In thiswork, we use FEmodels generated fromXRMCT scans to study the pressure-sensitive yield strength of the
porous coating. Since the coating is known to have a graded pore structure through its thickness, data from an
XRMCT scan of a full coating sample is divided into twenty-four sublayers across the coating thickness, from
which FE models are generated. These FE models are used to perform numerical limit analyses to map the
yield locus for each sublayer, which are utilized to calibrate an analytical yield surface. A strong correlation is
found between the fitted yield surface parameters and the average porosity of the sublayers. This observation
is used to propose a constitutive model where the yield strength depends on the porosity and its evolution
with deformation. The constitutive model is implemented as a user subroutine in a commercial explicit FE solver
and validated against experimental component tests, showing good agreement.

© 2020 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
tory (SIMLab), Department of
and Technology (NTNU), NO-

. This is an open access article under
1. Introduction

Steel pipelines are used to transport hydrocarbon fluids along the
seabed. To preserve the inherent temperature of the fluid flow, thus
preventing the formation of hydrocarbon precipitates and loss of pres-
sure, pipelines are often coated with insulating polymeric coating sys-
tems [1]. These coatings have been shown to influence the mechanical
response of the subseapipelines. There exists a great economic potential
the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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in including polymeric coating products in the structural analysis of a
full pipeline design with respect to reduced material consumption in
more optimized cross-sectional designs and more efficient pipeline
routes. The prevailing standards allow the inclusion of beneficial contri-
butions made by coatings to the structural integrity of pipeline designs,
but any possible effects need to be documented [2]. Such documenta-
tion is sought through either comprehensive experimental test pro-
grams, numerical analyses, or a combination of both. While the
experiments are often expensive, time-consuming and case-specific,
numerical simulations serve as a potentially cost-effective, time-
efficient and versatile alternative. However, the complex designs of
polymeric coatings complicate the use of standardized numerical ap-
proaches andmake it difficult to include them inmodern computational
frameworks – such as the finite element (FE) method. Much effort has
been devoted to estimating the mechanical response of anti-corrosion
coatings [3,4], but certain features of pipeline insulation solutions fur-
ther complicate the use of commonmodeling techniques. Porous mate-
rials are commonly used in such solutions due to their superior thermal
properties [5], but thesematerials are at the same time found to contrib-
ute considerably to the structural capacity of pipelines [6] under ex-
treme loading conditions such as accidental impact loads. A porous
material is understood to be a two-phase material made up of a solid
material with a distributed pore phase. The separation of the pores
and the solid material is in general made on the macroscopic scale,
while the morphological features of the solid polymer are considered
on the microscopic scale. According to Gibson and Ashby [7], cellular
solids are governed by the geometrical features (i.e., macroscopic fea-
tures) of the pores and the intrinsic properties of the solid phase mate-
rial (i.e., microscopic features). The properties of a cellular solid are
oftenmodeled as a function of the properties of the constituentmaterial
scaled with the porosity. Reyes and Børvik [8] performed uniaxial com-
pression tests on specimens made of foamed extruded polystyrene and
expanded polypropylene at three different densities each. They found a
clear correlation between specimen density, and the stiffness and
strength of thematerials. Vestrum et al. [9] also revealed that the porous
morphology found in these polymer-based coatings dominates the me-
chanical behavior. It follows that there exists a need for an effective
modeling framework for porous coating products.

X-ray micro computed tomography (XRMCT) has proved itself as a
viable tool in deriving FEmeshes of the actual macroscopic morphology
of cellular materials [10–14]. In previous work by Vestrum et al. [9], the
macroscopic and microscopic morphologies in a series of porous poly-
mer coating specimens were mapped using XRMCT and differential
scanning calorimetry. Finite elementmeshes of the actual porous struc-
tures were derived from the XRMCT data. All specimens were also ex-
perimentally tested in uniaxial compression and used in the validation
of the modeling approach. The approach was found to reproduce the
mechanical behavior across a wide range of specimen morphologies.
However, due to the computational requirements of conducting such
analyses, alternativemodelingmethods are deemed necessary to inves-
tigate the mechanical behavior of full-scale components. The XRMCT-
based framework is thought to serve as a means in the development
of constitutive models.

In the framework proposed by Vestrumet al. [9], the porous pipeline
material was directly modeled using a fine mesh of finite elements. As
the final goal is to run FE simulations of real components using this ap-
proach, the number of elements must be reduced. Thus, a constitutive
model, which represents themechanical behavior of larger coating vol-
umes, must be developed. Many different materials are known to have
mechanical properties that are sensitive to the hydrostatic stress
(i.e., pressure), such as the yield strength [15–18]. While the von
Mises yield criterion [19] is invariant to the hydrostatic stress and only
a function of the deviatoric part of the stress tensor, other criteria
allow for yielding to occur under pure hydrostatic stress states. Drucker
and Prager [15] introduced a pressure-dependent yield criterion for de-
scribing the plastic deformation of soils, which has also been applied to
concrete, polymers and foams. Deshpande and Fleck [18] presented an
isotropic yield function derived from phenomenological observations,
which has become a much-used model for cellular materials. Gurson
[16] developed a model intended for porous ductile materials with
much lower void (cell) volume fractions than in foams. The Gurson
yield criterion [16] has a shape comparable to that proposed by
Deshpande and Fleck [18], but is derived through an intricate evaluation
of a small hollow sphere in a rigid-perfectly plastic material. Fritzen
et al. [20] presented a homogenization procedure for estimating the ef-
fective global yield function by considering a fictious porous solid on
three scales. FE models of representative volume elements were gener-
ated, where the solid phase was modeled as plastically compressible
(i.e., pressure sensitive) and porosity was produced by eroding perfect
spherical shapes. Using unit cell simulations on these FEmodels, the au-
thors mapped the global yield surface. The idea presented by Fritzen
et al. [20] has fundamental similarities to the approach presented in
this work, but the models used here are derived from actual material
specimens and the applied constitutive models differ.

In this work, a model for the constitutive behavior of a graded po-
rous polymer pipeline coating is proposed. To this end, a framework is
establishedwhere XRMCT is used to characterize andmodel themacro-
scopic structure. The aim of thework is to establish a constitutivemodel
for the elastic-plastic behavior of the coating material. An XRMCT scan
of a large coating specimen is used as a means for the approach. FE
models of the macroscopic structure are produced to analyze how the
initial yield strength varies across the coating. The results from these
analyses are used to establish a constitutivemodel for the coatingmate-
rial. Fig. 1 provides anoverviewof the essential steps in the approach for
deriving a validated constitutive model. The figure also indicates the
sections where the different steps are introduced. Section 2 presents
themulti-layer polymer coating studied in this work. Section 3 contains
details related to the acquisition and post-processing of the data pro-
duced by the XRMCT scan of the coating sample. The XRMCT data is
post-processed to facilitate both quantitative characterization of the
macroscopic pore structure and the conversion to FE models. Previous
work has revealed an inhomogeneous macroscopic morphology across
the thickness of the coating. Here, the XRMCT data is sectioned into 24
smaller volumes (called sublayers) across the thickness. FE models are
derived from each of these sublayers. A unit cell framework [21] is
then used to study the influence of the macroscopic structure on the
pressure sensitivity of the yield strength of each sublayer. Pointwise nu-
merical limit analyses mapping the initial yield surface in terms of the
von Mises equivalent stress and the hydrostatic stress are finally per-
formed for each sublayer. In Section 4, the Deshpande-Fleck yield func-
tion for cellular materials is calibrated to these mappings to develop an
elastic-plastic constitutive model to be used in full-scale FE analysis. A
strong correlation between the parameters of the yield function and
the macroscopic porosity of the sublayers is found. This correlation is
used tomake the parameters of the Deshpande-Fleck yield function de-
pendent on and evolving with the porosity of thematerial element. The
elastic-plastic constitutive model of the polymer coating is imple-
mented as a material subroutine in Abaqus/Explicit [22] and validated
against experimental compression tests of coating specimens in
Section 5. The novel aspect of thiswork is amodeling framework for po-
rous solids based on numerical limit analyses of the actual macroscopic
morphology using XRMCT imaging. In this study, the framework was
used to establish a constitutive model for a porous polymer pipeline
coating. The parameters are correlated with the coating porosity,
which allows the model response to evolve with the changes in the
macroscopic morphology as the material deforms.

2. Material

A typical multi-layer polypropylene-based coating system found on
rigid steel pipelines in the North Sea is considered in this study. The coat-
ing is a commercial product known as Thermotite and produced by



Fig. 1. Overview of the various modeling steps.
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Shawcor Norway [23]. Such coatingsmay come in a range of layer config-
urations and thicknesses to serve different application demands. This
customizability results in a wide range of designs with often very differ-
ent properties. Fig. 2(a) presents a rendering of a pipeline sample with
the coating design investigated in this study, while Fig. 2(b) gives a de-
tailed overview of layer dimensions and features over the cross-section.
The latter figure also introduces a polar coordinate system that is used
throughout the article. Each individual layer in the full coating system
serves a unique purpose. While the innermost layers (3LPP in Fig. 2(b))
are in themselves a common anti-corrosion solution for pipelines, this
coating system also has two additional external layers providing thermal
insulation. The porous layer consists of a polypropylene material pro-
duced by the Borealis Group called BA202E [24] and constitutes over
80% of the total coating thickness. Examinations of the same coating sys-
tem have documented significant gradients in density, which is closely
related to themechanical properties, throughout the thickness of the po-
rous layer [6,9]. This was reasoned to be caused by morphological gradi-
ents on both the micro- and macroscopic scales within the coating
material [9]. In thiswork, we investigate the influence of themacroscopic
morphology on the mechanical behavior of the coating.
Fig. 2. (a) Illustrative overview and (b) cross-section (
3. XRMCT-based modeling

3.1. Experimental work

In this study, we use XRMCT to produce 3D images of the macro-
scopic porous morphology of the coating. XRMCT is a nondestructive
imaging technology for mapping densities in 3D volumes at discrete
points of micrometer scale. In typical industrial XRMCT, a series of X-
ray radiographs is sampled over a given volume at different angles as
the specimen rotates on a rotary mount. Each radiograph is a two-
dimensional (2D) gray-scale image representing the attenuation of ra-
diation of the mass occupying the volume. By correlating all the radio-
graphs, a 3D image may be reconstructed. Each discrete point in the
3D image, called a voxel (equivalent to a 2D pixel), holds a gray-scale
value. As the attenuation of X-ray radiation is a function ofmaterial den-
sity, the gray-value of a voxel is related to the mass density of the sub-
space it covers.

A single specimen of the same coating as described in Section 2 was
retrieved from actual subsea pipeline samples and consisted of all poly-
meric layers as presented in Fig. 2(b). The specimen was arch-shaped
with dimensions) of the studied pipeline design.
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with approximate minimum length spans along the z, θ and r directions
of 40 mm, 35 mm and 48 mm, respectively (see Fig. 3(a)). As the sup-
plied pipeline sample had no obvious markings that indicates its extru-
sion direction, the positive direction of the z-axis was chosen arbitrarily.
The specimenwas scanned using a Nikon XTH225 STMicroCTmachine
at the Norwegian University of Science and Technology (NTNU). Fig. 3
(b) presents a picture of the setup inside the machine. This is a labora-
tory XRMCT device with a 225 kV Wolfram reflection target (X-ray
source in Fig. 3(b)), and a panel detector with 2000 × 2000 pixels of
200 μm pixel size and 16-bit pixel depth (X-ray detector in Fig. 3(b)).
To reduce the accumulation of random noise, every single projection
was produced by averaging two separate X-ray radiographs (each
with 1 s exposure time). A total of 1751 projectionswere produced dur-
ing a full rotation of the specimen. After the scan was completed, the
volume was reconstructed using the commercial software Nikon CT
Pro 3D (Version XT 3.1.3). The 3D density mapping was then exported
as a series (stack) of 8-bit gray-scale images. Each image represents a
cross-section of the volumewith the same spatial thickness as the pixels
in the image, giving a set of (cubic) voxels. The metadata produced by
the reconstruction software reported a voxel resolution of
0.0351 mm × 0.0351 mm × 0.0351 mm. Fig. 3(c) shows a surface ren-
dering produced from the exported image stack. As the raw data con-
sists of 8.0 × 109 voxels, the 3D voxel matrix needs to be processed to
make it eligible for further characterization and model adaptation.

3.2. Post-processing

While the raw data produced by XRMCTmay provide qualitative in-
sight to some of the coating features, it needs to be further processed to
facilitate its use in the simulation framework [9]. The raw data is essen-
tially a 3Dmatrix (2000 × 2000 × 2000 voxels) where each entry holds
an 8-bit integer (i.e., a discrete value from 0 to 255), which represents
each voxel and the radiodensity of the subspace it spans. The raw data
is referred to as a voxel matrix in the sequel. The following section pre-
sents an overview of the post-processing steps necessary to establish
the finite element models. For a fully detailed description of the FEA
preparation process, the reader is referred to Vestrum et al. [9]. Except
for the acquisition and reconstruction of the raw XRMCT data, all the
post-processing steps were conducted using open-license software
and freely available Python modules.

As the specimen originates from a pipeline cross-section with a cur-
vilinear coordinate system (as presented in Fig. 2(b)), the rawvoxelma-
trix is transformed to fit a Cartesian coordinate system to ease further
processing. By fitting circular shapes to the innermost curvature of the
3LPP layers (red dashed line in Fig. 4(a)) and the outmost curvatures
Fig. 3. Photos of (a) the coating specimen with approximate dimensions, (b) the setup inside t
rotation mount.
of the Solid polypropylene layer (black dashed line in Fig. 4(a)), and uti-
lizing their known spatial values, the polar axis of the polar coordinate
system was estimated. After establishing the polar axis, the scalar field
was evaluated at intermediate radial values (at intervals corresponding
to a voxel's span along r) to create a flattened representation as illus-
trated in Fig. 4(b). The Cartesian coordinate axes were denoted r ∗, θ ∗

and z ∗, and the transformed data set was cropped to remove artifacts
caused by machining processes and assuring straight boundary walls.
The dimensions of the matrix (after cropping) are described by
r0
∗ × θ0∗ × z0

∗ equaling 1374 × 954 × 1063 voxels that spans
48.2 mm × 33.5 mm × 37.3 mm. This remapped voxel matrix is used
as basis for the FEA preparation process.

The model preparation steps described in detailed by Vestrum et al.
[9] are applied to the cropped voxel matrix in order to convert the data
to FE meshes. While a full restatement of the procedure is omitted
herein, a brief outline is provided in the following. Owing to the high
resolution produced by the XRMCT, a downscaling is necessary to
make the final FE models computationally tractable. Vestrum et al. [9]
found, through the analyses of cylindrical specimens with height
6mm and diameter 10mm, that a downscaled version of the voxel ma-
trix with element corresponding to side lengths of 0.08 mm produced
very good results in terms of model run time and correspondence
with experimental results. This downscaling implies a reduction of spa-
tial resolution by a factor of 2.28 (=0.08/0.0351) for the respective
voxel matrix. In addition to downscaling, a key step in the preparation
is tomake a clear distinction between polymer and pores through a seg-
mentation process known as binarization. Binarization entails deciding
on a gray value threshold, which divides the voxel matrix' bimodal
gray scale histogram into two and separates solid and non-solid matter.
The binary voxel matrix represents a 3D image of themacroscopic mor-
phology found in the coating sample, and it is this data set that is used as
the basis for deriving the sublayer models in the next section.

3.3. Sublayer models

In this section, we present the steps taken in evaluating the pressure
sensitivity of the yield strength introduced by the macroscopic mor-
phology across the coating thickness. The XRMCT-based modeling ap-
proach applied by Vestrum et al. [9] was used on the binary voxel
matrix to derive FE models representing the macroscopic structure of
thin layers throughout the coating thickness denoted sublayers. The
sublayers were produced by slicing the voxel matrix into a total of 24
pieces along the radial direction. Each sublayer had a thickness of ap-
proximately 2 mm. The sublayers were analyzed using a FE unit cell
model where the influence of the macroscopic morphology on the
he XRMCT machine and (c) a surface rendering of the scanned specimen and parts of the



Fig. 4. Illustrations of the transformation from (a) a polar to (b) a Cartesian coordinate system.
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yield strength of each sublayer regionwas analyzed. This procedurewill
be described in the subsequent sections. From visual observations of the
voxel matrix, a preferred orientation in the macroscopic morphology is
seen, which will inevitably influence the mechanical behavior of the
sublayers [25]. The anisotropy is inherently captured by the unit cell
model. However, to limit the scope of this work, we have not focused
on assessing the anisotropic properties of the material, and we have
consequently not investigated the effects of changing the principal load-
ing direction in the numerical unit cell analyses. The choice of principal
loading direction is justified by considering that the typical pipeline ap-
plication usually entails compressive loading in the thickness (or r)
Fig. 5. (a) Overview and (b) close-up of geometries retrieved
direction. Due to limitations in computational resources, ¼ of the
voxel matrix was used to produce sublayer models with dimensions
of around 16 mm × 16 mm × 2 mm. Elements with dimensions
0.08 mm × 0.08 mm × 0.08 mm have been shown to provide a good
trade-off between model accuracy and runtime [9], and the same ele-
ment size was chosen here.

Fig. 5 presents an overview of the analyzed sublayer models. Each
sublayer model consisted of a unique FE mesh that is identified by the
solid lines in Fig. 5(a) and given a number between 0 and 23 denoting
to their position along r ∗. The sublayer numbers 0, 1, 2 and 23 are left
out of the FE modeling herein as they are free from pores and their
from the voxel matrix and used in the unit cell analyses.
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mechanical behavior consequently conform to that of the polymer ma-
trix. A full through-thickness evaluation (i.e., all permissible sublayers)
was only performed on a quarter section of the voxel matrix (yellow
volumes in Fig. 5). However, the remaining 3 quarters of the voxel ma-
trix were also analyzed for sublayers 7, 12 and 21 to study the repeat-
ability of the approach.

To aid the presentation of the results, normalized Cartesian coordi-

nates ðr�; θ�; z�Þ∈½0;1� are defined as

r� ¼ r�−Δr�

r�0
; θ

� ¼ θ�

θ�0
; z� ¼ z�

z�0
ð1Þ

where Δr ∗ = 136.6 mm and r�0 = 48.2 mm, θ�0 = 37.3 mm and z�0 =
33.5 mm are the innermost coating radius and the thickness, width
and depth of the prepared voxel matrix, respectively.

The relative density across r� based on the post-processed XRMCT
data is given in Fig. 6. The total number of elements in each sublayer
may be estimated using the relation

Nelements
i ¼ 16� 16� 2

0:083 � ρ�
i ð2Þ

where ρ∗
i is the average relative density of sublayer number i. The rela-

tive density data presented in Fig. 6 indicates that the analyzed sublayer
models had element counts in the range of 1,000,000 (ρ ∗ = 1.0) to
700,000 (ρ ∗ = 0.7).

3.4. Unit cell framework

While the yield surface of many metallic solids is defined by the
equivalent von Mises stress, cellular and polymeric materials often
show a strong dependence also of the pressure (i.e., the hydrostatic
stress). Here, we will evaluate the pressure sensitivity of the global
yield strength of each sublayer by numerical limit analyses based on a
unit cell framework [21]. This framework enables an elaboratemapping
of the global mechanical response of multi-phase materials that is not
easily obtained from experiments. A prescribed stress state history is
obtained through iterative monitoring and updating of the boundary
conditions enforced on the unit cell model. By considering the sublayers
as unit cells, which represent the properties of their respective region
across the coating thickness, the pressure sensitivity of the yield
strength as a function of the relative density can be numerically evalu-
ated. As we are investigating initial yielding in this study, linear geome-
try has been used in all the analyses.

In the following, we adopt the notation from [21], where Σij and σij

denote components of the global and local stress tensors, respectively.
The local (continuum) stress σij pertains to the individual elements in
the model, which are assumed to be linearly elastic-perfectly plastic
with yield stress equal toσ0=28MPa. Perfect plasticity is used because
Fig. 6. The variation in relative density across the prepared voxel matrix for normalized

dimensions r� , θ
�
and z� .
only the initial yield strength is evaluated here. Displacements that
maintain a specified ratio between the stress components are applied
to the exterior nodes. These are enforced via nonlinear multi-point con-
straints (MPC) between the unit cell nodes and a fictitious node outside
the model. Throughout this work, we will impose proportional loading
states, which corresponds to maintaining constant stress ratios. For de-
tails regarding the numerical procedure, the reader is referred to
[26–29]. For each parallel edge-face pair, one node set is given symmet-
ric boundary conditions, while the node set of the opposing boundary is
displaced rigidly in the direction of the face normal. The displacement
increments applied to each node set are calculated to meet the pre-
scribed proportional loading conditions. The global stresses Σij are cal-
culated from the sum of the nodal forces recorded at the node sets
divided by the nominal area of the undeformed boundary face. Each
sublayer geometry is considered as a representative volume element
(i.e., a unit cell) for the region. The global stress represents an averaged
response measure where the interaction between the matrix behavior
(governed by the local stresses) and the geometrical features of the
sublayer is homogenized. With Σ1, Σ2, and Σ3 denoting the ordered
principal stress components (Σ1 N Σ2 N Σ3), the hydrostatic stress (ΣH)

and the von Mises equivalent stress ðΣVM
eq Þ are in turn calculated as

ΣH ¼ 1
3

Σ1 þ Σ2 þ Σ3ð Þ ð3Þ

and

ΣVM
eq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
2

Σ1−Σ2ð Þ2 þ Σ2−Σ3ð Þ2 þ Σ3−Σ1ð Þ2
� �r

ð4Þ

Initial global yielding is achieved whenΣVM
eq reaches saturation. To

describe the stress state, the stress triaxiality T and the Lode parameter
L are introduced. These parameters are defined as

T ¼ ΣH

ΣVM
eq

ð5Þ

and

L ¼ 2Σ2−Σ1−Σ3

Σ1−Σ3
ð6Þ

Proportional loading corresponds to constant values of T and L. The
numerical simulations conducted herein will be restricted to a Lode pa-
rameter of L=1 as it corresponds to generalized compression, which is
believed to be the most important loading mode for the application of
the pipeline. Using Eq. (6), L = 1 is seen to give Σ1 = Σ2. For each of
the FEmodels (29 in total), 11 different global stress states correspond-
ing to stress triaxialities of

T ¼ −2:0;−1:0;−0:6;−0:3;−0:15;0:0;0:15;0:3;0:6;1:0;2:0f g

were analyzed. As already stated, the yield point of a stress state was
evaluated from when the equivalent stress reached saturation,

i.e., when there is no net increase of ΣVM
eq

3.5. Numerical limit analysis results

Fig. 7(a) presents yield loci of the yellow colored sublayer meshes
from Fig. 5(a). A clear trend is seen with respect to the position along
the thickness direction. While the sublayers closest to the steel and
the outer rim (i.e., the densest sublayers) show negligible pressure-
dependency, the yield strength of the sublayers corresponding to the
midmost regions of the coating is greatly influenced by the hydrostatic
stress. These sublayers exhibit a decrease in the vonMises yield stress as
the hydrostatic component decreases or increases inmagnitude from its



Fig. 7. Numerical yield loci of (a) a full quarter column of all sublayer models, and (b) all quarters of sublayers 7, 12 and 21 as presented in Fig. 5(a).
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maximum. This bears resemblance to the response predicted by e.g. the
Deshpande-Fleck model [18] or the Gurson model [16] for porous duc-
tile solids. While the densities of these sublayers do not necessarily pre-
suppose foam behavior, the initial yield response is seen to be
comparable to such types of materials. An asymmetry around ΣH = 0
is also clearly seen, which presumably results from morphology-
induced anisotropy.

Simulations are also performed for the remaining quartiles of
sublayer 7, 12 and 21 to study the consistency of the approach. The ge-
ometries of the remaining quartiles are shown in Fig. 5(a). Fig. 7
(b) presents the results from all quartiles of sublayer 7, 12, and 21,
and demonstrates a low spread across the four geometries retrieved
from each sublayer. The results indicate that the volumes are similar
and can be considered representative for the purpose of this study.

4. Constitutive modeling

4.1. Formulation

The FE simulations in Section 3.4 resulted in an initial yield behavior
typical for cellular materials. It was readily seen that the sublayers with
the lowest relative density produce a stronger pressure-dependency
than the denser layers. The XRMCT-based approach is, however, com-
putationally expensive due to the large number of elements necessary
to reflect the actual porous geometries of the different sublayers,
which renders the approach intractable for simulating full-scale engi-
neering problems. Thus, a homogenized continuum description is
sought that reflects the main characteristics of the unit cell calculations.
Such a model enables a quantification of the variation throughout the
coating thickness in the simulation of larger components, such as im-
pact on pipelines from anchors and trawl gear [6]. In the following,
the proposed constitutive model of the coating is presented. The
model corresponds to the Deshpande-Fleck model [18], which is a
well-known plasticity model for cellular solids, however modified
such that the pressure sensitivity is related to the porosity level.

A hypoelastic-plastic formulation is adopted and the rate-of-
deformation tensor D is additively decomposed into elastic and plastic
parts, viz.

D ¼ De þ Dp ð7Þ

whereDe andDp are the elastic and plastic rate-of-deformation tensors,
respectively. The rate-constitutive equations are assumed to be
governed by the generalized Hooke's law, for which the elastic rate-
of-deformation tensor reads

De ¼ 1þ ν
E

σ∇GN−
ν
E
tr σ∇GN� �

I ð8Þ

whereσ∇GN is the objective Green-Naghdi rate of the Cauchy stress ten-
sor, I is the second-order unit tensor, E is the elasticmodulus and ν is the
Poisson ratio. The choice ofσ∇GN is due the VUMAT interface in Abaqus/
Explicit. The elastic modulus, EPP, and the Poisson ratio νPP of the poly-
propylenewere calibrated to 800MPa and 0.4, respectively, by Vestrum
et al. [9]. The elastic parameters depend upon the porosity of cellular
materials [7], and they are consequently assumed to scale according to
the linear relations

E fð Þ ¼ 1− fð Þ EPP ð9Þ

and

ν fð Þ ¼ 1− fð Þ νPP ð10Þ

where the porosity f is defined in terms of the relative density ρ ∗ by

f ¼ 1−ρ� ð11Þ

The plastic rate-of-deformation tensor is defined by the associated
flow rule as

Dp ¼ �λ∂Φ
∂σ ð12Þ

where �λ is the plastic multiplier andΦ is the yield function. Green [17]
presented a yield function for porous solids later reformulated by
Deshpande and Fleck [18] as

Φ ¼ σDF
eq−σy ð13Þ

where

σDF
eq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1þ α=3ð Þ2
� � σVM

eq

� �2
þ ασHð Þ2

� �
:

vuut ð14Þ
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Here, σy is the yield stress and α is the pressure sensitivity parame-
ter, whileσVM

eq andσH are in turn the vonMises equivalent stress and the
hydrostatic stress defined by

σVM
eq σð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3
2
σ0 : σ0; σH σð Þ ¼ 1

3
tr σð Þ

r
ð15Þ

whereσ denotes the Cauchy stress tensor andσ′=σ−σHI defines the
stress deviator. Yielding occurs under the condition Φ = 0, which de-
fines the yield surface. The loading-unloading conditions in Kuhn-
Tucker form are given by

Φ≤0; �λ≥0; �λΦ ¼ 0 ð16Þ

and the consistency condition is given by

�λ �Φ ¼ 0: ð17Þ

Using the associated flow rule given in Eq. (12) and the equivalence
in plastic power, i.e., σ : Dp ¼ σy

�p, it can then be shown that �p ¼ �λ,
where �p is the equivalent plastic strain rate conjugate to the yield stress
σy.

4.2. Yield surface calibration

Deshpande and Fleck [18] introduced the relation in Eq. (14) as a
phenomenological isotropicmodel for the plastic behavior of aluminum
foams, but themodel has since become a prevailing plasticity model for
different cellular materials. The yield surface is a quadratic function in
the stress space(σVM

eq ,σH), and the shape and the size of the surface
are governed by the two parameters α and σy, respectively. As the re-
sults from the unit cell simulations indicated that the behavior of the
coating is anisotropic, the isotropic constitutive model is an approxima-
tion andwill not produce a perfectfit to the data. The constitutivemodel
is calibrated based on the results of the FE unit cell analyses of the differ-
ent sublayers andmodified to allow for an evolution of the yield surface
as the density (or porosity) of the material changes. The global stress
state represented by Σij in the unit cell analyses corresponds to the
stress state σij in a homogenized continuum description of the corre-
sponding region. The yield function Φ in Eq. (13) is accordingly cali-

brated to the computed stress states (ΣVM
eq ,ΣH) at yielding of each
Fig. 8.Plots of (a) the analytical yield surfaces calibrated to the yield points produced by the unit
of the average porosity of the corresponding sublayer. The two figures share the legend printe
sublayer evaluation using a least-square fitting approach. This produces
20 unique sets (one for each sublayer) of σy andα. Fig. 8(a) presents the
results from the calibration of the yield function to the unit cell data for
each sublayer. We see some deviations between the analytical yield
function and the unit cell data. This is mainly because a symmetric
yield function is fitted to the asymmetric unit cell data, but the corre-
spondence is generally good.

The values of α and σy obtained from the calibration procedure are
plotted against the porosity f in Fig. 8(b). Both parameters show a strong
and clear correlation with the average porosity of the sublayer regions.
This variation can be reflected in the yield function by expressing the
pressure sensitivity parameter α and the yield stress σy as functions of
the porosity f. The dotted lines in Fig. 8(b) correspond to the fitted em-
pirical relations

α ¼ α fð Þ ¼ b1 f b2 ð18Þ

with {b1,b2} = {2.03,0.45} and

σy ¼ σy fð Þ ¼ σ0 exp c1 fð Þ ð19Þ

where σ0 = 28 MPa and c1 =− 2.458. These expressions for the pres-
sure sensitivity parameter and the yield stress will be used in the
Deshpande-Fleck yield function (Eq. (13)) in the sequel.

4.3. Evolution of porosity

The porosity f evolves with the deformations imposed to the mate-
rial. Compression of the coating (i.e., negative volumetric strain) will re-
sult in compaction of the pores and an intricate interaction between the
internal surfaces when the pores are fully compacted. Tensile loading
will facilitate expansion of the pores. The porosity f clearly changes
the overall yield strength of the coating, and the yield surface is indeed
a function of the evolving porosity. If we assume that the elastic strains
are negligible compared to the plastic strain, and that the matrix ex-
hibits plastic incompressibility, it can be shown that the porosity evolu-
tion may be expressed as

�f ¼ 1− fð Þ tr Dp� � ¼ 1− fð Þ �λ α2σH

σDF
eq 1þ α=3ð Þ2
� � ð20Þ
cell simulations and (b) the pressure sensitivity parameter and the yield stress as functions
d above.
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where the latter expression is obtained using Eq. (12). A negative incre-
ment in the plastic volumetric strain, hence compaction, will produce a
reduction in porosity. The reduced porosity will result in increased
hardening and lower pressure sensitivity in the plastic response of the
coating by lowering α and increasing σy, and the Deshpande-Fleck
yield function in Eq. (13) thus approaches the von Mises yield function.
On the contrary, positive volumetric plastic strain increases the average
porosity, and consequently increases α and lowers σy, such that the
yield function becomes increasingly pressure sensitive and the overall
yield strength is lowered.

4.4. Implementation

The constitutive model presented herein was implemented as a ma-
terial user subroutine (VUMAT) in Abaqus/Explicit [22], in which a
cutting-plane return mapping algorithmwas used to integrate the con-
stitutive equations. The updates of α(f) and σy(f) were explicit, i.e., the
value of f from the previous increment was used in the returnmapping.
The effect of this explicit update is deemed to be negligible due to the
very small strain increments provided to the material subroutine in
the explicit FE solver.

5. Validation of constitutive model

5.1. Specimens

A validation study was performed where the proposed constitutive
model was used to simulate the response of three through-thickness
coating specimens tested under nominal uniaxial compression.
XRMCTwas used tomap the internal porosity throughout the thickness
of the specimens (i.e., along the r axis) prior to testing. The mapped po-
rosity variation was used to assign the initial material properties (based
on the previous calibration of α and σy) of 24 sublayers across the spec-
imens during the numerical simulations. Finally, the numerical results
were compared to the experimental results. The nominal measure-
ments of the specimens' thickness, width and depth were approxi-
mately 48 mm, 40 mm and 40 mm, respectively. Exact measurements
were used in the FE model of each individual specimen. All specimens
span across all coating layers and thus had a curved face at the initial in-
terface between the coating and the steel pipe, and at the outer rim of
the coating.

5.2. Experimental

The approach for XRMCT acquisition and remapping described in
Section 3was applied to the specimens. From this, binary voxelmatrices
were produced such that the variation in porosity along the r axis of the
specimens could be evaluated, which are presented in Fig. 9.

Fig. 9 also shows the porosity profile across the sublayer regions to
be used as input in the proposed constitutive model for the pipeline
Fig. 9. Porosity f along the dimensionless r� axis for each of the three specimens: (a) Specime
porosity estimated with high-resolute XRMCT data, whereas the jagged graphs labeled “Sublay
coating. Apart from a difference in extreme values around r� ≈ 0:5,
the porosity profiles are seen to be comparable between the specimens.
Specimen 03 is found to have a slightly larger maximum porosity than
Specimen 02, both in terms of actual and sublayer porosity, whereas
Specimen 01 exhibits intermediate values. The difference in maximum
sublayer porosity is as large as Δf = 0.05 between Specimen 02 and
Specimen 03. Note that information about the actualmaximumporosity
is lost due to the averaging of porosity across this highly fluctuating
sublayer. These extrema may be of significance as it is expected that
the deformation localizes in the weakest sublayers (i.e., highest poros-
ity) at initial yield.

All three specimens were tested in nominal uniaxial compression
under quasi-static conditions in an Instron 5982-L2035 test machine
[30]. To represent realistic boundary conditions, a steel mount with a
curved face for the specimens to be placed on during testing was pro-
duced. The steel mount had a radius equal to the outer cross-section ra-
dius of the original steel pipeline. A 100kN Instron 2580-301 load cell,
mounted between the test machine crosshead and the machine-
specimen interface, recorded the reaction force F during testing. In syn-
chronization with the force readings, a camera recorded still images of
the specimen and parts of the test machine. A patch with a checker-
board pattern was glued to the machine crosshead close to the
machine-specimen interface. The displacement of the pattern was
traced using point-tracking available in the in-house DIC-software
eCorr [31] and used as a measure of the machine displacement u
when the results were post-processed.

5.3. Numerical

The compression tests were analyzed using Abaqus/Explicit and the
model setup is shown in Fig. 10. Both the machine interface and mount
were modeled as analytical surfaces, while the analyzed specimen was
modeled using linear solid elements with reduced integration. The
specimen was partitioned along its radial dimension at 2 mm intervals,
which is illustrated by the differently colored layers in Fig. 10. Each
unique color corresponds to a homogenized regionmodeled by the con-
stitutive model presented in Section 4with its initial parameters (α and
σy) given by the average porosity f across the corresponding region in
the XRMCT scan. Note that each sublayer has a single initial porosity, al-
though the porosity throughout each sublayer, in the actual specimen,
naturally varies.

5.4. Validation results

Fig. 11 presents the force-displacement curves from the three uniax-
ial compression tests and the results from the FE simulations using the
proposed constitutive model. The simulations are seen to produce
force levels that are indeed in reasonable agreement with the actual re-
sponse. However, the simulations give a slightly stiffer initial response
and the force level is initially overestimated compared to the
n 01, (b) Specimen 02 and (c) Specimen 03. The graphs labeled “XRMCT” represent the
ers” represent the averaged porosities across 24 sublayers.



Fig. 10.Overview of the assembledmodel in Abaqus consisting (from top to bottom) of the test machine interface (flat analytical surface), specimen (meshed solid) and specimenmount
(curved analytical surface). The different sublayers are labeled and highlighted with different colors.
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experiments. Possible reasons for these differences may be a too sim-
plistic linear relation assumed for the elastic stiffness (Eq. (9)) and an
overestimation of the initial yield strength. The latter could be related
to the heterogeneity of the porosity in each sublayer, which would ren-
der some regions with somewhat low porosity. These results were ex-
pected from the results in Fig. 9. If the number of sublayers across the
thickness is increased, this spatial heterogeneity of the porosity in
each sublayer would be reduced. The force level would thus be lowered
and in better correspondence to the experimental data. Also, the pro-
posed model is calibrated based on the assumption that the constituent
polypropylenematerial has a perfectly plastic behavior with yield stress
(σ0 = 28 MPa) retrieved from the materials data sheet. Johnsen et al.
[32] studied the initial yield stress of a polypropylenematerial produced
by Borealis and used in pipeline coatings. They found that by going from
a temperature of 0°C to 25°C, the initial yield stress in compression at
approximately quasi-static strain-rates was reduced from around
38 MPa to 24 MPa. While the solid layer constitutes only a minor part
of the full coating, these results illustrate that the mechanical behavior
of polypropylene is temperature dependent. The compression tests
were done at room temperature which varied between 22°C and 25°C.
It is reasonable to assume that this phenomenon may partly cause the
Fig. 11. Comparison between numerical results produced usi
deviations seen at initial yielding. A mismatch is also observed in
terms of hardening at large deformations. The proposed constitutive
model does not include any hardening of the polypropylenemicrostruc-
ture, which may explain the deviations observed at large deformations.
Other potential sources of error are deviations between the specimen
geometries and model geometry, and inaccurate modeling of the
machine-specimen boundary conditions.

Despite the differences observed between the FE simulations and
the experimental results, the main trends are well captured by the con-
stitutive model. It is argued that the discrepancies observed at the vari-
ous stages of deformation could be compensated for by a more
advanced constitutive model of the polypropylene (i.e., through
micro-mechanical modeling). Thus, the developed model is deemed to
be a good starting point for further developments aimed at improving
the response in the initial and last stages of the deformation.

6. Concluding remarks

Thiswork has addressed the constitutivemodeling of a graded porous
polymer pipeline coating based on X-ray micro computed tomography
(XRMCT). A specimen of the coating was scanned using XRMCT and the
ng the constitutive model and the experimental results.
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post-processed imaging data has been used to generate FE models of the
polymer coating, thus enabling a detailed numerical study of themechan-
ical response using only basic material information about the polymer
matrix as input. The numerical results from these FE models served as a
basis for modifying an existing constitutive model to reflect the variation
of the averaged porosity across the thickness of the polymer coating.

The main results from the work are summarized below.

i. An approximately 48mm× 35mm× 40mm largemulti-layer coat-
ing samplewas scanned usingXRMCT, enabling detailedmapping of
the macroscopic morphology of the porous coating.

ii. The XRMCT data was divided into 24 sections (or sublayers) across r
to produce volumes of different macroscopic morphologies. The
sublayers were converted into FE models, which were analyzed
using a unit cell modeling framework to obtain the yield locus of
each sublayer in generalized compression. The pressure sensitivity
of the yield locus was seen to vary significantly across the radius r.

iii. The Deshpande-Fleck yield function was individually calibrated to
the yield loci of the sublayers with good accuracy. The yield function
parameters were found to be strongly correlated to the porosity of
the sublayers. A constitutive model was developed and imple-
mented as a user-subroutine in Abaqus/Explicit where the
Deshpande-Fleck yield function parameterswere expressed as func-
tions of porosity, and the porosity evolves with the plastic volumet-
ric strain. The constitutive model allows for the coating to be
included in simulations of large-scale components.

iv. The constitutive model was validated through an experimental
study where 3 coating specimens were scanned using XRMCT and
tested in uniaxial compression. The porosity variation along the ra-
dius r for each specimen was used as input to the constitutive
model when simulating the uniaxial compression tests. The force-
displacement curves produced from the simulationswere compared
with those from the experiments. The model was found to capture
themain trendswell, but the need for amore sophisticated constitu-
tive model for the polypropylene was revealed. However, the pro-
posed modeling framework produced satisfying results when
compared with experiments and was deemed as a good starting
point for further development.

Through this work, we have shown that it is possible to produce a
constitutive model for porous polymeric coating materials by simply
evaluating the macroscopic pore morphology using XRMCT. The pro-
posed model will potentially serve as a computationally efficient and
cost-effective means of simulating the behavior of similar coatings to a
full pipeline design subjected various loading situations.
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