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Abstract

In the multilevel coupled cluster approach, an active orbital space is treated at a

higher level of coupled cluster theory than the remaining inactive orbitals. We intro-

duce the multilevel CC2 method where CC2 is used for the active orbital space. Fur-

thermore, we present a simplified formulation of the multilevel CCSD method where

CCSD is used for the active space. The simplification lies in the evaluation of the

CC2-amplitudes in the inactive space; these CC2-amplitudes have previously been de-

termined iteratively. We use correlated natural transition orbitals to determine the

active orbital spaces. The convergence of the multilevel CC2 and multilevel CCSD va-

lence excitation energies is established with proof-of-concept calculations. The methods

are also applied to two larger systems: paranitroaniline in water and amoxicillin. The

calculations on the paranitroaniline-water system illustrate the usefulness of multilevel

coupled cluster methods for molecules in solution and for charge transfer excitations.
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1 Introduction

The steep scaling of coupled cluster theory1,2 renders it impractical for the treatment of large

molecular systems, such as molecules in solvent, polymers, and macromolecules. Motivated

by its accuracy for small and medium sized molecules, great efforts have been devoted to the

development of reduced scaling coupled cluster methods.

One strategy to reduce the cost of an electronic structure calculation is to introduce ap-

proximations of the electron repulsion integrals. The resolution of identity method3–5 using

prefitted auxiliary basis sets,6–8 and the Cholesky decomposition of the integral matrix9–11

are well-established methods. In both approaches, a higher rank tensor—the electron repul-

sion integrals—is approximated by contractions of lower rank tensors. In this way reduced

scaling and storage requirements may be obtained.

Another strategy to reduce computational costs is to approximate the wave function

rather than (or in addition to) introducing approximations of the Hamiltonian. The scaling

of correlated methods may be reduced by taking advantage of the localizability of dynami-

cal correlation.12 In the projected atomic orbital (PAO) method, introduced by Pulay and

Sæbø,12,13 localized occupied orbitals are used together with PAOs that span the virtual

space. The approach was successfully applied to Møller-Plesset perturbation theory,14,15 and

configuration interaction.16 Hampel and Werner,17 and Werner and Schütz18 extended the

use of PAOs to coupled cluster theory. Computational savings are obtained by defining a

truncated set of virtual orbitals for each occupied orbital; only PAOs spatially close to the

localized occupied orbitals are considered. Furthermore, double (and higher) excitations are

neglected when the occupied orbitals are distant.

Following these developments, a plethora of local coupled cluster methods have been pro-

posed, a selection of which may be found in Refs. 19–30. These local coupled cluster methods

aim to reduce scaling—toward linear scaling—while retaining a high quality description of

extensive properties such as the correlation energy.

In chemical application, intensive properties are usually of greater interest than extensive
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properties. For intensive properties, such as excitation energies and transition moments,

reduced space, multilevel, or embedding methods may be sufficient.

Arguably, the most common reduced space method is the frozen-core approximation; the

approximation is applied by default in some quantum chemistry software packages. Trunca-

tion of the virtual space has also been explored,31 however, not with the same success.

Reduced space coupled cluster methods for excitation energies based on the local coupled

cluster PAO method, have also been developed.32,33 The truncation of the PAOs can not be

based solely on locality for the description of excited states. Information from the excitation

vectors of cheaper methods, such as CIS, is used to determine which virtual orbitals to

include for a given of local MO. Similar reduced space methods have also been developed

using pair natural orbitals, rather than PAOs.34

In the LoFEx method developed by Baudin et al.,35,36 coupled cluster singles and pertur-

bative doubles37 (CC2) and coupled cluster singles and doubles38 (CCSD) excitation energies

are approximated in a reduced space. A mixed orbital basis of natural transition orbitals

(NTOs)39,40 and local molecular orbitals are used. The number of orbitals included in the

calculation is increased until the excitation energies are converged to within a preset thresh-

old. The CorNFLEx method41 employs correlated natural transition orbitals (CNTOs)42

rather than NTOs. The CNTOs are constructed using excitation vectors from a (correlated)

coupled cluster calculation and offer a compact description of the corresponding excitations.

In multilevel and embedding methods, different regions of the molecular system are

treated at different levels of theory. These methods may use a combination of electronic

structure methods, classical atomistic methods, or even continuum methods. This approach

was made popular with the QM/MM method.43–45 Other notable contributions include the

ONIOM46 methods and the polarizable continuum models.47

The multilevel coupled cluster method was introduced by Myhre, Sánchez de Merás,

and Koch with the extended CC2 method, which we refer to as multilevel CCSD (ML-

CCSD),48,49 and later with multilevel coupled cluster singles, doubles and perturbative triples
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(MLCC3).50 In multilevel coupled cluster methods the molecular orbitals, both occupied

and virtual, are partitioned into sets of so-called active and inactive orbitals. These sets are

treated at different level of coupled cluster theory. Excitations with respect to the Hartree-

Fock reference are characterized according to whether they are excitations internally within

the active orbital space, externally within the inactive orbital space, or semi-externally be-

tween the active and inactive orbital spaces. Each excitation level of the cluster operator

may then be restricted to include only some types of excitations. For instance, in MLCC3 the

cluster operator includes internal, semi-external and external single and double excitations,

but only internal triple excitations. Moreover, these triple excitations are treated perturba-

tively. Multilevel coupled cluster methods can be used to describe intensive properties with

an accuracy approaching that of the higher level coupled cluster method, but at the cost of

the lower level method. This has been demonstrated for both core and valence excitation

energies.42,49,50

The success of a multilevel coupled cluster calculation relies heavily on the choice of

orbitals to partition. Myhre et al. used Cholesky orbitals51 for MLCCSD48,49 and MLCC3.50

These orbitals are constructed by partially decomposing the occupied and virtual Hartree-

Fock densities with pivots corresponding to AOs centered on preselected active atoms. The

use of Cholesky orbitals requires knowledge of the active site of the molecular property being

calculated. They are particularly effective for core excitations and UV/VIS excitations on

small and medium sized molecules in solvent. By using CNTOs in multilevel coupled cluster

theory we avoid the need for a priori knowledge of the active site. The CNTOs are tailored to

describe the excitation of interest and may also be used for excitations that are delocalized.

However, they rely on the accuracy of the lower level method. Høyvik et al. showed that

MLCC3 with CNTOs yield good results for core excitations.42

In this work, we formulate the multilevel CC2 (MLCC2) method, where CC2 is used

for the active space and the CCS is used for the inactive space. A reformulation of the

MLCCSD method is also presented, where CCSD is used for the active space and CC2 or
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CCS, or both, is used for the inactive space. In our new formulation of MLCCSD, the CC2

double excitation amplitudes are determined from an analytical expression (similar to the

approach of standard CC2 with canonical orbitals) and not iteratively as was previously

done by Myhre et al.48 To determine our active spaces, we use CNTOs generated from

the lower level calculation. We present valence excitation energies for cytosine, guanine,

amoxicillin, and formaldehyde-water and paranitroaniline-water systems, demonstrating the

smooth convergence of the multilevel coupled cluster excitation energies to that of the higher

level method. We also show that multilevel coupled cluster methods may be used for charge

transfer excitations.

2 Theory

The wave function in MLCC2 and MLCCSD may be written as

|MLCC〉 = exp(X1 +X2)|R〉 (1)

where |R〉 is the restricted Hartree-Fock reference. In the closed-shell, spin adapted formu-

lation of coupled cluster theory, the single excitation operator X1 is defined as

X1 =
∑
ai

xaiEai (2)

where xai is an excitation amplitude and Eai is a singlet excitation operator. We use a, b, ...

to denote virtual orbitals, and i, j, ... for occupied orbitals. In both MLCC2 and MLCCSD,

X1 includes internal, semi-external, and external excitations. The definition of the double

excitation operator X2 differs for MLCC2 and MLCCSD.
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Figure 1: Structure of the occupied-occupied and virtual-virtual blocks of the Fock matrix in
the basis used for an MLCC2 calculation. The diagonal (inactive-inactive and active-active)
blocks are diagonal, whereas the off-diagonal (active-inactive) blocks, indicated by the blue
fields, are non-zero.

2.1 Multilevel CC2

In MLCC2, we consider a set of active orbitals, denoted OCC2, and a set of inactive orbitals,

denoted OCCS. The double excitation operator X2 is given by

X2 = S2 =
1

2

∑
aibj

sabijEaiEbj, {a, i, b, j} ∈ OCC2 (3)
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where sabij is a double excitation amplitude. The indices are restricted to OCC2 and S2

generates internal double excitations.

The Hamiltonian of the system is divided into the Fock operator F and a fluctuation

potential U :

H = F + U (4)

S2 is determined to first order in U . The projected coupled cluster equations are

Ωµ1 = 〈µ1 |H̃ + [H̃, S2] |R〉 = 0 (5)

ΩµS2
= 〈µS

2 |H̃ + [F, S2] |R〉 = 0 (6)

where H̃ = exp(−X1)H exp(X1) is the X1-transformed Hamiltonian. The projection space

{〈µS2 |} is associated with the S2 operator. The equations are solved in a basis where the

occupied-occupied and the virtual-virtual blocks of the Fock matrix are block diagonal, see

Figure 1. Since S2 only generates internal excitations, we obtain a closed form expression

for the s-amplitudes from eq (6) in this basis:

sabij = − g̃aibj
εabij

, {a, i, b, j} ∈ OCC2 (7)

Here, εabij = Faa + Fbb − Fii − Fjj, and g̃aibj are X1-transformed electron repulsion integrals.

Except for the restriction of some summations to the active orbitals, the MLCC2 equations

are equivalent to the CC2 equations.

Excitation energies are size-intensive and may therefore be well described within the mul-

tilevel coupled cluster theory. Excitation energies in the multilevel coupled cluster framework

can be obtained through linear response (LR) theory—in a manner analogous to standard

LR-CC.52,53 The MLCC2 excitation energies correspond to the eigenvalues of the MLCC2
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Jacobian,

AMLCC2 =

〈µ1 | [H̃, τν1 ] + [[H̃, τν1 ], S2] |R〉 〈µ1 | [H̃, τνS2 ] |R〉

〈µS2 | [H̃, τν1 ] |R〉 〈µS2 | [F, τνS2 ] |R〉

 (8)

and may be obtained through the use of standard algorithms such as the Davidson algo-

rithm.54,55 Here, τν1 is a single excitation operator and τνS2 is an internal double excitation

operator. The MLCC2 excited state equations differ from the CC2 excited state equations

in the restriction of some summations to the active orbitals.

The most expensive contractions in CC2 scale as v3o2, where v is the number of virtual

orbitals and o is the number of occupied orbitals. These contractions enter the equations

that determine the cluster amplitudes and the excitation vectors. In an MLCC2 calculation,

the s-amplitudes are restricted to OCC2 and the corresponding contractions scale as V 2O2v,

where O and V denote the number of active occupied and active virtual orbitals, respectively.

Hence, if the active space is kept fixed while the system is expanded, these contractions will

initially scale linearly with respect to system size. However, all these terms involve X1-

transformed integrals of the form g̃abic and g̃baci where {b, i, c} ∈ OCC2 and a ∈ OCCS ∪OCC2

which become small when the orbital φa is localized far away from the active space. In

this implementation of multilevel coupled cluster, we do not exploit the sparsity of these

two-electron integrals.

2.2 Multilevel CCSD

The MLCCSD framework allows for two-level (CCS/CCSD or CC2/CCSD) and three-level

(CCS/CC2/CCSD) calculations. Hence, there are at most three orbital sets to consider:

CCS orbitals (OCCS), CC2 orbitals (OCC2), and CCSD orbitals (OCCSD). In MLCCSD, the

double excitation operator X2 is given by

X2 = S2 + T2 (9)
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inactive

CCS

Figure 2: Structure of the occupied-occupied and virtual-virtual blocks of the Fock matrix
in the bases used in an MLCCSD calculation. The basis used to construct the S2-amplitudes
is depicted on the right, and the basis used for the MLCCSD calculation is on the left.
The diagonal blocks are diagonal and the blue fields indicate the active-inactive off-diagonal
blocks which are non-zero.

with

T2 =
1

2

∑
aibj

tabijEaiEbj, {a, i, b, j} ∈ OCCSD (10)

In MLCCSD, we limit the indices of S2 to the CC2 and CCSD orbital spaces:

S2 =
1

2

∑
aibj

sabijEaiEbj, {a, i, b, j} ∈ OCC2 ∪ OCCSD (11)

The S2 operator is still determined to first order in U and the t-amplitudes act as corrections

to the s-amplitudes in the active CCSD orbital space.

The projected MLCCSD equations are

Ωµ1 = 〈µ1 |H̃ + [H̃,X2] |R〉 = 0 (12)

ΩµS
′

2
= 〈µS′

2 |H̃ + [F, S2] + [H̃, T2] |R〉 = 0 (13)

ΩµT2
= 〈µT

2 |H̃ + [H̃,X2] +
1

2
[[H̃,X2], X2] |R〉 = 0 (14)
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where the projection vectors {〈µT2 |} are associated with T2 and disjoint with {〈µS′
2 |} , which

is associated with the excitations of S2 that are not internal to OCCSD.

In MLCC2, we use the analytic expression for the s-amplitudes in eq (7). However, in

MLCCSD we must consider eqs (13) and (14), and the s-amplitudes can not be obtained

directly. We may, however, solve iteratively for the s-amplitudes. This approach was taken

by Myhre et al.48,49 In our formulation of MLCCSD, we have chosen to approximate the

s-amplitudes from the expression

〈µS
2 |H̃ + [F, S2] |R〉 = 0 (15)

where we use the complete doubles projection space {〈µS2 |} = {〈µS′
2 |} ∪ {〈µT2 |} associated

with S2. We solve eq (15) in a basis where the CC2/CCSD-blocks of the occupied-occupied

and virtual-virtual Fock matrices are diagonal, see Figure 2. In this basis, a closed form

expression for the s-amplitudes is available:

sABIJ = − g̃AIBJ
εABIJ

(16)

We use upper case letters to denote orbitals in the basis where the CC2-amplitudes are

determined. The amplitudes sABIJ , must subsequently be transformed to the proper basis for

the MLCCSD calculation. The change of basis entails a mixing of CC2 and CCSD occupied

orbitals and of CC2 and CCSD virtual orbitals. Thus we have:

sabij =
∑
AIBJ

sABIJ OAaOBbOIiOJj, {a, b, i, j} ∈ OCC2 ∪ OCCSD (17)

The orthogonal matrix O, connecting the two MO bases, is obtained in the following way.

We consider the transformations of a matrix in the AO basis, Y AO, to the two different MO
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bases

Y = CTY AOC (18)

Ȳ = C̄
T
Y AOC̄ (19)

The matrices C and C̄ contain the orbital coefficients of the MLCCSD basis and the basis

where the s-amplitudes are constructed, respectively. From the orthonormality relations

CTSC = I, C̄
T
SC̄ = I, (20)

where S is the AO overlap matrix, we have

C−1 = CTS, C̄
−1

= C̄
T
S (21)

C−T = SC, C̄
−T

= SC̄ (22)

From eq (18) we get

Y AO = SCY CTS (23)

which upon insertion into eq (19) yields the relation

Ȳ = C̄
T
SCY CTSC̄ = (C̄

T
SC)Y (C̄

T
SC)T (24)

between the matrices in the two different MO bases. The transformation matrix is thus

O = C̄
T
SC (25)

and its orthogonality follows directly from the conditions in eq (20).

The s-amplitudes are calculated from eqs (16) and (17). The amplitudes of X2, are then
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constructed by taking the s-amplitudes and replacing the amplitudes corresponding to the

excitations internal to OCCSD with the t-amplitudes obtained from the previous iteration.

Equations (12) and (14) are then solved as in standard CCSD theory, but with the doubles

projection space restricted to {〈µT2 |} and the double excitation operator X2 restricted to

OCC2 ∪ OCCSD. The MLCCSD excitation energies are obtained as the eigenvalues of the

MLCCSD Jacobian AMLCCSD

A
MLCCSD

=


〈µ1 | [H̃, τν1 ] + [[H̃, τν1 ], X2] |R〉 〈µ1 | [H̃, τ

νS2
] |R〉 〈µ1 | [H̃, τ

νT2
] |R〉

〈µS
′

2 | [H̃, τν1 ] |R〉 〈µS
′

2 | [F, τ
νS

′
2

] |R〉 〈µS
′

2 | [F, τ
νT2

] |R〉

〈µT2 | [H̃, τν1 ] + [[H̃, τν1 ], X2] |R〉 〈µT2 | [H̃, τ
νS

′
2

] + [[H̃, τ
νS

′
2

], X2] |R〉 〈µT2 | [H̃, τ
νT2

] + [[H̃, τ
νT2

], X2] |R〉

 (26)

Here, τνS′2
denotes double excitations that are not internal to OCCSD. The matrix AMLCCSD is

derived by differentiating the projected MLCCSD equations with respect to the x amplitudes.

The most expensive term in the ground and excited state equations of standard CCSD is a

contraction between double amplitudes and the electron repulsion integrals with four virtual

indices, e.g.,
∑

cd g̃acbdt
cd
ij . This contraction has an operation count ∝ v4o2. In MLCCSD,

the indices of the double amplitudes are restricted to OCCSD ∪ OCC2 and the indices of the

resulting vector are restricted to OCCSD. We have

∑
cd

g̃acbdx
cd
ij , {a, i, b, j} ∈ OCCSD and {c, d} ∈ OCCSD ∪ OCC2 (27)

If the system size is increased, but OCCSD is fixed, this contraction will scale quadratically

with the number of virtual orbitals in OCC2. If only OCCS is enlarged, this term will not

scale with the system. Moreover, the X1-transformed integral g̃acbd for {a, b} ∈ OCCSD and

{c, d} ∈ OCCSD ∪ OCC2 becomes small when φc or φd are localized far away from the active

CCSD orbitals φa and φb, respectively.
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2.3 Correlated natural transition orbitals

Multilevel coupled cluster methods rely on the use of orbitals that may be sensibly partitioned

depending on the property of interest. Correlated natural transition orbitals (CNTOs)42

are constructed using the excitation vectors from a (correlated) coupled cluster calculation.

They are tailored to compactly describe the corresponding excited states. In the context of

a multilevel coupled cluster calculation, the excitation vectors are obtained from the lower

level method and the CNTOs are used to determine the active and inactive orbital spaces.

The CNTOs are generated by constructing and diagonalizing two matrices, denoted M

and N , which are defined below. The eigenvectors of M and N form the CNTO transfor-

mation matrices for the occupied and virtual orbitals, respectively. The M and N matrices

are defined in terms of excitation vectors R from CC2 or CCSD calculations:

MCNTO
ij =

∑
a

RaiRaj

+
1

2

∑
abk

(1 + δai,bkδij)RaibkRajbk

(28)

NCNTO
ab =

∑
i

RaiRbi

+
1

2

∑
ijc

(1 + δai,cjδab)RaicjRbicj

(29)

In MLCC2, the lower level method is CCS. With excitation vectors from a CCS calcula-

tion, the definition of the M and N matrices reduces to

MNTO
ij =

∑
a

RaiRaj (30)

NNTO
ab =

∑
i

RaiRbi (31)

and we obtain the natural transition orbitals (NTOs).39 NTOs are suitable to describe ex-

citations with strong single excitation character. However, as the rank of the matrix NNTO

cannot exceed the number of occupied orbitals, NTOs can not be used to select an active
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virtual orbital space.

Baudin and Kristensen41 introduced a method to generate CNTOs from a CCS calcula-

tion by constructing approximate double excitation vectors. They define

RCCS
aibj = − 1

1 + δai,bj

ĝaibj
εabij − ωCCS

(32)

where ωCCS is the CCS excitation energy, and εabij = εa + εb − εi − εj where the εq are orbital

energies. The integrals ĝaibj are defined as

ĝaibj = P ab
ij

(∑
c

Rcigbjac −
∑
k

Rbkgkjai

)
(33)

where gpqrs are the electronic repulsion integrals in the molecular orbital basis, and P ab
ij Iai,bj =

Iai,bj + Ibj,ai. These approximate double excitation vectors may be used to generate M and

N according to eqs (28) and (29). The construction of RCCS entails a v3o2 operation and

may become a bottleneck for very large systems. However, they may be generated in a

reduced space, as was also proposed by Baudin and Kristensen 41 . The construction of the

CNTOs from eqs (29) and (28) is also a v3o2 operation.

In order to describe several excitation energies, CNTOs are constructed by diagonalizing

modified M and N matrices:

M =
∑
k

M k (34)

N =
∑
k

N k (35)

where M k is constructed from eqs (30) or (28) using the k’th excitation vector, and similarly

for N k. We may alternatively use a separate basis for each excitation. This may result in

a smaller active space being necessary to treat the targeted excitation. Note, however, that

separate bases will complicate the calculation of transition moments between states because
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of non-orthogonality.

The active occupied and active virtual orbitals are those that correspond to the largest

eigenvalues of M and N , respectively. In this work, we only specify the number of active

occupied orbitals nactive
o . The number of active virtual orbitals nactive

v is obtained from the

ratio of the number of virtual orbitals nv to occupied orbitals no in the full set:

nactive
v =

(
nv
no

)
nactive
o (36)

We may then control the size of the active space as we compare multilevel coupled cluster to

the standard coupled cluster methods. Another way to select the active space is to consider

the magnitude of the eigenvalues of M and N : the sum of the eigenvalues of M and N is

by construction equal to the number k of excitation vectors used to construct M and N ,

see eqs (34) and (35). The active space may therefore be selected such that

1− 1

k

∑
o

λMo < τM (37)

1− 1

k

∑
v

λNv < τN (38)

where λMo and λNv are eigenvalues of M and N , corresponding to the active orbitals, and

τM and τN thresholds, which may be specified by the user.

The CNTOs are used to select the active orbitals, however, the multilevel calculation

is not carried out in this CNTO basis. The calculation is performed in a basis where the

Fock matrix is block diagonal, see Figures 1 and 2. After the orbitals are partitioned, we

construct and block-diagonalize the occupied-occupied part of the Fock matrix. This entails

a mixing among the active occupied orbitals and a mixing among the inactive occupied

orbitals, respectively. The same procedure is taken with the virtual-virtual part of the Fock

matrix.
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2.4 The computational procedure

An MLCC2 or MLCCSD calculation with CNTOs can be summarized in the following steps:

1. A lower level calculation is performed to obtain the excitation vectors R.

2. The CNTO transformation matrices are constructed by diagonalizing the M and N

matrices defined in eqs (28) and (29). If R is obtained from CCS, the approximated

doubles excitation vectors are first generated from eqs (32) and (33), and the resulting

total excitation vector is normalized.

3. The canonical MOs are transformed to the CNTO basis and the orbitals are partitioned

into active and inactive sets.

4. The occupied-occupied and virtual-virtual parts of the Fock matrix are constructed in

the CNTO basis and block-diagonalized (see Figures 1 and 2). The MOs are trans-

formed accordingly.

5. The multilevel coupled cluster equations are solved.

Steps 1 and 5 are the expensive steps of a multilevel coupled cluster calculation with CNTOs.

Step 1 scales as the lower level method, i.e., N4 for a CCS calculation and N5 for a CC2

calculation, and step 3 has the reduced multilevel coupled cluster scaling discussed in sections

2.1 and 2.2. Additionally, step 2 contains one-shot N5 operations, however we have not

observed this step to be limiting.

3 Results and discussion

The MLCC2 and MLCCSD codes are implemented in eT—an electronic structure program

developed by the authors and collaborators.56 In the following sections, we show the con-

vergence of the MLCC2 and MLCCSD excitation energies and illustrate the usefulness of of

the methods for larger systems.
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3.1 Convergence of MLCC2 and MLCCSD excitation energies

Figure 3: From left to right: formaldehyde with four water molecules, formaldehyde with
ten water molecules, cytosine and guanine.

To demonstrate the convergence of the MLCC2 and MLCCSD excitation energies we

consider four test systems (see Figure 3): formaldehyde together with four and ten water

molecules, cytosine, and guanine. These are proof-of-concept calculations and the systems

are chosen such that the reference CCSD excitation energies are readily available. The

aug-cc-pVDZ basis is used in all calculations.

The convergence of the MLCC2 excitation energies for the test systems may be seen in

Figures 4-7. For all the test systems, MLCC2 converges smoothly towards the CC2 excitation

energies as the active space is enlarged. For formaldehyde with four and ten water molecules

there are seven active virtual orbitals to every active occupied orbital. For cytosine and

guanine there are six active virtual orbitals to every active occupied orbital. Convergence

is faster for the formaldehyde-water systems than for cytosine and guanine. This may be

because the multilevel coupled cluster methods are especially well suited for solvated systems

and because a common CNTO basis (eqs. (34) and (35)) is used to describe two excited

states in cytosine and guanine.

For an MLCCSD calculation, there are two options to generate the CNTOs: either

from CCS or from CC2 excitation vectors. In CCS/CCSD or CCS/CC2/CCSD calculations

we always use CNTOs from CCS excitation vectors. In CC2/CCSD calculations, we may

choose which lower level method to use. Two-level MLCCSD results for the test systems
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Figure 4: The lowest MLCC2 (aug-cc-pVDZ) excitation energy of formaldehyde with four
water molecules. There are 7 active virtual orbitals for every active occupied orbital.

18



6 10 14 18 22 26 30 34 38 42 46 50 54

Active occupied orbitals

4.8

4.9

5.0

5.1

5.2

5.3

5.4

5.5

E
xc
it
at
io
n
en
er
gy

[e
V
]

MLCC2

CCS

CC2

Figure 5: The lowest MLCC2 (aug-cc-pVDZ) excitation energy of formaldehyde with ten
water molecules. There are 7 active virtual orbitals for every active occupied orbital.
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Figure 6: The two lowest MLCC2 (aug-cc-pVDZ) excitation energies of cytosine. There are
6 active virtual orbitals for every active occupied orbital.
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Figure 7: The two lowest MLCC2 (aug-cc-pVDZ) excitation energies of guanine. There are
6 active virtual orbitals for every active occupied orbital.
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Figure 8: The lowest MLCCSD (aug-cc-pVDZ) excitation energy of formaldehyde with four
water molecules. Approximated CNTOs (CCS-CNTOs) are used for both CCS/CCSD and
CC2/CCSD calculations and compared to the CC2/CCSD calculations using CNTOs from
CC2. There are 7 active virtual orbitals for every active occupied orbital.

22



6 10 14 18 22 26 30 34 38 42 46 50 54

Active occupied orbitals

4.8

5.0

5.2

5.4

E
xc
it
at
io
n
en
er
gy

[e
V
]

CCS

CC2

CCSD

MLCCSD(CCS/CCSD) CCS-CNTO

MLCCSD(CC2/CCSD) CCS-CNTO

MLCCSD(CC2/CCSD)

Figure 9: The lowest MLCCSD (aug-cc-pVDZ) excitation energy of formaldehyde with ten
water molecules. Approximated CNTOs (CCS-CNTOs) are used for both CCS/CCSD and
CC2/CCSD calculations. There are 7 active virtual orbitals for every active occupied orbital.
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Figure 10: The two lowest MLCCSD (aug-cc-pVDZ) excitation energies of cytosine. Approx-
imated CNTOs (CCS-CNTOs) are used for both CCS/CCSD and CC2/CCSD calculations
and compared to the CC2/CCSD calculations using CNTOs from CC2. There are 6 active
virtual orbitals for every active occupied orbital.
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Figure 11: The two lowest MLCCSD (aug-cc-pVDZ) excitation energies of guanine. Approx-
imated CNTOs (CCS-CNTOs) are used for both CCS/CCSD and CC2/CCSD calculations
and compared to the CC2/CCSD calculations using CNTOs from CC2. There are 6 active
virtual orbitals for every active occupied orbital.
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Figure 12: The lowest MLCC2 excitation energy of formaldehyde with ten water molecules
using the aug-cc-pVDZ and the aug-cc-pVTZ bases. There are 7 and 17 virtual orbitals per
occupied orbitals in the active spaces for aug-cc-pVDZ and aug-cc-pVTZ respectively.
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are shown in Figures 8-11. The results indicate that a smaller active space might be suffi-

cient in CC2/CCSD calculations, compared to the CCS/CCSD calculations. However, the

CCS/CCSD calculation is cheaper than the CC2/CCSD calculation. Furthermore, the CN-

TOs generated from CCS are preferable, considering the cost of the lower level method (N4

versus N5 scaling) and the resulting MLCCSD excitation energies. Regardless, a limitation

to the use of CNTOs for MLCCSD (either from CCS or CC2) is that the target excited state

must be dominated by single excitations.

In Figure 12 we present the MLCC2 convergence for formaldehyde and ten water molecules

using both the aug-cc-pVDZ and aug-cc-pVTZ basis sets. The convergence of MLCC2 is

seen to carry over to the larger basis set.

3.2 Performance of MLCC2

We have performed timing comparisons of MLCC2 and CC2 for formaldehyde and ten water

molecules. All calculations are performed with the eT program. The eT program is based on

Cholesky decomposition of the electron repulsion integrals,11 however, in these calculations

we have not introduced any approximations of the integrals: a Cholesky decomposition

threshold of 10−8 is used. The electron repulsion integrals are constructed directly from

the Cholesky vectors during the coupled cluster calculation. The Cholesky decomposition

threshold may be loosened in order to reduce the cost of both MLCC2 and CC2 calculations.

The results are given in Table 1. With MLCC2, excitation energies of CC2 quality may

be obtained at a significantly reduced cost. The additional cost of orbital construction in

the MLCC2 calculation amounts to less than 10 min wall time. We have also included a

comparison to frozen-core CC2 (CC2-FC). By using CNTOs for multilevel coupled cluster

valence excitations, the core orbitals automatically become part of the inactive orbital space.

Additionally, in the multilevel coupled cluster framework, extra savings—without loss of

accuracy—are obtained by restricting the virtual space. Note that for all MLCC2 calculations
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Table 1: Timing comparisons for the ground and excited state calculations of formaldehyde
and ten water molecules using MLCC2, CC2 and CC2-FC. The wall times tgs and tes to
converge the ground and excited state equations (to within a 10−6 residual threshold) are
given. Also, the average wall time per Jacobian matrix transformation tA,es for the excited
state calculation is reported. Timings were made on an Intel Xeon CPU E5-2699 v4 with
1.5TB shared memory using 22 threads.

Method nactive
o /nactive

v tgs tA,es tes ω [eV]

MLCC2

10/70 9.9 min 23.7 s 9.5 min 4.7589
18/126 11.2 min 28.5 s 12.4 min 4.7831
26/182 13.4 min 38.0 s 19.0 min 4.7877
34/238 15.4 min 52.7 s 26.1 min 4.7807
42/294 18.7 min 1.3 min 46.6 min 4.7735
50/350 22.4 min 1.8 min 1.5 h 4.7737

CC2-FC 58/416 17.3 min 2.1 min 2.1 h 4.7782
CC2 58/416 22.4 min 2.7 min 2.9 h 4.7744

the deviation from full CC2 is of the order 10−2eV or less, which is well within the expected

error of CC2.

3.3 Two larger systems

Finally, we consider two larger systems: paranitroaniline (PNA)—a system known for a

large solvation shift of its lowest lying charge transfer excitation57–60—and the penicillin

amoxycillin (see Figure 13).

Figure 13: On the left: paranitroaniline with water. On the right: amoxicillin.
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Figure 14: The second MLCCSD (aug-cc-pVDZ) excitation energy of PNA. Approximated
CNTOs (CCS-CNTOs) are used for both CCS/CCSD and CC2/CCSD calculations. There
are 6 active virtual orbitals for every active occupied orbital.
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We have performed MLCCSD calculations on PNA and on PNA with 13 water molecules.

The geometry of PNA and 13 water molecules was optimized at B3LYP/6-31+G* level

using the NWChem software.61 For the isolated PNA, we have removed the water molecules

without any relaxation of the PNA geometry.

The convergence of the two-level MLCCSD (CCS/CCSD and CC2/CCSD) excitation

energies corresponding to the charge-transfer excitation in PNA can be seen from Figure 14.

There are six active virtual orbitals for every active occupied orbital. The charge transfer

excitation is the second excited state for the given geometry and basis set (aug-cc-pVDZ).

To treat PNA together with 13 water molecules, we have performed a two-level (CCS/CCSD)

and a three-level MLCCSD (CCS/CC2/CCSD) calculation. For the isolated PNA, an active

space of nactive
o = 16 yields an excitation energy with an error of 10−2eV with respect to full

CCSD. In the MLCCSD calculations on PNA with water, we have therefore selected to use

16 occupied CCSD orbitals. In the three-level calculation, we use 20 occupied CC2 orbitals

(there are 36 occupied orbitals in PNA), leaving 65 occupied orbitals in the CCS orbital

space. In the two-level calculation, there are 85 occupied orbitals in the CCS orbital space.

We use the cc-pVDZ basis for the water molecules, but keep the aug-cc-pVDZ basis on PNA.

The full system has no = 101 and nv = 495. However, in OCC2 and OCCSD we continue to

use six active virtual orbitals per active occupied orbital (the fraction which was used in the

calculations on the isolated PNA molecule).

For PNA in water, the excitation energy of the charge-transfer excitation is lowered and

becomes the first excited state. In Table 2 we present the MLCCSD, CCS, CC2, and CCSD

excitation energies of PNA and PNA with 13 water molecules. We also report the solvation

shifts. The CCS/CC2/CCSD solvation shift is calculated using the two-level (CC2/CCSD)

calculation on the isolated PNA with 16 occupied CCSD orbitals and 20 occupied CC2

orbitals. Both MLCCSD calculations effectively captures the solvation shift with an error of

less than 0.03eV. The three-level calculation performs marginally better than the two-level

calculation.
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Table 2: MLCCSD, CCSD, CC2 and CCS calculations of the lowest charge transfer excita-
tion of PNA (ω) and for PNA with 13 water molecules (ωw). The corresponding solvation
shift ∆ω = ωw − ω is also given. In the CCS/CCSD results 16 active occupied orbitals were
used, the remaining occupied orbitals are in the CCS orbital space. In the CCS/CC2/CCSD
calculation there are 16 occupied CCSD orbitals, 20 occupied CC2 orbitals, and the remain-
ing occupied orbitals are in the CCS orbital space.

Method ω [eV] ωw [eV] ∆ω [eV]
CCS 5.162 4.757 -0.405
CC2 4.320 3.595 -0.725
CCSD 4.528 3.849 -0.679
CCS/CCSD 4.529 3.877 -0.652
CCS/CC2/CCSD 4.517 3.830 -0.687

The penicillin amoxicillin is depicted in Figure 13. In the aug-cc-pVDZ basis the system

has 96 occupied orbitals and 654 virtual orbitals. We have performed MLCC2 and MLCCSD

(CCS/CCSD) calculations. The results are given in Table 3 and are compared to CC2, CCSD

and CCSD-FC. We have used a set of different thresholds in the Cholesky decomposition of

the integrals to illustrate how multilevel coupled cluster calculations may be combined with

integral approximations. The error of MLCC2 and MLCCSD with respect to the standard

coupled cluster models—CC2 and CCSD (CCSD-FC)—is on the order 10−2eV, which is

within the errors expected of both CCSD and CC2.

Table 3: Lowest excitation energy of amoxicillin with MLCC2, MLCCSD (CCS/CCSD),
CC2, CCSD-FC and CCSD. Different thresholds for the Cholesky decomposition two-electron
integrals τ are used.

Method nactive
o τ = 10−2 τ = 10−3 τ = 10−4

MLCC2
25 4.913 eV 4.918 eV 4.915 eV
30 4.857 eV 4.861 eV 4.858 eV
35 4.847 eV 4.851 eV 4.848 eV

MLCCSD
25 4.893 eV 4.901 eV 4.899 eV
30 4.869 eV 4.876 eV 4.873 eV
35 4.867 eV 4.877 eV 4.872 eV

CC2 - 4.833 eV 4.836 eV 4.834 eV
CCSD-FC - 4.877 eV 4.885 eV 4.883 eV
CCSD - 4.877 eV - -
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4 Concluding remarks

With the multilevel coupled cluster framework, intensive molecular properties may be cal-

culated at an accuracy approaching that of the higher level coupled cluster methodused.

The scaling of multilevel coupled cluster theory will approach that of the lower level method

when the inactive space is sufficiently large. However, one must also consider the cost of

determining the active orbital spaces. We introduce the MLCC2 method, which may be

applied to large systems in order to approximate CC2 excitation energies. We have also

presented a new formulation of MLCCSD where the CC2 double excitation amplitudes are

determined from a closed-form expression. Both methods show smooth convergence of ex-

citation energies towards the value of the higher level coupled cluster method as the active

space is extended. Calculations on paranitroaniline with water molecules demonstrates the

efficacy of multilevel coupled cluster methods to describe solvation effects. These calcula-

tions also show that multilevel methods may be used for charge transfer excitations. The

correlated natural transition orbitals are well suited to determine the active spaces for multi-

level valence excitations. The CNTOs generated from CCS excitation vectors are preferable

for MLCCSD when considering both cost and accuracy.
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