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A B S T R A C T

Wave-induced vessel motion prediction plays a critical role in ensuring safe marine operations.
The operational limiting criteria can usually be calculated by applying presumed linearized
vessel motion transfer functions based on the specified vessel loading condition, which may de-
viate from the real vessel condition when the operation is executed. Reducing the uncertainties
of the onboard vessel loading condition can therefore improve the accuracy of vessel motion
prediction and hence improve the safety and cost-efficiency for marine operations. However,
parameters related to the onboard vessel loading condition can be difficult to measure directly,
such as the center of gravity and moments of inertia. In addition, the hydrodynamic viscous
damping terms are always subject to significant uncertainties and sometimes become critical
for accurate vessel motion predictions. A very promising algorithm for the tuning of these
important uncertain vessel parameters based on the unscented Kalman filter (UKF) that uses
onboard vessel motion measurements and synchronous wave information was proposed and
demonstrated previously by application to synthetic data. The present paper validates the UKF-
based vessel seakeeping model tuning algorithm by considering measurements from model-scale
seakeeping tests. Validation analyses demonstrate rational tuning results. The observed random
errors and bias in relation to the measurement functions due to the applied simplification
and linearization in the seakeeping simulations can lead to biased tuning. The importance of
designing the state space and the measurement space is demonstrated by case studies. Due to
the nonlinear relationship between the uncertain vessel parameters and the vessel motions, the
tuning is shown to be sensitive to the mean state vector and selection of the surrounding sigma
points.

1. Introduction

Improving the accuracy of vessel motion prediction is important for safe and cost-efficient marine operations. Compared with
second-order difference-frequency motions, the wave-induced vessel responses in the wave frequency region are more difficult
to control due to their high-frequency dynamics, which may therefore practically dominate the operational limiting criteria for
typical marine operations such as transportation and lifting. Hence, the wave-induced vessel response at wave frequencies, i.e, the
seakeeping performance, is focused on in the present paper. The uncertainty of this vessel motion prediction can be reduced by (1)
reducing the uncertainties of the wave forecast; (2) improving the knowledge and control of the vessel conditions on board, such
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Nomenclature

𝛼 Scaling factor for the UKF model
𝛽 Hyperparameter in the UKF model in order to partially account for higher order statistical properties
𝛽 ′

44 The difference of the VERES estimated linearized additional roll damping coefficient from its true value
𝛽𝑑𝑑 The linearized additional damping coefficient at mode 𝑑
𝛽𝑊 Wave direction w.r.t. vessel coordinate system
�̄� 𝑘 The state covariance matrix for �̄�𝑘
�̄�𝑘 The predicted system state for the 𝑘th update
𝑘,𝑖 The 𝑖th sigma point for the system state 𝒙𝑘, i.e., the 𝑖th column of 𝑘
𝑘 The sigma points for the system state 𝒙𝑘
𝑘 The predicted measurement vector estimated based on all sigma points 𝑘 for the 𝑘th update
𝑲 Kalman gain
𝑷 𝑘 The system state covariance matrix for 𝒙𝑘
𝑷 𝒙𝒛𝑘 The cross covariance matrix for the system state in state space and measurement space at 𝑘th

measurement update step
𝑷 𝒛𝑘 The covariance matrix for the system state in measurement space at 𝑘th measurement update step
𝑸 Process uncertainty covariance matrix
𝑹 Measurement uncertainty covariance matrix
𝒙𝑘 The system state after the 𝑘th update
𝒚𝑘 The residual at 𝑘th measurement update step
𝒁𝑘,𝑖 The predicted measurement vector at 𝑘,𝑖
𝒁𝑘,𝑖 The predicted measurement vector based on the sigma point 𝑘,𝑖
𝒛𝑘 The measurement vector containing the measured response characteristics at the 𝑘th update step
𝜂𝑑 , �̇�𝑑 , �̈�𝑑 Displacement, velocity, acceleration of response for mode 𝑑
𝜅 Hyperparameter in the UKF model
𝜔 Wave or response frequency
𝜎 The standard deviation of random variable
𝜁 (𝑡) Wave elevation time series
𝐵𝑎,𝑑𝑑 The linearized additional damping
𝐵𝑐𝑟,𝑑𝑑 The critical damping at mode 𝑑
𝑑 The index of vessel rigid body modes. 𝑑 = 1: surge, 𝑑 = 2: sway, 𝑑 = 3: heave, 𝑑 = 4: roll, 𝑑 = 5: pitch,

𝑑 = 6: yaw
𝐻𝑠 Significant wave height
𝐽 The total number of the considered measured response characteristics in the measurement space for one

sea state
𝑗 Index of the considered measured response characteristics
𝑘 The index of each model test case
𝐿𝑃𝑃 Length between perpendiculars
𝑁 The dimension of the system state
𝑟44 Radius of gyration for roll
𝑟55 Radius of gyration for pitch
𝑆𝜁𝜁 (𝜔, 𝛽𝑊 ) Single-sided wave spectrum
𝑆𝑋𝑋 (𝜔, 𝛽𝑊 ) Response spectrum for 𝑋
𝑇𝑧 Zero-up-crossing period
𝑇𝑝 Wave spectral peak period
𝑤𝑐

𝑖 The weight factor for state mean calculation at the 𝑖th sigma point, 𝑖 = 0, 1, 2,… , 2𝑁
𝑤𝑚

𝑖 The weight factor for state covariance calculation at the 𝑖th sigma point, 𝑖 = 0, 1, 2,… , 2𝑁
𝑋 Vessel response
𝑥(𝑡) Vessel response in form of time records, 𝑥(𝑡) ∈ {𝜂𝑑 (𝑡)�̇�𝑑 , �̈�𝑑}, 𝑑 ∈ {3, 4, 5} considered in the present paper
𝑧𝑗 The considered 𝑗th quantity in the measurement space
BL Baseline of vessel hull
CL Centerline of vessel hull
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v
l

COG Center of gravity
DOF Degree of freedom
FFT Fast Fourier transform
OCV Offshore Construction Vessel
ODSS Onboard decision support system
PSD Power spectral density
RAO Response amplitude operator
UKF Unscented Kalman filter
ZCG Vertical coordinate of vessel COG

Many real-time onboard decision support systems (ODSSs) have been developed to assist marine operations based on vessel
otion prediction. Computational efficiency is critical for a real-time vessel motion prediction, and therefore, the analytical model

or vessel response prediction in an ODSS must be simplified. Normally, for marine operations, the wave-induced vessel response
n the wave frequency region can be estimated based on linear transfer functions in relation to the wave elevation [1]. These linear
ransfer functions are also called response amplitude operators (RAOs), which can be calculated by seakeeping analysis software
ased on 3D panel methods or 2D strip theory [2–4].

Research on ODSSs [5–9] in recent decades has mainly focused on reducing the wave forecast uncertainty by, e.g., (1) developing
igh-fidelity wave forecast models [10] for forecasts of a few hours up to some days in advance; (2) calibrating the local alpha
actor [1] with wave-measuring instruments deployed near the floater [11]; (3) measuring the wave field in front of the vessel and
redicting the encountered waves through noncoherent or coherent radar systems or special cameras [8,12–14]; and (4) estimating
he wave spectrum by applying the ‘‘ship as a wave buoy’’ analogy [15,16] and predicting the sea state by extrapolation. Similar to
he design of marine operations, such an ODSS predicts wave-induced vessel responses based on the presumed deterministic vessel
ondition in terms of, e.g., the load distribution and linearized viscous damping, which may deviate from the real condition at the
peration execution phase. These uncertainties of the vessel condition can significantly contribute to the errors of the predicted vessel
otions and the consequent decision making [5,8,9]. Therefore, it is important to identify the on-site vessel conditions based on the

nformation available on board and from the operation design phase. Some important vessel parameters such as the draft, trim, and
eel can be measured directly, while other parameters such as the moment of inertia, center of gravity (COG), and linearized viscous
amping may not be so easy to measure. Identification of these immeasurable vessel hydrodynamic parameters is therefore of great
nterest. For example, Xu and Soares [17] and Fossen et al. [18] proposed algorithms for the parameter identification of maneuvering
nd dynamic positioning scenarios; however, the responses in the wave frequency region were considered disturbances. Kaasen et al.
19] developed an automatic procedure for the tuning of a commercial simulation model based on output error minimization and
ested it based on data from model tests, considering precise wave and vessel motion measurements, and accurate fundamental
eakeeping theory.

Han et al. [20] proposed an algorithm for the identification of the immeasurable vessel seakeeping parameters based on onboard
essel motion measurements and wave information, considering data uncertainties. The uncertainties of the tuning results were
uantified. The algorithm is based on discrete Bayesian inference with a predefined RAO database representing the parametric
ncertainty ranges. Even though the parametric uncertainties can be quantified and the nonlinear relation between vessel parameters
nd responses can be captured, the algorithm faces a common challenge for large-dimensional problems due to discretization, i.e., the
urse of dimensionality [21]. Therefore, Han et al. [22] developed a new and computationally efficient algorithm for the tuning and
ncertainty quantification of the important vessel parameters based on the unscented transformation [23] and the unscented Kalman
ilter (UKF) [24] by assuming multivariate Gaussian distributed vessel variables. However, the algorithm has been demonstrated
nly in connection with case studies based on synthetic data. Method validations based on model-scale and full-scale measurements
re therefore required.

This paper tests the performance of the UKF-based model tuning algorithm by applying measurements from model-scale
eakeeping tests. The model tests are first described in Section 2. Then, the applied tuning algorithm is briefly summarized in
ection 3. Afterwards, the scope of the validation analysis is described in Section 4. The results are shown and explained in Section 5.
inally, Section 6 summarizes the findings, discusses the limitations, and suggests future research work to modify the seakeeping
odel tuning algorithm.

. Seakeeping model tests

Seakeeping model tests with zero forward speed for a state-of-the-art offshore construction vessel (OCV) were selected for the
alidation analyses of the UKF-based tuning algorithm. The vessel is approximately 150 m long and 27 m wide, and the tested
oading condition approximately corresponds to a displacement of 20 000 m3, a draft of 6.8 m, and a transverse metacentric height

of 2.7 m. With one main work moonpool and two ROV moonpools, the OCV is also equipped with bilge keels (approximately 54 m
long with a breadth of 1.0 m) and roll reduction tanks to reduce the roll motions.

Only one loading condition was considered in the model tests, with all three moonpools open. The model, at a scale of
approximately 1:23, as illustrated in Fig. 1, was manufactured with 3 moonpools, 2 bow thruster tunnels, 3 stern thruster tunnels, 3
3
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Fig. 1. Illustration of the seakeeping test.

Table 1
Seakeeping model tests performed for irregular waves.
𝑘 Test No. Spectral type 𝐻𝑠 [m] 𝑇𝑝 [s] 𝛽𝑊 [◦] Roll reduction tank

1 4000 JONSWAP 3 8 0 Frozen
2 4010 JONSWAP 3 10 0 Frozen
3 4020 JONSWAP 5 10 0 Frozen
4 4030 RECT 3 5–16 0 Frozen
5 4100 JONSWAP 3 8 15 Frozen
6 4110 JONSWAP 3 10 15 Frozen
7 4120 JONSWAP 5 10 15 Frozen
8 4130 RECT 3 5–16 15 Frozen
9 4200 JONSWAP 3 8 30 Frozen
10 4210 JONSWAP 3 10 30 Frozen
11 4220 RECT 3 5–16 30 Frozen
12 4300 JONSWAP 3 8 45 Frozen
13 4310 JONSWAP 3 10 45 Frozen
14 4320 RECT 3 5–16 45 Frozen
15 4401 JONSWAP 3 8 90 Frozen
16 4410 JONSWAP 3 10 90 Frozen
17 4420 RECT 3 5–16 90 Frozen
18 4500 JONSWAP 3 8 150 Frozen
19 4510 JONSWAP 3 10 150 Frozen
20 4600 JONSWAP 3 8 165 Frozen
21 4610 JONSWAP 3 10 165 Frozen
22 4700 JONSWAP 3 8 180 Frozen
23 4710 JONSWAP 3 10 180 Frozen
24 4720 RECT 3 5–16 180 Frozen

roll reduction tanks, and bilge keels. Only cases with the roll reduction tanks deactivated (namely, ‘‘frozen’’) were considered in the
validation analyses. The model was weighed and balanced to obtain the specified loading condition as accurately as possible, w.r.t.
the COG, radii of gyration for the roll and pitch, and volume displacement. The model tests were performed with only long-crested
waves and without disturbance from current or wind. The main focus of the tests was to investigate the local effect of moonpool
resonance. Therefore, most tests were carried out for sea states with peak periods (𝑇𝑝) around the moonpool resonance periods,
i.e., between 8 s and 10 s. Narrowband JONSWAP wave spectra with a peak enhancement factor of 3.3 were applied for the tests.
For each wave direction 𝛽𝑊 , an additional test case was conducted with a broadband and approximately rectangular wave spectrum
(denoted by ‘‘RECT’’) for wave periods from 5 s to 16 s with a significant wave height (𝐻𝑠) of 3 m. The considered test cases are
summarized in Table 1.

A reference coordinate system was defined for the convenience of reporting. All the quantities reported hereafter correspond to
this coordinate system. The origin of the coordinate system is at the baseline (BL) of the midship (𝐿𝑝𝑝∕2) along the longitudinal
symmetric axis, i.e., the centerline (CL). The positive 𝑥-axis points towards the bow, positive 𝑦-axis points towards port, and positive
𝑧-axis points upwards vertically. The definition of 𝛽𝑊 in the present paper follows the coming-from convention, i.e., 0◦ for head
sea, 180◦ for following sea, and 90◦ for beam seas coming from the port side.

A soft mooring system consisting of 4 horizontal springs was used to keep the model on station. This mooring system leads to low-
frequency motions in surge, sway and yaw at periods of approximately 100 s. In the model tests, vessel motions and wave elevations
were recorded in the form of time series. The measurement instruments, locations (at full scale) and quantities are summarized in
Table 2.

Measurements from accelerometers were used for quality control of the OQUS camera outputs. The wave elevation measurements
from the wave probes were calibrated prior to the model tests, e.g., as illustrated in Fig. 2. The OQUS camera measured motion
signals of heave [m], roll [deg], and pitch [deg], and the calibrated wave elevation [m] measurements were used in the validation
analyses. The nominal accuracy of the OQUS camera measurements was 0.8 mm for translational motions and 0.1◦ for angular
4
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Table 2
Summary of measurements.

Instrument Location [m] Quantities

OQUS cameraa (0, 0, 0) (Angular) Displacements of 6 DOFsb

Accelerometers (−58.6, −10.4, 7.5) Translational accelerations
Probes 8 port side, 2 starboard side, 1 in each of the moonpools Relative water elevations

aOQUS electronic-optical positioning system.
bDOF: degree of freedom.

Fig. 2. Comparison of wave spectra between the theoretical and the measured for Test 4020. PSD: power spectral density. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

motions, while the accuracy of the wave measurements was 1 mm. All the measurements were transferred to full scale according
to the Froude scaling laws [25]. At full scale, the duration of each seakeeping test was approximately 4500 s and the associated
sampling frequency was approximately 41.6 Hz. The numerical seakeeping models were also made at full scale.

3. Formulation of the tuning algorithm

Han et al. [22] proposed a tuning algorithm based on the unscented transformation [23] and the corresponding scaled
unscented Kalman filter (UKF) [24], which is computationally efficient for large-dimensional problems and guarantees second-order
approximation accuracy for nonlinear systems. The UKF, belonging to the family of sigma-point Kalman filters [26], linearizes a
model by implicitly applying weighted statistical linear regression based on the information at several deterministic points (i.e., the
so-called sigma points). It uses nonlinear functions explicitly at the sigma points and therefore does not require the linear algebra
formulation. This has been shown as an advantage for the problem of seakeeping model tuning heavily involving complex and
state-dependent measurement functions [22].

The original tuning procedure contains a weather update step so that the wave characteristics for a sea state (e.g., 𝐻𝑠, 𝑇𝑝,
and 𝛽𝑊 ) are included in the system state and tuned together with the uncertain vessel parameters [22]. As shown in Fig. 2,
the wave measurements are subjected to insignificant uncertainties under laboratory conditions. Therefore, wave characteristics
are not included in the system state, and the weather update step becomes irrelevant. Instead, the measured wave time series
𝜁 (𝑡) is considered as an input affecting the measurement function, which is used as part of the measurement update step. The
complete tuning procedure for one sea state indexed by 𝑘 + 1 is illustrated in Fig. 3. The tuning process mainly consists of 3 steps,
i.e., calculation of the sigma points and their weight factors, system propagation, and measurement update.

The state vector includes uncertain vessel parameters such as those related to the inertia distribution and the linearized viscous
damping terms. The initial state vector and the state covariance matrix are denoted by 𝒙0 and 𝑷 0, respectively. The state vector
and covariance matrix after updating by 𝑘 sea states are denoted by 𝒙𝑘 and 𝑷 𝑘, respectively. Each sea state is assumed stationary
and independent from other sea states.

When measurements of vessel responses and wave elevations are acquired for sea state 𝑘+1, the sigma points should be calculated
based on the updated 𝑁-dimensional state 𝒙𝑘 and 𝑷 𝑘:

𝑘+1,0 = 𝒙𝑘 (1a)

𝑘+1,𝑖 =

⎧

⎪

⎨

⎪

𝒙𝑘 +
[

√

(𝑁 + 𝜆)𝑷 𝑘

]

𝑖
for 𝑖 = 1, 2,… , 𝑁

𝒙𝑘 −
[

√

(𝑁 + 𝜆)𝑷 𝑘

]

for 𝑖 = 𝑁 + 1,… , 2𝑁
(1b)
5
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Fig. 3. The process of tuning vessel seakeeping model parameters, together with the quantification of uncertainties.

𝑘+1 = [𝑘+1,0 𝑘+1,1 ⋯ 𝑘+1,2𝑁 ] (1c)

where
[

√

(𝑁 + 𝜆)𝑷 𝑘

]

𝑖
is the 𝑖th column (or row) of the matrix square root of (𝑁+𝜆)𝑷 𝑘. Each sigma point 𝑘+1,𝑖 for 𝑖 ∈ {0, 1,… , 2𝑁} is

deterministically selected according to Eq. (1a) or Eq. (1b). The matrix 𝑘+1 has a size of 𝑁×(2𝑁+1), where each column represents
a sigma point. The hyperparameter 𝜆 in Eq. (1) is calculated by:

𝜆 = 𝛼2(𝑁 + 𝜅) −𝑁 (2)

where 𝛼 is the scaling factor, the hyperparameter 𝜅 is normally set to either 3 − 𝑁 or 0, and 𝜅 ≠ −𝑁 . The corresponding weight
factors for the sigma points to be used for estimation of the mean and the covariance can be calculated by:

𝑤𝑚
0 = 𝜆

𝜆 +𝑁
(3a)

𝑤𝑐
0 =

𝜆
𝜆 +𝑁

+ 1 − 𝛼2 + 𝛽 (3b)

𝑤𝑐
𝑖 = 𝑤𝑚

𝑖 = 1
2(𝜆 +𝑁)

(3c)

here 𝑤𝑚 denotes the weight factors for the mean calculation, 𝑤𝑐 denotes the weight factors for the covariance matrix calculation,
nd 𝑖 = 1, 2,… , 2𝑁 . The hyperparameter 𝛽 equals to 2 for Gaussian distributed variables [24]. The weight factors depend only on
he dimension and the values of the UKF-related hyperparameters.

With the deterministically selected sigma points and their corresponding weight factors, the system state can be predicted for
ea state number 𝑘 + 1 through the system propagation step by:

�̄�𝑘+1 =
2𝑁
∑

𝑖=0
𝑤𝑚

𝑖 𝑓 (𝑘+1,𝑖) (4a)

�̄� 𝑘+1 =
2𝑁
∑

𝑖=0
𝑤𝑐

𝑖 (𝑓 (𝑘+1,𝑖) − �̄�𝑘+1)(𝑓 (𝑘+1,𝑖) − �̄�𝑘+1)⊤ +𝑸 (4b)

here �̄�𝑘+1 and �̄� 𝑘+1 are the predicted state vector and covariance matrix. 𝑓 () is the process model, i.e., the state propagation
6
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Eq. (4) is generally valid for any nonlinear process models. However, the system propagation step can be very much simplified when
the propagation function is linear, such as the presently considered tuning of the vessel seakeeping model parameters. Stationary
sea states and vessel conditions are assumed, leading to a simple linear function:

𝑓 (𝑘+1,𝑖) = 𝑰𝑁𝑘+1,𝑖 = 𝑘+1,𝑖 (5)

where 𝑰𝑁 is an 𝑁-dimensional identity matrix. Consequently, Eq. (4) can be replaced by Eq. (6) for the present study:

�̄�𝑘+1 = 𝒙𝑘 (6a)

�̄� 𝑘+1 = 𝑷 𝑘 +𝑸 (6b)

Following the system propagation, the system state can now be updated through the measurement update step by application
of the acquired wave and vessel motion measurements for sea state 𝑘 + 1. As illustrated in Fig. 3, heave 𝜂3(𝑡), roll 𝜂4(𝑡), and pitch
5(𝑡) measured by the OQUS camera and wave elevations 𝜁 (𝑡) measured by the probes are used in the validation analyses. Second-
rder surge, sway, and yaw motions are significant. Therefore, the corresponding measurements are excluded. Considering that the
easurements are associated with high accuracy due to the application of advanced instruments, calibration, and quality control
nder laboratory conditions as mentioned in Section 2, signal noise is considered negligible. A previous vessel seakeeping parametric
ensitivity study [27] suggests including the derivative information regarding the vessel motions (e.g., the velocity and acceleration)
o improve the tuning accuracy for the uncertain parameters. Therefore, in the validation analyses, the measurement space in the
KF-based tuning model is considered to include the standard deviations of the (angular) displacement, velocity, acceleration, and
orresponding zero-up-crossing periods (𝑇𝑧) for heave, roll, and pitch in the wave frequency range. The measurement space and the
easurement vector 𝒛 can be formulated as:

𝒛 =[𝑧1 𝑧2 … 𝑧𝑗 … 𝑧𝐽 ]⊤

𝑧𝑗 ∈{𝜎𝜂3 , 𝜎�̇�3 , 𝜎�̈�3 , 𝜎𝜂4 , 𝜎�̇�4 , 𝜎�̈�4 ,… , 𝑇𝑧(𝜂3), 𝑇𝑧(𝜂4),…}
(7)

where 𝜎 is the standard deviation and 𝜂𝑑 , �̇�𝑑 , �̈�𝑑 represent the (angular) displacement, velocity, and acceleration for the considered
responses in 6 DOFs. 𝑑 is usually referred to as the index of the vessel rigid body modes. 𝑑 = 1, 2, 3, 4, 5, 6 correspond to surge,
way, heave, roll, pitch, and yaw, respectively. The vessel motions of mode 𝑑 are also referred to as the motions in the 𝑑th DOF.
= 1, 2,… , 𝐽 , where 𝐽 is the number of considered measured response characteristics in the measurement space for one sea state.
electing the quantities for the measurement vector can be critical to the tuning results, especially when the measurement function
s subject to significant uncertainty, e.g., due to simplification of the seakeeping model.

In the following, a scalar quantity 𝑋 denotes a vessel response, with 𝑋 ∈ {𝜂𝑑 , �̇�𝑑 , �̈�𝑑} and 𝑑 = {1, 2,… , 6}. 𝑋(𝜔) represents
he response in the frequency domain, while 𝑥(𝑡) represents the corresponding time domain signal. The numerical differentiation of
iscrete signals 𝑥(𝑡) is well known to generate very high noises. These noises are usually at high frequencies and can be distinguished
utside the frequency interval of the real motions. Therefore, the measured 𝜂3(𝑡), 𝜂4(𝑡), 𝜂5(𝑡), and 𝜁 (𝑡) are first transferred to
he frequency domain by estimating their periodograms [28]. The corresponding power spectral densities (PSDs), i.e., 𝑆𝜂3𝜂3 (𝜔),
𝜂4𝜂4 (𝜔), 𝑆𝜂5𝜂5 (𝜔), and 𝑆𝜁𝜁 (𝜔), are subsequently calculated. Then, the corresponding spectra of the velocities and accelerations can
e calculated by:

𝑆�̇��̇� (𝜔) = 𝜔2𝑆𝑋𝑋 (𝜔) (8a)

𝑆�̈��̈� (𝜔) = 𝜔4𝑆𝑋𝑋 (𝜔) (8b)

here �̇�(𝜔) in the frequency domain represents the first derivative of 𝑋, i.e., �̇�(𝑡) = 𝑑 𝑥(𝑡)
𝑑 𝑡 in the time domain, while �̈�(𝜔) represents

its second derivative, i.e., �̈�(𝑡) = 𝑑2 𝑥(𝑡)
𝑑 𝑡2

. The PSDs outside the wave frequencies should be removed before the measurement update
step. This is considered equivalent to a fast Fourier transform (FFT) bandpass filter. Then, the quantities in the measurement space
𝒛 can be calculated:

𝜎𝑋 =
√

𝑚0 (9a)

𝑇𝑧(𝑋) = 2𝜋
√

𝑚0
𝑚2

(9b)

𝑚0 =
∑

𝜔
𝑆𝑋𝑋 (𝜔)𝛥𝜔 (9c)

𝑚2 =
∑

𝜔
𝜔2𝑆𝑋𝑋 (𝜔)𝛥𝜔 (9d)

Once the quantities of the measurement space have been selected, the system state including the uncertain vessel parameters
hould be transferred from the state space to the measurement space by applying the measurement functions. It is obvious that
hese measurement functions are highly nonlinear and dependent on the state as well. The system state in the measurement space is
alled ‘‘the predicted measurements’’, denoted by . First, the response spectrum should be calculated for each sigma point 𝑘+1,𝑖:

𝑆𝑋𝑋,𝑖(𝜔) = |𝐻𝑋 (𝜔, 𝛽𝑊 |𝑘+1,𝑖)|
2𝑆𝜁𝜁,𝑘+1(𝜔, 𝛽𝑊 ) (10)

here 𝑆𝜁𝜁,𝑘+1(𝜔, 𝛽𝑊 ) is the wave spectrum for sea state 𝑘+1, which is calculated based on the periodogram of the calibrated probe
easurements. The linear transfer function 𝐻 (𝜔, 𝛽 | ) for the response 𝑋 varies with the sigma point  . Subsequently, the
7
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elements of the predicted measurements can be calculated based on Eq. (9). At each sigma point 𝑘+1,𝑖, the predicted measurement
vector can be assembled according to Eq. (7) based on the selected measurement space, denoted by 𝒁𝑘+1,𝑖.

As illustrated in Fig. 3, seakeeping analysis is carried out at each sigma point 𝑘+1,𝑖 to obtain |𝐻𝑋 (𝜔, 𝛽𝑊 |𝑘+1,𝑖)|. The simulated
linear transfer functions of heave 𝐻𝜂∗3

(𝜔) are reported at a dedicated location on the vessel, depending on the software and the
numerical modeling. The superscript ∗ for 𝜂∗3 indicates that the software-reported heave RAO may be at a location different from
the measured location. Therefore, the software-calculated complex-valued heave RAOs must be transferred to the measured location,
i.e., the origin of the reference coordinate system in the present case studies, by:

𝐻𝜂3 (𝜔) = 𝐻𝜂∗3
(𝜔) − 𝑦0𝐻𝜂4 (𝜔) + 𝑥0𝐻𝜂5 (𝜔) (11)

where 𝐻𝜂3 (𝜔) is the complex-valued heave motion RAO at the OQUS-measured location, i.e., (0, 0, 0) in the reference coordinate
system. (𝑥0, 𝑦0, 𝑧0) are the coordinates of the software-reported RAOs in the same reference coordinate system. The roll and pitch
RAOs remain the same at different locations on a rigid body. Afterwards, the RAO amplitudes of the velocity and acceleration can
be calculated based on the (angular) displacement:

|𝐻�̇� (𝜔)| = 𝜔|𝐻𝑋 (𝜔)| (12a)

|𝐻�̈� (𝜔)| = 𝜔2
|𝐻𝑋 (𝜔)| (12b)

Eqs. (7) and (9) to (12) should be treated as a complete set of the measurement functions to calculate the predicted measurement
vector 𝒁𝑘+1,𝑖 at each sigma point, while Eqs. (7) to (9) provide the procedure to calculate the measurement vector 𝒛𝑘+1. The
measurement functions are very difficult to express in a compact mathematical formulation because (1) many different response
characteristics can be included in the measurement space (e.g., 𝜎 and 𝑇𝑧); (2) it involves seakeeping simulations, rigid body motion
transformations, derivative calculations, etc.; and (3) the applied RAOs again depend on the state and subsequent selection of the
sigma points. Finally, the measurement update step can be performed based on:

𝑘+1 =
2𝑁
∑

𝑖=0
𝑤𝑚

𝑖 𝒁𝑘+1,𝑖 (13a)

𝒚𝑘+1 = 𝒛𝑘+1 −𝑘+1 (13b)

𝑷 𝒛𝑘+1 =
2𝑁
∑

𝑖=0
𝑤𝑐

𝑖 (𝒁𝑘+1,𝑖 −𝑘+1)(𝒁𝑘+1,𝑖 −𝑘+1)⊤ +𝑹𝑘+1 (13c)

𝑷 𝒙𝒛𝑘+1 =
2𝑁
∑

𝑖=0
𝑤𝑐

𝑖 (𝑘+1,𝑖 − �̄�𝑘+1)(𝒁𝑘+1,𝑖 −𝑘+1)⊤ (13d)

𝑲 = 𝑷 𝒙𝒛𝑘+1𝑷
−1
𝒛𝑘+1

(13e)

𝒙𝑘+1 = �̄�𝑘+1 +𝑲𝒚𝑘+1 (13f)

𝑷 𝑘+1 = �̄� 𝑘+1 −𝑲𝑷 𝒛𝑘+1𝑲
⊤ (13g)

where the residual 𝒚𝑘+1 is the difference between the predicted measurement 𝑘+1 and the realized measurement vector 𝒛𝑘+1 in the
measurement space and 𝑹𝑘+1 represents the uncertainties from the measurements and the measurement functions. 𝑷 𝒛𝑘+1 ∈ R𝐽×𝐽 is
the covariance matrix of the sigma points in the measurement space, and 𝑷 𝒙𝒛𝑘+1 ∈ R𝑁×𝐽 is the cross covariance of the state and the
measurement. 𝒙𝑘+1 and 𝑷 𝑘+1 are the updated state mean and covariance matrix based on the calculated Kalman gain 𝑲 for the sea
state indexed by 𝑘 + 1.

4. Scope of the validation analysis

The vessel seakeeping model tuning algorithm described in Section 3 was validated based on the seakeeping (zero speed) model
tests described in Section 2.

4.1. Numerical seakeeping model and response measurements

In the validation analyses, the RAOs at the sigma points were calculated by means of the ShipX (VERES) software developed by
SINTEF Ocean [3] and based on 2D strip theory. The adequate meshing of the ShipX model is illustrated in Fig. 4.

A simplified representation of the moonpools was applied in ShipX. The locations and dimensions of the three moonpools were
specified as inputs to ShipX in order to approximately obtain the correct vessel displacement volume and longitudinal center of
buoyancy [29]. Due to the relatively small volume ratio between the moonpools and vessel, the coupling effects between the
moonpool and vessel responses were considered small [30]. Ravinthrakumar et al. [31] also shows negligible coupling effects
between vessel motions and moonpool response for a volume ratio less than 4.5%. However, the coupling effects are not only
dependent on the volume ratio but also highly dependent on the location of the moonpool(s) and the wave heading [32]. Such
coupling effects mostly influence the vessel motions (e.g., heave and pitch) around the moonpool resonance periods with respect
to the piston and sloshing modes. It is believed that the coupling between moonpool and roll can be much more complicated
8
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Fig. 4. Screenshot of the ShipX strip model.

owing to (1) the significant nonlinear sloshing effects from the water in the moonpool on the roll motion; (2) the significant viscous
damping contributed by the sharp edges of the moonpools; and (3) the nonlinear swirling effects. Moreover, for vessels with multiple
moonpools, even though the moonpool arrangement is normally symmetric with respect to the centerline, the moonpool response
can be different between symmetric moonpools for oblique and beam seas due to the shielding effects and the encountered wave
phase differences. All of these facts make the roll motion estimation complicated. Therefore, this simplified ShipX model is expected
to have relatively high uncertainties associated with the roll RAO estimation.

VERES in ShipX is based on linear potential theory with the assumption of inviscid and incompressible fluid and irrotational
flow condition [33]. However, damping terms in addition to that based on linear potential theory may play critical roles in the
vessel motion estimation, particularly for the roll around its resonance [34]. This ‘‘additional’’ damping is in fact nonlinear due to
viscous effects, dependent on the amplitudes and frequencies of the considered vessel motion velocities and waves. The stochastic
linearization technique [35] is usually applied to express the relationship between vessel motion and wave elevation in the frequency
domain. Consequently, this linearized ‘‘additional’’ damping becomes sea-state dependent. Han et al. [36] proposed to a method
to handle such important sea-state dependent parameters in the tuning process based on discrete Bayesian inference so that the
prediction accuracy for those parameters can be improved and quantified by the tuning results at the observed sea states. The
linearized additional damping coefficient 𝛽𝑑𝑑 for mode 𝑑 is defined as the ratio between the linearized additional damping and the
critical damping for mode 𝑑 as a percentage (i.e., 100 times the ratio):

𝛽𝑑𝑑 =
𝐵𝑎,𝑑𝑑

𝐵𝑐𝑟,𝑑𝑑
× 100 [%] (14a)

𝐵𝑐𝑟,𝑑𝑑 = 2
√

(𝑀𝑑𝑑 + 𝐴𝑑𝑑 (∞))𝐶𝑑𝑑 (14b)

where 𝑀𝑑𝑑 , 𝐴𝑑𝑑 , and 𝐶𝑑𝑑 are the vessel inertia, added mass, and restoring stiffness for the motion mode 𝑑, respectively. The vessel
added mass is frequency dependent. For simplicity, a constant added mass 𝐴𝑑𝑑 for each motion mode 𝑑 has been considered in
Eq. (14b), taken as the added mass at the infinite frequency 𝜔 → ∞. 𝐵𝑎,𝑑𝑑 is the linearized additional damping, and 𝐵𝑐𝑟,𝑑𝑑 is
the critical damping for the 𝑑th DOF. In the case studies, constant values of 𝐵𝑐𝑟,𝑑𝑑 for 𝑑 = 3, 4, 5 were applied independent of
tuning results. In fact, it is mostly important to find the best 𝐵𝑎,𝑑𝑑 to represent the vessel dynamics for the present vessel and
wave conditions. 𝛽𝑑𝑑 was introduced mainly to ensure that all the parameters considered in the system state space are of similar
magnitudes for the purpose of numerical stability, as explained in Section 4.2. Tuning of 𝛽𝑑𝑑 with reference to a constant 𝐵𝑐𝑟,𝑑𝑑
helps revealing the change of 𝐵𝑎,𝑑𝑑 through tuning simulations.

The geometry and location of the bilge keels are specified in the ShipX model. VERES estimates the linearized viscous roll
damping from the hull and bilge keels based on Ikeda’s formulas [37–40]. Hence, 𝛽44 is automatically included in the simulation
based on the semiempirical solutions. However, this estimation of 𝛽44 is still subject to considerable uncertainties. Instead, for the
validation analysis in the application of the VERES simulations, the parameter 𝛽′44 is considered in the state vector, representing the
error of the additional roll damping coefficient between the VERES estimated and the true value:

𝛽′44 = 𝛽44 − 𝛽𝑉 𝐸𝑅
44 (15)

where 𝛽44 is the previously defined additional roll damping and 𝛽𝑉 𝐸𝑅
44 is the additional roll damping estimated by ShipX (VERES).

𝛽′44 may therefore be expected to vary around zero.
For verification of the model, the resonance periods of the output roll (𝛽𝑊 = 90◦) and pitch (𝛽𝑊 = 0◦) RAOs were first

benchmarked based on the roll and pitch decay tests. RAOs are always reported at the COG in VERES, i.e., (−3.81 m, 0, 10.82
m) with respect to the reference coordinate system defined in Section 2. The heave RAOs should therefore be transferred to the
reference coordinate system origin according to Eq. (11). The set of VERES-simulated RAOs based on the tested loading condition
and benchmarked based on the decay tests are hereby referred to as the ‘‘reference’’ RAOs.
9
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Fig. 5. The measured heave RAOs and the reference heave RAO from the ShipX (VERES) simulation at head sea (top left), and the power spectral densities
(PSDs) of the measured waves and heave motions for Tests 4000, 4010, and 4030. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

The applied unidirectional wave conditions in the laboratory provide the perfect opportunity to compare the measured RAOs
with the corresponding simulated RAOs from the seakeeping software. The measured RAO amplitudes can therefore be calculated
by:

|𝐻𝑋 (𝜔)| =

√

𝑆𝑋𝑋 (𝜔)
𝑆𝜁𝜁 (𝜔)

(16)

where 𝑆𝑋𝑋 (𝜔) and 𝑆𝜁𝜁 (𝜔) are power spectral densities of the response 𝑋 and wave elevation 𝜁 from the measurements. Several
critical issues are hence identified: (1) numerical error magnification due to very small wave energies away from the peak
frequencies; (2) second-order effect on the roll motion; (3) moonpool coupling effects on the vessel motions; and (4) generally
larger estimation errors on the roll motion. Detailed explanations are given in the following.

The reference RAOs for heave and pitch are shown under the head sea condition in Figs. 5 and 6, while the reference roll RAO is
shown for beam sea in Fig. 7, with comparison of the RAOs calculated for the relevant test cases. Due to the limited dimensions of
the ocean basin laboratory and the applied model scale, wave components with wave periods larger than 15 s at full scale become
unreliable. Therefore, the vessel response and wave components with periods larger than 15 s were disregarded in the tuning process.
When the wave PSD is sufficiently small, numerical issues may occur if applying Eq. (16). For example, as illustrated in Fig. 6, the
measured pitch RAO amplitudes at small periods (i.e., 2 to 5 s) from Test 4020 are overestimated due to the very small wave energies
and measurement errors. Large RAO estimation errors can also be observed at large periods (e.g., > 15 s) due to the same numerical
issue. However, it is worth mentioning that the proposed tuning algorithm may not be highly influenced by these numerical errors
because the measurement space focuses on the overall characteristics of the response spectra (e.g., parameters related to 𝑚0 and
𝑚2) instead of directly calculating the RAOs based on Eq. (16). Hence, the small energies or measurement errors usually do not
significantly influence those characteristics.

However, special attention should be paid to the measured roll motions, as shown in Fig. 7. Very large roll motions are observed
around the resonance, i.e., at approximately 15 s, where very little wave energies exist. These significant roll motions outside the
main wave frequency range are believed to be due to the second-order difference-frequency responses from the interactions of wave
10
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Fig. 6. The measured pitch RAOs and the reference pitch RAO from the ShipX (VERES) simulation at head sea (left), and the power spectral densities (PSDs)
of the measured waves and pitch motions for Test 4020. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

loads at different frequencies. This type of phenomenon has been observed, explained, and reported by researchers, e.g., by Rezende
et al. [41]. For example, wave components at 6 s and 10 s will lead to a difference-frequency response at a period of 15 s. Motions
due to the second-order effects must be excluded from the seakeeping model tuning because only the first-order wave-induced
vessel motions are considered in the algorithm. From Fig. 7, the good matching of the VERES-simulated and the measured roll
RAOs within the wave frequency ranges indicates that these second-order roll motions are mostly outside the wave frequency range
for each individual sea state. Therefore, these second-order motions can be largely excluded by applying a high-pass FFT filter for
periods with very small wave energies. For each sea state, the wave and response components at frequencies with wave PSDs less
than 5% of the maximum wave PSD value were removed.

In addition, coupling effects between the moonpool piston mode and vessel motions were observed in the case of oblique seas.
As illustrated in Fig. 8, the measured heave RAOs based on those test cases with a wave heading of 30◦ show a second peak at
approximately 8 to 9 s, which is significantly different from the VERES-simulated RAO without considering the coupling effects.
Similarly, Fig. 9 shows local RAO amplitude peaks at the moonpool piston resonance period for the roll motion at oblique seas
(e.g., at 30◦ and 150◦). However, this coupling has significantly less influence for a wave heading of 150◦ than for 30◦, which
may be due to the shielding effect from the vessel body on the wave kinematics at the moonpools. The moonpools are located in
the vessel forepart. These deviations contribute to the uncertainties of the measurement functions and consequently the predicted
measurements. Therefore, the measurement noise matrix 𝑹 should consider these errors due to simplifications of the seakeeping
simulation.

4.2. State space

In practice, the vessel attitude-related parameters, e.g., draft, trim, heel, heading, and forward speed, can be measured by
various onboard monitoring systems and hence may be less uncertain. In addition, the vessel geometry can normally be treated
deterministically, subject to minor uncertainty due to thorough design and manufacturing work at shipyards. Therefore, within their
practical uncertainty ranges, the variation of parameters related to vessel attitude and geometry may have very limited influence
on the wave-induced vessel motions. However, due to the frequently shifted vessel loading conditions, potential engineering errors,
and considered simplifications and assumptions in the theory, the parameters related to the inertia distribution and hydrodynamic
damping may be subject to significant uncertainties.

Similar to [27], the sensitivity of the important uncertain vessel parameters was studied based on the ShipX model, which was
deployed during the model testing project. The sensitivity results are qualitatively summarized in Table 3. The RAOs for heave, roll
and pitch at the COG are compared within the considered uncertainty range for each uncertain parameter. The influential vessel
parameters, i.e., 𝛽 , 𝛽 , 𝛽 , ZCG, 𝑟 , and 𝑟 , were therefore considered in the system state vector for the model tuning.
11
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Fig. 7. The measured roll RAOs and the reference roll RAO from the ShipX (VERES) simulation at beam sea (top left), and the power spectral densities (PSDs)
of the measured waves and roll motions for Tests 4401, 4410, and 4420. (For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

Table 3
Sensitivity of uncertain vessel parameters.

Parameter Range Heave Roll Pitch

𝛽33 [0, 10%] Significant No No
𝛽 ′

44 [−7, 7%] No Significant No
𝛽55 [0, 10%] Minor No Significant
ZCG [6.8, 13.8] m No Significant Minor
𝑟44 [9.5, 11.5] m No Significant No
𝑟55 [41, 49] m Minor No Significant

The linearized additional damping coefficients were assumed constant. The dependency on the sea state characteristics (i.e., 𝐻𝑠,
𝑇𝑝, 𝛽𝑊 , etc.) should be considered in practical applications. However, the number of available model tests was limited. Roll motion
is most sensitive to the additional damping, particularly around the resonance period. However, the wave peak periods for most
tests were 8 s or 10 s, which are outside the resonance; therefore, the additional roll damping plays a very limited role with respect
to the measured roll motions. Thus, constant additional damping was believed sufficient for the validation analyses based on these
model test cases.

According to Eq. (1), the covariance matrix 𝑷 𝑘 should be positive semidefinite. Non-negative weight factors 𝑤𝑐 guarantee this
positive semidefinite property for 𝑷 𝑘 [24]. However, in practice, it is challenging to have a positive weight factor 𝑤𝑐

0 for the state
mean 𝑘+1,0 because a very small 𝛼 is preferred in the algorithm. Non-positive semidefinite 𝑷 was observed in the initial studies
due to the system nonlinearity and the numerical issue caused by too large difference in the order of magnitudes for the diagonal
elements of 𝑷 . In addition, when divergent or irrational tuning results occur, unexpected and extremely nonlinear behavior may
lead to a non-positive semidefinite covariance matrix. Therefore, the additional damping coefficients (as a percentage) instead of
the additional damping and the radii of gyration instead of the moments of inertia are considered in the system state space.
12
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Fig. 8. The measured heave RAO and the reference heave RAO from the ShipX (VERES) simulation for 𝛽𝑊 = 30◦ (left), and the power spectral densities (PSDs)
of the measured waves and heave motions for Test 4200. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 9. The measured roll RAOs for Tests 4210 and 4510 and the reference roll RAOs from the ShipX (VERES) simulation for 𝛽𝑊 = 30◦and150◦ (left), and the
power spectral densities (PSDs) of the measured waves and roll motions for Tests 4210 and 4510. The wave spectra of Tests 4210 and 4510 are nearly identical.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
13
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Table 4
Candidates of diagonal elements of measurement uncertainty variance matrix 𝑹.

Parameter Description Value

𝜎2
𝑁 (𝑋3), 𝑋3 ∈ {𝜂3 , �̇�3 , �̈�3} Noise variance of 𝜎𝑋3

a max(2%𝜎2
𝑋3
, 10−6)

𝜎2
𝑁 (𝑋4), 𝑋4 ∈ {𝜂4 , �̇�4 , �̈�4} Noise variance of 𝜎𝑋4

b max(9%𝜎2
𝑋4
, 10−4)

𝜎2
𝑁 (𝑋5), 𝑋5 ∈ {𝜂5 , �̇�5 , �̈�5} Noise variance of 𝜎𝑋5

c max(5%𝜎2
𝑋5
, 10−4)

𝜎2
𝑁 (𝑇𝑧) Noise variance of 𝑇𝑧 for 𝜂3, 𝜂4, 𝜂5 0.1 s2 for 𝜂3 and 𝜂5; 0.25 s2 for 𝜂4

a𝜎𝑋3
: the standard deviation of the heave displacement, velocity, and acceleration measurements.

b𝜎𝑋4
: the standard deviation of the roll rotation, velocity, and acceleration measurements.

c𝜎𝑋5
: the standard deviation of the pitch rotation, velocity, and acceleration measurements.

4.3. Measurement space

One of the keys to success for the tuning process is the selection of the measurement space and the determination of the
corresponding errors from measurements (i.e., random errors) and measurement functions (i.e., systematic errors). Initial studies
indicate that including derivative information of the measured positions and orientations (i.e., heave, roll and pitch) helps to improve
the convergence of the tuning results. However, this applies only if the simulated RAOs based on the true vessel parameters can
represent the real responses well. When the reference RAOs are significantly deviated from the true system dynamics, a more
informative measurement space (e.g., including the velocity, acceleration, and zero-up-crossing period) for that specific DOF will
generally lead to more biased tuning results.

For the model tests, the error sources of the simulated RAOs and the consequent predicted measurements are explained in
Section 4.1 and are mainly due to ignoring or linearizing the nonlinear effects and the limitations of linear potential theory and
strip theory. Consequently, the measurement uncertainty matrix 𝑹 has to include these errors and uncertainties. Compared with
the measured RAOs, significant errors of the simulated reference RAOs based on the true vessel parameters were observed for the
pitch with wave headings between 90◦ and 180◦ and all the roll responses. Even more errors were seen for the roll response with

ave headings from 0◦ (not inclusive) to 90◦ (not inclusive). The measurement space related to the roll motion should therefore be
ssociated with a larger variance in 𝑹.

For the algorithm to work, note that one fundamental assumption should be fulfilled, i.e., the wave-induced vessel motions can be
ell represented by the linear transfer functions (RAOs) simulated by the seakeeping analysis. This normally holds for conventional
essels on moderate seas, especially for heave and pitch. The RAOs generated by different software can be different [4,42]. However,
enchmarking of the results generated by software in comparison with the results from experiments and onsite measurements has
ot been extensively performed and published. Comparison studies [4,42] indicate that

(1) The estimated heave and pitch motion RAOs from most seakeeping solvers match each other well, and they are in agreement
with experiments.

(2) Strip theory generally overestimates the local trough (i.e., the RAO amplitude at trough is too small) regarding the cancellation
effects for pitch and heave at high frequencies.

(3) Much more deviations and uncertainties of the estimated roll motion RAO are often observed when comparing with various
seakeeping solvers, and generally none of the programs or theories outperforms the others when benchmarking with
experiments.

(4) A deviated estimation of the roll resonance period between programs is often observed.
(5) Largely deviated estimation of the roll RAO amplitudes is observed across all wave periods, partly due to the applied different

approaches for viscous damping estimation.
(6) Seakeeping programs based on strip theories perform equally as well (or equally as poorly) as panel-model-based programs.

The vessel position and orientation measured by the OQUS cameras are subject to measurement errors, which should also be
onsidered in 𝑹, but these are less significant within the main wave frequencies. For the derivative information, the power and the
ssociated noise of the position and orientation measurements are weighted by 𝜔2 and 𝜔4 at each frequency according to Eq. (8).
he considered range of 𝜔 is usually [0.5, 1.26] rad/s. Therefore, the standard deviations of the derived velocity and acceleration are
pproximately at the same level as that of the (angular) displacement after bandpass filtering of the signals described in Section 3.
onsequently, the random errors of those calculated response standard deviations with different derivative orders are also expected
o be approximately of the same magnitude for each motion mode.

The diagonal elements in 𝑹 are summarized in Table 4 with consideration of the aforementioned systematic and measurement
rrors. The off-diagonal elements of 𝑹 are all zero. The designed 𝑹 matrix in Table 4, without optimization, was applied to

investigate the UKF-based tuning algorithm performance, which is considered sufficient for demonstration purposes.
For vessel motion measurements with significant energies, the associated measurement uncertainties were assumed to be

proportional to the measured response energies. A lower bound value for each 𝜎2𝑁 (𝑋𝑑 ) was set mainly to avoid over-confident and
iased tuning. For certain combinations of 𝛽𝑊 and 𝑇𝑝, some vessel motions can be less significant, e.g., roll motions around head sea
utside of roll resonance period. Consequently, the corresponding random and numerical errors will become more predominant in
14
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Table 5
Parameters applied in Case 1 related to UKF modeling.

Parameter Value

State space 𝒙 𝒙 = [𝛽33 , 𝛽
′

44 , 𝛽55 ,ZCG, 𝑟44 , 𝑟55]⊤
Initial 𝒙0 𝒙0 = [2, 2, 2, 10.79, 12, 41]⊤

Initial 𝑷 0 𝑷 0 = diag(25, 64, 25, 0.04, 4, 25)
𝑸 𝑸 = diag(0.25, 0.25, 0.25, 0.052 , 0.09, 0.25)
Measurement space 𝒛 𝒛 = [𝜎𝜂3 , 𝜎𝜂4 , 𝜎𝜂5 , 𝜎�̇�3 , 𝜎�̇�5 , 𝜎�̈�3 , 𝜎�̈�5 , 𝑇𝑧(𝜂3 ) , 𝑇𝑧(𝜂5 )]
𝑹 Per Table 4
𝛼 0.01
𝛽 2
𝜅 −3

uncertainties of certain motions may be underestimated at the less critical sea states if the same ratio of the signal energy is applied
across different motion energy levels. Therefore, a minimum value for each 𝜎2𝑁 (𝑋𝑑 ) was introduced. Considering 𝜔 ∈ [0.5, 1.26] rad/s
nd Eqs. (8) and (9), the same lower bound of measurement uncertainties was applied for displacement, velocity, and acceleration
f each motion mode, assuming that the response measurement uncertainties at those less critical wave conditions are mostly
ontributed from random and numerical errors. Design of 𝑹 can be optimized, but is considered out of the present research scope.

.4. Validation analysis cases

Based on initial studies of the model tests, numerical simulations, and the important concerns regarding the selection of the state
pace and measurement space described in Sections 4.1 to 4.3, the scope of the validation analyses is summarized in this section.
our validation analysis cases are included (referred to as Case 1 to Case 4) to demonstrate the performance and limitations of the
lgorithm. Tables 5 to 8 summarize the UKF modeling for the 4 cases. All the model tests in Table 1 are considered. The differences
mong the 4 cases are emphasized through the use of underlines.

The applied values of the initial state vector 𝒙0, its initial covariance matrix 𝑷 0, and the process covariance matrix 𝑸 are
entative. Selection of the initial state vector 𝒙0 and its initial covariance matrix 𝑷 0 should reflect the relevant prior knowledge in real
pplications, based on available technical documentation and engineering judgement. In practice, a slightly larger 𝑷 0 could increase
he initial rate of the state tuning towards the true values [22]. After tuning, the convergent state vector should ideally approach
he true state while its convergent covariance matrix should basically reflect the uncertainties of the system propagation model,
easurement functions, measurement uncertainties, etc. Therefore, the mean vector of the convergent state and the corresponding

ovariance are ideally independent of their initial choices. However, due to the nonlinear and multimodal characteristics, the tuning
s still expected to be dependent on the initialization, especially before asymptotic convergence of the tuning results. The system
ropagation model, i.e., Eq. (6), assumes a constant system state for all sea states. The process uncertainty 𝑸 should reflect the
ossible variations of the true state across the different tested sea states. In the case studies, the true values of ZCG, 𝑟44, and 𝑟55
emain unchanged while the linearized additional damping terms (i.e., 𝛽33, 𝛽′44, and 𝛽55) are not strictly constant across sea states as
xplained in Section 4.2. Hence, compared with the process uncertainties of those linearized additional damping terms, relatively
mall process uncertainties were applied to the terms that are related to the inertia distribution (i.e., ZCG, 𝑟44, and 𝑟55). In principle,
𝑸 should account for possible state variation across different sea states and operational scenarios [22].

The hyperparameters 𝛼, 𝛽, 𝜅 are the same for all cases and are therefore shown only in Table 5. For the seakeeping model
parameter tuning, a very small 𝛼 helps to stabilize the tuning and to capture the important local nonlinear effects. The values of 𝛽
and 𝜅 have less influence on the tuning results. The same parameters are included as the state space in all 4 cases, as described in
Section 4.2.

Due to the significant errors of the measurement characteristics between the predicted and the measured described in Section 4.1,
it is important to determine the measurement space with extra caution. The standard deviations of 𝜂3, 𝜂5, the first two orders of
their derivatives, and their zero-up-crossing periods (𝑇𝑧) are included in the measurement space for Case 1, considering the fact that
the seakeeping analyses normally predict the heave and pitch motions well. However, only roll angular displacement 𝜂4 is included
in the measurement space for Case 1 due to (1) the generally less accurate seakeeping simulations; (2) the significant errors due to
the ignorance of the moonpool coupling and the second-order motion effects (e.g., Figs. 7 and 9); and (3) the fact that the mean
wave loads are outside the roll resonance period.

In Case 2 (Table 6), the measurement space and the measurement noise matrix 𝑹 are further modified. It was observed that
the simulated pitch RAOs were significantly underestimated compared with the measured ones for wave headings between 90◦ and
80◦ (e.g., Fig. 10). This result may be caused by the moonpool effects. Therefore, the derivatives and 𝑇𝑧 for pitch motion are not
ncluded for 𝛽𝑊 ≥ 90◦ in Case 2. In addition, less measurement noise variance is considered for pitch-related measurements with
𝑊 < 90◦ due to the relatively accurate simulation.

Both Case 1 and Case 2 considered ZCG to be associated with a relatively high confidence, i.e., a standard deviation of 0.2 m,
orresponding to ±0.4 m for a 95% confidence interval. Much higher uncertainty of ZCG is considered in Case 3, as shown in Table 7.
his case is provided to show the tuning challenges of nonlinear and multimodal systems caused by the interactions of some vessel
arameters for the same DOF as well as interactions with multiple DOFs affected by the same vessel parameter.

Compared with Case 2, the measurement space in Case 4 (Table 8) is further modified. Roll motion is not included in the
easurement space for 𝛽 < 90◦, while pitch motion is not considered for 𝛽 ≥ 90◦.
15
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Table 6
Parameters applied in Case 2 related to UKF modeling. Differences from Case 1 are underlined.

Parameter Value

State space 𝒙 𝒙 = [𝛽33 , 𝛽
′

44 , 𝛽55 ,ZCG, 𝑟44 , 𝑟55]⊤
Initial 𝒙0 𝒙0 = [2, 2, 2, 10.79, 12, 41]⊤

Initial 𝑷 0 𝑷 0 = diag(25, 64, 25, 0.04, 4, 25)
𝑸 𝑸 = diag(0.25, 0.25, 0.25, 0.052 , 0.09, 0.25)
Measurement space z 𝛽𝑊 < 90◦: 𝒛 = [𝜎𝜂3 , 𝜎𝜂4 , 𝜎𝜂5 , 𝜎�̇�3 , 𝜎�̇�5 , 𝜎�̈�3 , 𝜎�̈�5 , 𝑇𝑧(𝜂3 ) , 𝑇𝑧(𝜂5 )]

𝛽𝑊 ≥ 90◦: 𝒛 = [𝜎𝜂3 , 𝜎𝜂4 , 𝜎𝜂5 , 𝜎�̇�3 , 𝜎�̈�3 , 𝑇𝑧(𝜂3 )]

𝑹 𝜎𝑋5
for 𝛽𝑊 < 90◦: max(2%𝜎2

𝑋5
, 10−4);

otherwise: Per Table 4

Table 7
Parameters applied in Case 3 related to UKF modeling. Differences from Case 2 are underlined.

Parameter Value

State space 𝒙 𝒙 = [𝛽33 , 𝛽
′

44 , 𝛽55 ,ZCG, 𝑟44 , 𝑟55]⊤
Initial 𝒙0 𝒙0 = [2, 2, 2, 11.5, 12, 41]⊤

Initial 𝑷 0 𝑷 0 = diag(25, 64, 25, 1.0, 4, 25)
𝑸 𝑸 = diag(0.25, 0.25, 0.25, 0.052 , 0.09, 0.25)
Measurement space 𝒛 Per Case 2 (Table 6)
𝑹 Per Case 2 (Table 6)

Table 8
Parameters applied in Case 4 related to UKF modeling. Differences from Case 2 are underlined.

Parameter Value

State space 𝒙 𝒙 = [𝛽33 , 𝛽
′

44 , 𝛽55 ,ZCG, 𝑟44 , 𝑟55]⊤
Initial 𝒙0 𝒙0 = [2, 2, 2, 10.79, 12, 41]⊤

Initial 𝑷 0 𝑷 0 = diag(25, 64, 25, 0.04, 4, 25)
𝑸 𝑸 = diag(0.25, 0.25, 0.25, 0.052 , 0.09, 0.25)
Measurement space z 𝛽𝑊 < 90◦: 𝒛 = [𝜎𝜂3 , 𝜎𝜂5 , 𝜎�̇�3 , 𝜎�̇�5 , 𝜎�̈�3 , 𝜎�̈�5 , 𝑇𝑧(𝜂3 ) , 𝑇𝑧(𝜂5 )]

𝛽𝑊 ≥ 90◦: 𝒛 = [𝜎𝜂3 , 𝜎𝜂4 , 𝜎�̇�3 , 𝜎�̈�3 , 𝑇𝑧(𝜂3 )]
𝑹 Per Case 2 (Table 6)

Fig. 10. The reference pitch RAO from the ShipX (VERES) simulation and the measured pitch RAOs based on Tests 4500 and 4510 for a wave heading of 150◦.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5. Results

The tuning results from the 4 cases described in Section 4.4 are summarized, discussed, and compared in this section. The objec-
tives of the tuning are not only to improve the vessel motion estimation at the present tuning sea state but much more importantly to
improve the knowledge regarding the uncertain vessel parameters to achieve more accurate RAOs for better vessel motion prediction
in relation to future unobserved sea states, especially for the most critical wave conditions. For convenience of discussion, the true
values of the uncertain vessel parameters are denoted by 𝒙∗ = [𝛽∗ , 𝛽 ′∗ , 𝛽∗ ,ZCG∗, 𝑟∗ , 𝑟∗ ]⊤ = [0, 0, 0, 10.82, 10.5, 44.8]⊤.
16
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It is worth mentioning that the proposed tuning algorithm is computationally very efficient for large-dimensional nonlinear
ystems. For the case studies with a 6-dimensional state vector and the seakeeping simulation by ShipX (VERES), the validation
nalysis took less than 2 h to tune through all 24 test cases in Table 1 when running 7 VERES analyses in parallel, i.e., less than 5 min
er model test case. The time spent was dominated by the seakeeping simulations. Having completed the seakeeping simulations,
he tuning for each model test case took approximately 3 s.

.1. Case 1

The tuning of the uncertain vessel parameters for Case 1 is shown in Fig. 11. The ‘‘Predicted’’ lines in black indicate the prediction
f those parameters after the system propagation step corresponding to Eq. (6), and the filled gray areas illustrate their 95%
onfidence intervals (i.e., ±2𝜎 for Gaussian variables). The ‘‘Updated’’ lines in red indicate the updated estimation of those uncertain

vessel parameters after the measurement update step corresponding to Eqs. (7)–(13), and the filled red areas illustrate their 95%
confidence intervals. The dashed lines in green indicate the corresponding true values specified in the model tests. For the additional
damping terms, true values are not available.

As illustrated in Fig. 11a, 𝛽33 varies around zero, as expected. The negative 𝛽33 for the following sea conditions (𝑘 > 17) suggests
possible underestimation of the heave responses from the VERES simulation at the relevant wave conditions. The heave resonance

s at approximately 6 to 9 s, where significant wave loads are present in the model tests. Referring to Table 3, only 𝛽33 in the system
tate can significantly influence the heave RAO amplitude around the periods of interest. A greatly reduced uncertainty of 𝛽33 is
lso shown in Fig. 11a.

The peak of the pitch RAO also occurs at approximately 7 to 10 s. Therefore, 𝛽55 is expected to have a significant influence
n the pitch response for the tested wave conditions. For 𝛽𝑊 < 90◦, 𝛽55 was quickly tuned to 0%, while 𝑟55 (Fig. 11f) gradually
pproached its true value. This suggests that the VERES-simulated pitch RAOs based on the true value of 𝑟55 without additional
amping match the measurements very well, as shown in Fig. 6. However, for 𝛽𝑊 < 90◦, a dramatic decrease in 𝛽55 and increase
n 𝑟55 are observed, both leading to an increase in the pitch motions for the tested wave conditions. This outcome also reveals the
eviation in the pitch estimation by the ShipX (VERES) simulations based on the true 𝑟55 and zero 𝛽55 for 𝛽𝑊 ≥ 90◦, e.g., as shown
n Fig. 10. Even though the tuned 𝑟55 in Case 1 largely deviated from the true value when 𝑘 > 15, in fact, the corresponding pitch
stimations for those testing wave conditions were significantly improved. For example, Fig. 12 compares the pitch motion spectra
stimated based on the true vessel parameters 𝒙∗ (blue), the tuned vessel parameters 𝒙19 (orange), and the measurements (green).
t is obvious that the tuned state vector 𝒙19 significantly improves the estimation accuracy of pitch motion at the wave condition
or Test 4510, which is also supported by the improved pitch RAO at 𝛽𝑊 = 150◦, as shown in Fig. 13. However, this may not help
n the prediction of pitch motion for other wave conditions. The VERES-simulated pitch RAO at head sea 𝛽𝑊 = 0◦ after tuning for
est 4510 is illustrated in Fig. 14. In comparison with the pitch RAOs based on 𝒙∗ and the measurements from the relevant test
ases, the simulated RAO after tuning for Test 4510 deviates significantly, leading to increased prediction errors for head seas.

For the tuning of roll-related parameters, very little change in 𝛽′44 and its uncertainty is observed in Fig. 11b because the roll
esonance period is approximately 15 s, where little wave energy exists for almost all the test cases. The damping term has a very
imited effect on the responses outside the resonance. ZCG also changed less significantly due to its relatively small uncertainty.
he uncertainty of ZCG even increased, as shown in Fig. 11d, indicating an initial underestimation of the uncertainty. A slightly
eviating tuning of 𝑟44 is shown in Fig. 11e. As pointed out in Section 4.4, software-induced errors are most onerous in the roll
otion estimation, and therefore, biased tuning for parameters related to roll motion is very challenging to handle. Indeed, a much
ore severe tuning bias of 𝑟44 can be obtained when the measurement space includes the derivatives and 𝑇𝑧 of the roll angular
isplacement. It is therefore important to determine the measurement space and the noise matrix.

.2. Case 2

Compared with Case 1, the measurement space was modified in Case 2, as shown in Table 6: (1) the noise variances of the pitch
otion, velocity, and acceleration were reduced from 5% to 2% of the corresponding measured pitch responses for 𝛽𝑊 < 90◦; and

2) only the standard deviation of the pitch angular displacement was included in the measurement space with a noise variance of
%. Fig. 15 illustrates the corresponding tuning results for the 6 uncertain vessel parameters. Compared with Case 1 (Fig. 11), the
odification of the measurement space for pitch responses leads to a significant improvement in the tuning of 𝑟55 (Fig. 15f). Due

o the reduction in 𝑹 for pitch-related measurements for 𝛽𝑊 < 90◦ and the fact that the reference pitch RAO based on 𝒙∗ matches
ery well with the measurements for 𝛽𝑊 < 90◦, faster tuning convergence of 𝑟55 was observed for Case 2. Furthermore, because the
itch motion derivatives and 𝑇𝑧 were removed from the measurement space for 𝛽𝑊 ≥ 90◦, the resulting tuned 𝑟55 value at 𝑘 = 24
eviated much less from the true value, even though the system still intended to increase the value of 𝑟55.

On the other hand, worse tuning of 𝛽′44 (Fig. 15b) and 𝑟44 (Fig. 15e) were observed, although the measurement space related to
oll motion did not change compared with Case 1. This outcome was mainly due to the multimodal and nonlinear characteristics of
he seakeeping model tuning problem. Multiple combinations of 𝛽′44, ZCG, and 𝑟44 can possibly lead to the same standard deviation
f the roll motion considered in the measurement space. Therefore, the weighted statistical linear regression [26] based on the
eterministically selected sigma points may lead to different tuning directions, depending on the state mean, covariance matrix,
nd hyperparameters of the UKF model. For example, after the system propagation for 𝑘 = 7 (Test 4120), a smaller ZCG and larger
44 than in Case 1 were predicted. Different sets of sigma points were therefore assessed between Case 1 and Case 2. A smaller 𝑟44
17
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Fig. 11. The state estimation for Case 1 after system propagation (‘‘Predicted’’) and measurement update (‘‘Updated’’) for each model test case described in
Table 1. Subplots illustrate the tuning of (a) 𝛽33; (b) 𝛽′44; (c) 𝛽55; (d) ZCG; (e) 𝑟44; (f) 𝑟55. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

whereas a larger ZCG stretches the RAO towards larger periods, leading to an increased resonance period, larger RAO amplitudes
for small periods (e.g., 3–6 s) before the cancellation effect (e.g., at approximately 8 s in Fig. 7), but smaller RAO amplitudes for
larger periods (e.g., 8–14 s) on the lower side of the resonance period. These complicated influences on the roll motions cause
the seakeeping parameter tuning to be nonlinear and multimodal, leading to the state-dependent tuning direction. In addition, as
18
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Fig. 12. The pitch motion spectra for the wave condition of Test 4510 (𝑘 = 19) for 𝛽𝑊 = 150◦. Blue: spectrum estimated from the simulated reference RAO based
on 𝒙∗; orange: spectrum estimated from the VERES-simulated RAO based on 𝒙19; green: spectrum estimated directly from the measurements. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. The pitch RAOs for 𝛽𝑊 = 150◦. Blue: the simulated reference RAO based on 𝒙∗; red: the VERES-simulated RAO based on 𝒙19, i.e., after tuning for Test
4510 (𝑘 = 19); dashed: RAOs estimated directly from the measurements for 𝛽𝑊 = 150◦. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

shown in Fig. 9, a much larger roll motion estimation error is expected for 𝛽𝑊 < 90◦ due to the moonpool effects. The high local
peak of the roll RAO in Test 4210 (Fig. 9) before 10 s can never be simulated within the considered uncertainty ranges of the
parameters and without considering the moonpool coupling effect in the seakeeping simulations. Therefore, reliable tuning of the
roll-motion-related parameters cannot be expected for 𝛽𝑊 < 90◦.

Compared with Case 1, different tuning results for roll-motion-related parameters were observed for 𝛽𝑊 < 90◦ even though
the roll-related measurement space is the same for both Case 1 and Case 2 (for 𝛽𝑊 < 90◦). This is believed to be due to the small
influence of ZCG on the pitch motion as indicated in Table 3. Compared with Case 1, the reduced measurement uncertainty variances
(𝑹) in Case 2 for pitch-related characteristics at 𝛽𝑊 < 90◦ may make the tuning of ZCG more dependent on the pitch measurements.
Consequently, the tuning of other roll-motion-related parameters such as 𝛽′44 and 𝑟44 can be influenced by those differently tuned
ZCG values.

5.3. Case 3

Compared with Case 2, Case 3 changes only the initial value of ZCG and increases the initial variance from 0.04 to 1.0 m2.
The tuning results illustrated in Fig. 16 indicate how the interaction between the tuning of ZCG and that of 𝑟44 leads to the
increasingly biased tuning of 𝑟44. Larger ZCG uncertainty allows the UKF model to vary more in terms of the ZCG value to help
further reduce the measurement residual. Consequently, biased tuning of the seakeeping model parameters is more likely to occur
when the measurement function has significant systematic errors.
19
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Fig. 14. The pitch RAOs for 𝛽𝑊 = 0◦. Blue: the simulated reference RAO based on 𝒙∗; red: the VERES-simulated RAO based on 𝒙19, i.e., after tuning for Test
4510 (𝑘 = 19); dashed: RAOs estimated directly from the measurements for 𝛽𝑊 = 0◦. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

As shown in Fig. 17, the UKF model succeeded in reducing the residual of the roll motion standard deviation for Test 4420
(𝑘 = 17) by reducing ZCG (Fig. 16d). Reduced errors in the roll RAOs between those measured (dashed lines) and those simulated
by ShipX (VERES) based on 𝒙17 (red) were also observed for periods less than the resonance period, as illustrated in Fig. 18, in
comparison with the VERES-simulated RAO based on the true state 𝒙∗ (blue). However, this updated roll RAO will lead to significant
roll motion prediction errors for wave conditions with periods near or larger than the resonance period.

It is also noted that 𝛽′44 was slightly reduced. In fact, a further reduction in 𝛽′44 can help to increase the roll spectral density
near the resonance (e.g., 13–17 s). However, the linear regression at the selected sigma points for 𝑘 = 17 suggested that tuning ZCG
was more efficient, mainly because most of the roll motion energy considered in the measurement space was outside the resonance
period, implying a smaller contribution from 𝛽′44 to the roll motion for this sea state. When calculating the roll motion standard
deviation for Test 4420, the spectrum was cut off at a period of 15 s as described in Section 4.1. It is believed that including responses
larger than 15 s can help the UKF model realize the contribution of 𝛽′44 to the roll motion, though only if the second-order roll motion
can be clearly removed before tuning. For Test 4420, it is possible that the response periods of the first-order and second-order roll
motions overlap due to the broadband wave spectrum. The significant wave loads at 5 to 10 s may induce the second-order roll
motions at 10 to 15 s, where significant first-order motions exist. The signal filtering described in Section 4.1 cannot deal with this
overlap, leading to additional error sources between the predicted response versus the measured one.

5.4. Case 4

As shown in the previous case studies, biased tuning of 𝑟44 and 𝑟55 is due to the systematic errors of the measurement functions
introduced by the simulated RAOs |𝐻𝑋 (𝜔, 𝛽𝑊 |𝑘+1,𝑖)| at the sigma points in Eq. (10). It is assumed in Case 4 that better prior
knowledge about the uncertainties of the simulated RAOs can be included, i.e., better matches for (1) the simulated roll RAOs versus
the measurement at 𝛽𝑊 ≥ 90◦ and (2) the simulated pitch RAOs versus the measurement at 𝛽𝑊 < 90◦. Therefore, as summarized in
Table 8, the measurement space of Case 4 did not consider roll motions for 𝛽𝑊 < 90◦ and pitch motions for 𝛽𝑊 ≥ 90◦.

Fig. 19 illustrates improved tuning results for 𝛽55 (Fig. 19c), 𝑟44 (Fig. 19e), and 𝑟55 (Fig. 19f) compared with those in Case 2.
Slightly biased tuning of ZCG is shown in Fig. 19d, mainly due to the significant systematic error in the simulated roll RAOs, even
though this error was much less for 𝛽𝑊 ≥ 90◦.

Comparing Figs. 15f and 19f, it is interesting to note the different tuning 𝑟55 for 𝛽𝑊 < 90◦, e.g., 𝑘 ∈ [6, 14], even though the
initial state and the measurement space related to pitch motions are the same for Case 2 and Case 4 for 𝛽𝑊 < 90◦. In fact, the
state covariance matrix 𝑷 and the matrix square root calculation of

[

√

(𝑁 + 𝜆)𝑷 𝑘

]

𝑖
in Eq. (1) were influenced by removing the roll

motion from the measurement space for 𝛽𝑊 < 90◦. Consequently, the selection of sigma points and the weighted statistical linear
regression were affected, which can easily lead to different tuning results involving nonlinear functions.

Moreover, 𝑟55 was actively tuned in Case 4 even for 𝛽𝑊 > 90◦, where the pitch motions were removed from the measurement
space. In fact, the tuning of 𝑟55 was actually influenced by the heave measurements made at the OQUS camera location, where the
heave motion was affected by the coupling effect from the pitch, as shown in Eq. (11). Thus, the pitch-related measurements were
implicitly considered in the measurement space for 𝛽 ≥ 90◦.
20
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Fig. 15. The state estimation for Case 2 after system propagation (‘‘Predicted’’) and measurement update (‘‘Updated’’) for each model test case described in
Table 1. Subplots illustrate the tuning of (a) 𝛽33; (b) 𝛽′44; (c) 𝛽55; (d) ZCG; (e) 𝑟44; (f) 𝑟55. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

6. Conclusions and future work

The present paper demonstrated the application of the previously proposed algorithm in relation to the tuning of important
uncertain vessel seakeeping parameters based on the unscented Kalman filter (UKF) [22] by using seakeeping (zero speed) model
21
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Fig. 16. The state estimation for Case 3 after system propagation (‘‘Predicted’’) and measurement update (‘‘Updated’’) for each model test case described in
Table 1. Subplots illustrate the tuning of (a) 𝛽33; (b) 𝛽′44; (c) 𝛽55; (d) ZCG; (e) 𝑟44; (f) 𝑟55. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

tests for an advanced offshore construction vessel. The uncertain vessel parameters (i.e., the state space) were selected based on
parametric sensitivity studies. Rational tuning results were achieved by carefully designing the measurement space. The influences
of the considered state space and measurement space on the tuning results were discussed in Section 5.
22



Marine Structures 80 (2021) 103083X. Han et al.
Fig. 17. The roll motion spectra for the wave condition of Test 4420 (𝑘 = 17). Blue: spectrum estimated from the VERES-simulated RAO based on 𝒙∗; orange:
spectrum estimated from the VERES-simulated RAO based on the state before tuning for Test 4420, i.e., 𝒙16; green: spectrum estimated from the VERES-simulated
RAO based on the state after tuning for Test 4420, i.e., 𝒙17; red: spectrum estimated directly from the measurements for Test 4420. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 18. The roll RAOs for 𝛽𝑊 = 90◦. Blue: the VERES-simulated RAO based on 𝒙∗; red: the VERES-simulated RAO based on 𝒙17, i.e., after tuning for Test 4420
(𝑘 = 17); dashed: RAOs estimated directly from the measurements for 𝛽𝑊 = 90◦. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

The fundamental goal is to modify the important vessel parameters based on vessel motion measurements and the corresponding
wave information for a limited number of sea states. Consequently, the accuracy of the calculated linear transfer functions can be
improved across the whole range of wave frequencies, particularly at critical frequencies (e.g., around resonance) which may have
not been observed. Hence, the most fundamental assumption (and the most critical limitation) is that the linear transfer functions
simulated by the application of seakeeping analysis must be sufficiently representative with respect to the relevant vessel motions
of interest at the wave frequencies. However, systematic errors are never expected to vanish.

Therefore, it is extremely important to determine the state space and measurement space for a successful tuning. Without
inclusion of all the important and uncertain vessel parameters in the state space, the algorithm will try to tune some other
influential parameters in the state space to reduce the residual, which will definitely lead to biased tuning results. Understanding the
systematic errors from the measurement functions due to the applied simplifications and assumptions associated with the seakeeping
simulations and the consequent motion estimation is the key to properly determining the measurement space and its uncertainties.
When the systematic errors from seakeeping simulation are relatively small, more relevant measured response characteristics in the
measurement space and reduced measurement noise variance can help accelerate the tuning towards the correct values, e.g., the
tuning of 𝑟55 for 𝛽𝑊 < 90◦ in Case 2 (Section 5.2). Including characteristics of the response velocities and accelerations into the
measurement space can enable tuning towards the true results because the motion PSDs are ‘‘weighted’’ differently at different
frequencies. The measurement space is hence more informative.

However, it is advised not to design a too informative measurement space by including excessive measured response characteris-
tics when the systematic errors from the measurement functions are large and especially if they are biased. For example as observed
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Fig. 19. The state estimation for Case 4 after system propagation (‘‘Predicted’’) and measurement update (‘‘Updated’’) for each model test case described in
Table 1. Subplots illustrate the tuning of (a) 𝛽33; (b) 𝛽′44; (c) 𝛽55; (d) ZCG; (e) 𝑟44; (f) 𝑟55. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
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by a comparison of Figs. 11f and 15f, due to large systematic errors of the reference RAO for pitch with 𝛽𝑊 ≥ 90◦, the excessive
pitch-related measurement space in Case 1 leads to a significantly biased tuning of 𝑟55. The existence of moonpools on the studied
vessel leads to larger and biased errors of the simulated RAOs for some DOFs at some wave headings, as thoroughly discussed in
Section 4.1. Thus, a flexible measurement space that can be modified according to the wave information and improved knowledge
on the limitations of the applied seakeeping analysis can potentially improve the tuning results, e.g., as shown in Section 5.4.

All the four cases indicate insignificantly reduced uncertainties of roll-related parameters, i.e., 𝛽′44, ZCG, and 𝑟44. Even increased
uncertainties of 𝛽′44 (Fig. 16d) and ZCG (Figs. 11d, 15d and 19d) were observed. These observed large uncertainties after tuning are
mainly because:

(1) Relatively large measurement uncertainties were applied to the quantities related to roll motion (i.e., 𝜎𝜂4 and 𝑇𝑧(𝜂4)), as
specified in Table 4.

(2) Roll velocity and acceleration were not considered to be part of the measurement space. This less informative roll-related
measurement space led to larger uncertainties after convergence.

(3) 𝛽′44 is basically little sensitive to roll motions for most of the tested sea states, due to the wave spectral peak periods located
well away from the roll resonance period.

The increased uncertainty of ZCG for Case 1, Case 2, and Case 4 is believed to be due to its too small initial variance compared
with the actual uncertainties from signals, measurement functions, and system propagation model, etc. The convergent variances of
those roll-related parameters are actually affected in an interactive way. A less uncertain ZCG led to a less uncertain 𝑟44 (Figs. 11
and 15), and vice versa (Fig. 16). The resulting large variances of roll-related parameters after tuning are still believed to be very
valuable, because:

(a) As long as the estimated uncertainty reflects reality, a model tuning algorithm which provides uncertainty quantification
is usually better than parametric optimization algorithms that are based on minimization of a residual (i.e., cost function),
which rather results in ‘‘deterministic’’ tuning results. Such deterministic results do not reveal the associated uncertainties
and may therefore introduce large estimation errors without this being apparent.

(b) Uncertainty quantification of the important vessel parameters offers a unique opportunity to perform quantitative reliability
or risk assessment for advanced onboard decision support systems, in applications related to marine operations, autonomous
ships, etc.

Several parameters may influence the same vessel motion in a similar way, e.g., the effect of 𝑟44 and ZCG on roll motions. Due to
the nonlinear and nonmonotonic relationship between the vessel parameters and the characteristics of the relevant measured vessel
response, the present algorithm may lead to tuning of the parameters towards wrong values. This may still be acceptable with
respect to vessel motion prediction for similar wave conditions but is unacceptable for very different wave conditions. Examples are
illustrated in Figs. 14 and 18. Future research needs to clarify how to treat these challenges. The proposed algorithm will in any case
try to tune the parameters to reduce the measurement residual, based on assessments at several deterministically selected sigma
points around the state mean. Therefore, the tuning is sensitive to the state mean, the state covariance, and the hyperparameters
of the UKF model (e.g., 𝛼). The algorithm should be further developed to improve its stability and robustness, especially when a
critically large bias due to the measurement functions or the system propagation functions exists.

As explained in Section 5.3, the higher-order responses may not be easy to filter out due to the potential overlapping of
the response frequency ranges with the first-order responses. Future research is hence required with respect to improving the
higher-order response identification and filtering to improve the performance of the tuning algorithm.

In the present paper, the tuning algorithm was assessed only by model-scale measurements in a laboratory environment with
minor uncertainties regarding the wave conditions. The tuning algorithm should be further validated by cases involving full-scale
measurements, where the uncertainties of sea states are much more significant and therefore must be considered in a probabilistic
way, e.g., as proposed by Han et al. [22]. In addition, larger variation in the wave conditions can be expected in real applications.
Consequently, the UKF-based tuning algorithm must be modified to tune the sea-state-dependent parameters (e.g., 𝛽44) and to use this
tuned information in the present sea state to improve the vessel motion prediction accuracy for future unobserved wave conditions.
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