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Abstract—Many devices used in the Internet of Things (IoT)
have scarce processing resources and restricted energy budgets.
Thus, established security mechanisms to protect IoT nodes
against malicious attacks cannot be applied. Trust management is
a promising technology to circumvent the processing limitations
since it makes the use of lightweight but still powerful security
mechanisms possible. In earlier work, we proposed a trust-based
routing solution that builds the reputation of IoT devices to detect
maliciously behaving ones. It has, however, the disadvantage of
additional battery draining since it works only with constant idle
listening of the communication channel which is quite energy
intensive. In this paper, we present a method to alleviate this
problem by aligning the proposed security algorithm with the
popular IEEE 802.15.4 protocol that offers functionality to reduce
active channel listening. In particular, we suggest an adaption to
one of the application modes of IEEE 802.15.4 such that we
can use our trust-based algorithm with often only slight losses
from idle listening. The results of the protocol adaptations are
discussed for two different scenarios.

Index Terms—Internet of Things (IoT), Trust Management,
Energy Efficiency, IEEE 802.15.4 Protocol

I. INTRODUCTION

The Internet of Things (IoT) is an emergent technology
in computing which is circumstantiated by the fast growing
connection numbers of IoT devices [1]. However, like all dis-
tributed computing technology, IoT devices and applications
are exposed to malicious attacks from intruding nodes. For
instance, [2] describes a distributed Denial of Service (DDoS)
attack that was successfully realized on Internet services using
compromised IoT devices. Such attacks can be successfully
carried out since most of the devices are small and have lim-
ited processing resources, energy budget, and bandwidth [3].
Hence, most of the security measures that are designed for
traditional computer networks, cannot be used for them.

To detect the presence of maliciously behaving IoT nodes
in an energy efficient and processing friendly manner, we
proposed the use of an Intrusion Detection System (IDS)
based on trust management [4], [5]. Our technique is devoted
to the Routing Protocol for Low power and Lossy networks
(RPL) [6]. It tackles selective forwarding and sinkhole at-
tacks [7], [8], version number assaults [9], resp. self promot-
ing, ballot stuffing, and bad mouthing attacks [10] that all can
disrupt the IoT network traffic. To detect malicious behavior

of a neighboring node, an IoT node constantly monitors the
network traffic and checks if packets are forwarded timely and
correctly. Based on the monitored behavior, the trust of a node
in a neighbor increases or deteriorates. These trust relations are
modeled as so-called trust values in form of opinion triangles
in the Subjective Logic [11]. This formalism also allows us
to aggregate trust values of different nodes in an entity. In
this way, the general reputation of an entity can be described.
If the reputation falls below a certain pre-defined threshold,
the entity is considered as potentially malicious and will be
isolated from the network.

Initial analysis of the proposed approach suggested that
it does not need sophisticated processing resources [4], [5].
Nevertheless, to build reputation of every IoT node present in
the network, the devices need to dedicate their resources for
active channel listening. Idle listening is a general problem of
tiny devices with data reception capability since it demands
a significant amount of energy [12]. Our approach aggravates
this problem since it demands not only to listen for packets
dedicated to a node itself but also to monitor packets that are
directed to other nodes. Tests showed that the batteries of small
devices deplete fairly quickly since idle listening consumes a
lot of energy (see [13], [14]).

A way to reduce idle listening in general is to use spe-
cialized channel listening mechanisms in the Media Access
Control (MAC) functionality of a protocol stack that minimize
the active listening time of the devices. The most widely
used MAC protocol for Wireless Sensor Networks and IoT
Networks comprising tiny devices is IEEE 802.15.4 [15]
which incorporates functionality to reduce the idle listening
time effectively. Its most energy-preserving mode, however,
cannot be used together with our trust-based security algorithm
since it guarantees only that a station listens actively in time
intervals in which packets are transmitted just for itself. Thus,
a node cannot observe its neighbors and, in consequence, build
trust or distrust in them. Fortunately, however, one can adapt
IEEE 802.15.4 such that it can be combined with our trust-
management approach also in its most energy friendly mode.
This adaptation is the central contribution of this article.

We sketch the MAC protocol including its various oper-
ational modes in Sect. II. In Sect. III, we present the trust
value computation using the Subjective Logic. Section IV978-1-6654-4399-9/21/$31.00 © 2021 IEEE



Fig. 1. An Example of superframe Structure for Beacon Enabled mode in
IEEE 802.15.4.

describes the changes necessary to the IEEE 802.15.4 protocol.
In Sect. V, we discuss how the combined mechanism effects
the percentage of active channel listening times and, in con-
sequence, the battery depletion times. The paper is completed
with a look on related work and a conclusion.

II. IEEE 802.15.4 MAC PROTOCOL

IEEE 802.15.4 [15] is used for so-called Low Rate Wireless
Personal Area Networks (LR-WPAN) linking tiny IoT devices.
It may be flexibly operated in several data transmission modes
supporting a multiple range of embedded wireless sensing and
control applications. Moreover, IEEE 802.15.4 allows for real-
time data delivery. Further, it offers methods to reduce idle
listening making the protocol energy friendly which is the
most relevant property in our context.

The essential task of any MAC protocol is to control the
mutual access of various nodes to the network medium. IEEE
802.15.4 uses the channel access algorithm Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA). It
also offers Guaranteed Time Slots (GTS) for real-time applica-
tions. With respect to the network nodes, one can distinguish
between Full-Function Devices (FFD) and Reduced-Function
Devices (RFD). The FFDs are expected to have more process-
ing and energy resources than RFDs. Hence, they can carry out
the more computing intensive parts of the protocol. The small
and often resource-constrained IoT devices are typical RFDs
that can only be involved in forwarding a reduced amount of
data traffic. The protocol supports two types of topologies, i.e.,
star and peer-to-peer. When using a star topology, a network
is normally managed by a so-called Personal Area Network
(PAN) coordinator that has to be an FFD.

The IEEE 802.15.4 protocol offers three major modes.
Two of them use special beacon frames to synchronize the
network nodes. The beacons are sent by the PAN coordinator
in fixed Beacon Intervals (BI). In this way, the coordinator is
synchronized with the other nodes of the network. In order
to decrease the channel listening time, the coordinator may
also announce a portion of the BI as inactive. In this period,
no communication takes place and, in consequence, the nodes
may stop listening which reduces their energy consumption.

The nodes of a network are synchronized by a so-called
superframe that is sent between two beacons, see Fig. 1. The

superframe can be subdivided into a Contention Access Period
(CAP) and a Contention Free Period (CFP). The data trans-
mission in CAP follows the slotted CSMA/CA mechanism.

In the Beacon Enabled Mode with GTS, so-called Guar-
anteed Time Slots (GTS) are applied in the CFP. A GTS
is normally reserved for applications requiring specific data
bandwidth. It is the responsibility of the coordinator to allocate
up to two slots per node during the CFP, one for transmitting
and the other for receiving frames. Thus, since there are 16
GTSs in one superframe, up to eight nodes may be served in
a BI. This scheme uses a polling mechanism that is controlled
by the PAN coordinator. In this way, data packets with hard
real-time deadlines may be transmitted in the CFP. The use
of GTSs can reduce the idle listening time of the end points
significantly since a node needs only to listen to the CAP and
to the GTSs assigned to itself but may sleep otherwise. The
PAN coordinator, however, has to stay in active mode as it
is responsible for beacon and time slot management for the
member nodes.

The Beacon Enabled Mode without GTS does not use the
CFP and GTSs. Thus, all data transfer is carried out in the
CAP. Since a station has to listen to the full CAP, i.e., to the
whole data transfer, the energy reduction here is expected to
be lower than when using GTSs.

IEEE 802.15.4 may also be operated in the Non-beacon
Enabled Mode. Here, no beacon frames are transmitted, and
the nodes send data to the PAN coordinator using the unslotted
CSMA/CA mechanism. The coordinator is only responsible
for device association and disassociation. While the Non-
beacon Enabled Mode permits scalability and self organiza-
tion, it cannot ensure real-time data frame delivery. Moreover,
the node needs to constantly listen to the channel in order
to receive packets directed to it such that there will be no
significant energy preservation.

III. TRUST VALUE COMPUTATION FOR IOT NETWORKS

Trust values can be used to represent the degree of trust of
an entity in another one on computers. The trust values can be
discrete like in eBay, where the reliability of sellers and buyers
is described by a number of different stars. Alternatively,
they can be continuous which allows for a more fine-grained
description of a trust relation.

For our algorithm, we use the opinion triangles of the Sub-
jective Logic [11] that makes it possible to describe the trust
and distrust in an entity but also to consider the uncertainty of a
trust verdict. An opinion triangle (see Fig. 2) consists of three
variables b, d, and u. The variable b describes the quantity of
belief (trust), while d refers to the disbelief (distrust), and u
expresses the uncertainty of the trust value. All three variables
are real numbers within the interval between 0 and 1 and their
sum must always be equal to 1. Hence, a trust value can be
represented as a dot within a unilateral triangle.

Trust that is based on direct experience with an entity is
called direct trust. It can be computed from experience values



Fig. 2. Opinion triangle in the Subjective Logic [11].

using metrics like the following one [16]:

b =
p

p+ n+ k
d =

n

p+ n+ k
u =

k

p+ n+ k

Here, the number p of positive and n of negative interactions
with an entity are counted and the variables of an opinion
triangle are computed from them. The speed of overcoming
uncertainty due to a limited number of direct experience
reports can be defined using the constant k for which often
the values 1 or 2 are selected. The metric can also incorporate
a forgetting factor (see, e.g., [17]) such that older experiences
are eliminated, or it may remember the whole event history.

We use the Subjective Logic to build the reputation of the
PAN coordinators in the IEEE 802.15.4 protocol. In particular,
we consider selective forwarding attacks [7], [8], in which
a PAN coordinator fails to operate correctly and drops the
packets that are destined to other nodes. The used trust build-
ing mechanism is described by Algorithm 1. When sending a
packet to the PAN coordinator for forwarding, a node keeps the
packet identifier and recipient information in a buffer called
send stack. Thereafter, the node listens to the data traffic
generated by the PAN coordinator to find out if the packet is
correctly and timely forwarded by the coordinator. If that is
the case, the packet information is deleted from send stack
and the variable p for the trust value of the PAN coordinator
is incremented since our node had a positive experience with
it. If the packet, however, is not forwarded within a certain
time limit or falsified in a certain way, the variable n is
incremented indicating a negative experience. Further, the
packet information is removed from the send stack as well.
From the variables p and n, an opinion triangle showing the
trust of our node into the PAN controller is computed using
the metric introduced above.

Based on the interaction of the associated devices with a
PAN coordinator, each one gets a distinct trust value for this
device. The nodes forward their opinion triangles periodically
to an aggregator node, preferably an FFD, which combines
these values using Algorithm 2. This node aggregates the
received opinion triangles about a certain PAN coordinator
using the consensus operator ⊕ of the Subjective Logic [11]:

Algorithm 1 Trust Computing in a Member Node.
while True do

if packet sent then
Store packet in send stack

end if
if packet received then

if packet transmitter ∈ PAN coordinator then
if packet ∈ send stack then

Remove packet from send stack
Increment value p of PAN coordinator

end if
end if

end if
if Timeout of a packet in send stack then

Remove packet from send stack
Increment value n of PAN coordinator

end if
end while

Algorithm 2 Trust Computing in the Aggregator Node.
if Trustvalues packets are received from member nodes
then

Combine trust values for every member node
for All PAN coordinators do

if Disbelief > intruder threshold then
Notify operator

end if
end for

end if

If v1 = (b1, d1, u1) is the trust value of a node x in a node y,
and v2 = (b2, d2, u2) the trust value of a node w in the same
node y, the combined trust of x and w in y can be expressed
by v1 ⊕ v2 as follows:(

b1u2 + b2u1
u1 + u2 − u1u2

,
d1u2 + d2u1

u1 + u2 − u1u2
,

u1u2
u1 + u2 − u1u2

)
This operator is associative and commutative. Hence, it can be
used to aggregate all trust values concerning node y. In this
way, the general reputation of y based on the input of various
other entities can be computed. If the disbelief or distrust d of
a PAN coordinator exceeds a certain threshold, the aggregator
disseminates this information to the network operator which
can then neutralize the malicious or malfunctioning coordina-
tor.

IV. ADAPTING THE IEEE 802.15.4 PROTOCOL

With respect to energy consumption, the most relevant issue
of our approach is the fact that Algorithm 1 requests a device
to listen to the channel also after transmitting a message. Only
then it can find out whether the PAN coordinator, indeed,
forwards this message correctly and within the desired time
limit. In the following, we will sketch how this demand
impacts the energy consumption in the three modes of the
IEEE 802.15.4 protocol introduced in Sect. II. In particular,



we distinguish between nodes that both, transmit and receive,
and devices that only send data, e.g., typical IoT sensors.

In the Non-beacon Enabled Mode, all nodes that receive
data have to listen constantly to the channel to catch all
packets directed to them. Thus, there is no difference when
also certain other packets are collected and checked according
to Algorithm 1. Thus, we can use this mode without changing
the listening policy for our approach. Nodes that just transmit
but do not receive messages, however, usually listen only into
the active channel when they intend to send messages but fall
asleep otherwise. This does not support Algorithm 1 since such
a node would likely sleep when its frames are forwarded. One
can, however, change this mode by letting the node actively
listen on the channel after sending a message until it either
receives the message forwarded by the coordinator or gets a
timeout indicating that the message was not timely forwarded.
Of course, the longer listening times entail increased battery
draining.

In the Beacon-Enabled Mode without GTS, the period
between two beacons are segmented into an active and a
passive phase, and nodes are only listening to the channel
in the active phase which leads to a general energy reduction.
That holds both, for nodes that send and receive and those that
only send. In the active phase, the functionality is identical
to the Non-beacon Enabled Mode since stations that receive
packets have to listen continuously in the active part. Devices
that only send packets, will have to be active until their
message is forwarded or the timeout occurred.

In the Beacon-Enabled Mode with GTS, a node that receives
packets, is active during the CAP part of the superframe in
which it learns if slots are dedicated to itself. Further, it
has to be active during the slots assigned to itself but can
sleep during other slots as well as in the passive phase after
finishing the superframe. The pristine use of this idle listening
strategy does not support Algorithm 1 since the forwarding
of the massages from the coordinator to the recipients is
missed. We can, however, easily adapt this strategy to our
trust-based approach by extending the active listening to the
reception channels of all stations for which open messages are
stored in the variable send stack. Using this extension to the
idle listening procedure, all forwarded messages are, indeed,
correctly detected.

Nodes that only send packets, sleep continuously as long
as they don’t want to transmit. When there is a packet to be
transmitted, the node gets active and calls the PAN coordinator
by a message in the CAP in order to receive a pair of slots
in the CFP through which the message can be delivered.
After finishing the transmissions, the PAN coordinator is
notified to remove the slots. Using this mode without our
security approach, the node can stop listening directly after
the message about removing the slot. When the device shall
support Algorithm 1, it has to stay awake and listen to the
slots for the receiver of the message until the packet is either
sent or the timeout occurs.

As long as the messages transmitted by non-receiving nodes
can be transmitted in a single packet, the Beacon-Enabled

Mode with GTS seems to be too cumbrous due to the need
to negotiate the assignment of slots. With respect to energy
friendliness, however, this mode seems to be best for the com-
bination with our trust manage-based approach independently
of the station type. The reason is that, except for reading the
beacons and the CAP of a superframe, a node has to listen only
during slots that contain relevant information for itself, i.e., its
own slots as well as the receiving slots of the recipients of its
messages. We expect that the Beacon Enabled Mode without
GTS scores second since a node has to listen to communication
with uninvolved stations but, at least, it can sleep in the passive
period. The Non-beacon Enabled Mode demands continuous
reading such that we do not expect advantages in comparison
to our original RPL-based work [4] here. In the following, we
will discuss the results of the analysis of the three modes to
find out if our expectations are correct.

V. ANALYSIS

With help of MATLAB, we simulated IEEE 802.15.4 with
a star topology consisting of eight nodes connected to a
PAN coordinator. To simulate a selective-forwarding attack,
we made the coordinator malicious and let it only forward
50% of the traffic in average. By using the metric of [16] in-
troduced in Sect. III, the reputation for the coordinator should
approximate the trust value (0.5, 0.5, 0). Depending on the
selected threshold for the disbelief value d, the coordinator will
declare the coordinator as malicious and notify the network
operator long before coming close to this trust value. We did
not investigate in suitable policies, yet, but common sense
tells us that d should not be larger than 0.2 since in that case
more than every fifth message is not correctly forwarded. Here,
however, one might further demand that the uncertainty value
u has to be below a certain value in order to prevent false
accusations of a coordinator due to some negative experiences
in the very beginning. If we assume that the constant k is
set to 2 in the metric, 0.1 could be a good threshold for u
since then alarms are only raised if there have at least been
18 interactions. In this case, we should be sufficiently certain
about the trustworthiness of the PAN controller.

In our experiments described in the following, we assume
that 50% of the BI is passive in the two modes using beacons.
Further, we expect that in the Beacon Enabled Mode with
GTS, the CFP with the slots comprises 80% of the active
phase and the beacon resp. CAP the remaining 20%. Finally,
the timeout interval within which a packet has to be forwarded
to prevent a negative evaluation is set to eight seconds.

Based on these numbers, we conducted two series of experi-
ments to test energy usage for the alignment of our trust-based
approach with the three modes of IEEE 802.15.4:

1) This experiment considers nodes that constantly transmit
and receive data as one can find for instance in ad-hoc
networks (see [18]). We suppose that each node sends a
packet every two seconds arbitrarily to one of the other
stations.

2) In this case, we analyze nodes that just transmit data but
do not receive packets like that is the case for many IoT



TABLE I
AWAKE TIME PERCENTAGES FOR THE DIFFERENT IEEE 802.15.4 MODES.

Scenario Mode
Not supporting Supporting
our approach our approach

Non-beacon Enabled Mode 100.0% 100.0%
Read and write Beacon Enabled Mode without GTS 50.8% 50.8%

Beacon Enabled Mode with GTS 15.3% 19.6%
Non-beacon Enabled Mode 0.8% 7.6%

Read only Beacon Enabled Mode without GTS 0.9% 4.4%
Beacon Enabled Mode with GTS 0.1% 1.1%

sensors. Here, we assume that a node wakes up once a
minute to send a packet to a certain station. The overall
time to get access to the channel and to transmit the
packet is estimated as 500 milliseconds.

In the following subsections, we describe the results of
our analysis based on these numbers. First, the analyzed idle
listening percentages of the nodes are introduced. Thereafter,
we discuss the impact of idle listening for the lifetimes of the
batteries.

A. Listening Time Percentages

We carried out simulations with MATLAB for both scenar-
ios and all three IEEE 802.15.4 modes which are depicted in
Table I. For a better comparison, we list in the third column of
the table the percentaged awake times, when IEEE 802.15.4 is
used without our IDS approach. In the forth column, we depict
the awake time percentages using the amended idle listening
procedures to support Algorithm 1 (see Sect. IV).

Not surprisingly, with respect to the experiments for the
first scenario, in which a node sends and receives messages,
in the Non-beacon Enabled Mode the node listens the whole
time independently of supporting our security approach or not.
The same holds for the listening time percentages when using
the Beacon Enabled Mode without GTS. Here, the values
are a little larger than the expected 50% since a node has
to start active channel listening earlier in order to prevent
missing the next beacon. A significant difference between the
plain transmission and the support of our approach can be
found in the Beacon Enabled Mode with GTS. The reason
for this is evident: In the plain mode, the node has to listen
to the CAP and only the two slots of the CFP dedicated
to itself. In contrast, in the solution assisting Algorithm 1,
also the slots towards a station for which a packet is stored
in variable send stack have to be monitored. If only every
second packet is forwarded on time by the coordinator, a node
has in average packets of 1.4 recipient nodes in its send stack
(see Algorithm 1). Therefore, it must listen to 3.4 nodes in
average which explains the difference. Nevertheless, this mode
is far more energy friendly than the other two.

A similar effect can also be seen for the second scenario
in which a node only transmits messages every minute. Of
course, the percentages are generally lower since the node
sleeps most of the time. Unlike the first scenario, however, the
support of the security approach increases the listening times
also in the Non-beacon Enabled Mode and the Beacon Enabled

Mode without GTS. The reason for this is that, whenever the
PAN coordinator does not forward a packet, the node needs to
keep continuing listening the eight seconds until the timeout
occurs. This effect is also mainly responsible for the increase
of the listening time percentage in the Beacon Enabled Mode
with GTS. Here, the growth is much more distinct than in the
first scenario.

Altogether, the expected order, i.e., the Beacon Enabled
Mode with GTS scores first, the Beacon Enabled Mode
without GTS second, and the Non-beacon Enabled Mode third
with respect to idle time percentages, holds for both scenarios.
In particular, the Beacon Enabled Mode with GTS gives values
that are about 80% better than the Non-beacon Enabled Mode
and our previous RPL-based solution [4], [5].

B. Battery Lifetime Estimation

To get a more in-depth sense of the practical effects of
our adaptation to IEEE 802.15.4, we computed the effects of
the three modes on the battery lifetime for both scenarios.
We assume devices communicating via CC2480 transceivers
and used the procedure from [19] for our computations. With
respect to the battery consumption for communication, one
can distinguish the three states idle listening, transmission of
packets, and sleeping. (In principle, one could also consider the
switching between sleeping and listening as a state but since
these switches are very short and do not need a lot of energy,
we do not consider them in our computation.) The current
Ilistening for idle listening is 32.5 mA, while Itransmission

for packet transmission is 30.5 mA, and Isleep when the
node sleeps, corresponds to 0.00075 mA. Since the time of
sending packets is short in comparison with the listening time
and the two currents are relatively close, we simplified our
computations and distinguish only between sleeping and being
active. Thus, we assume for the current Iactive when the node
is active: Iactive ≈ Ilistening = 32.5 mA. We can define the
average battery drain Idrain as follows:

Idrain =
tactiveIactive + tsleepIsleep

tactive + tsleep

Analogous to the currents, tactive refers to the time, the node
is listening (or transmitting) actively while tsleep refers to the
time, the node sleeps.



TABLE II
LIFETIME OF A 10Ah BATTERY IN THE DIFFERENT IEEE 802.15.4 MODES.

Scenario Mode
Not supporting Supporting
our approach our approach

Non-beacon Enabled Mode 307.7 h 307.7 h
Read and write Beacon Enabled Mode without GTS 605.7 h 605.7 h

Beacon Enabled Mode with GTS 1935.9 h 1569.7 h

Non-beacon Enabled Mode 36243.7 h 3949.1 h
Read only Beacon Enabled Mode without GTS 26322.2 h 6985.3 h

Beacon Enabled Mode with GTS 228365.0 h 28740.9 h

If we neglect the current required in the start up phase, the
lifetime of a battery having capacity C can be approximated
for the different IEEE 802.15.4 modes as follows:

L =
C

Idrain

A typical capacity of reloadable batteries used, e.g., in
modelling, is 20 Ah. Thus, it is realistic to assume that 10 Ah
are available just for a CC2480 transceiver in a node, and we
use this value as the battery capacity C in our computations.
We can now easily calculate the average drain for the three
modes in IEEE 802.15.4 from the values in Table I using the
two formulas depicted above.

The results based on the simulated mean average idle times
are listed in Table II. In the scenario in which the node
both, transmits and receives data, the listening time adaptations
presented in Sect. IV seem acceptable. While this alignment
leads to a loss of around 20% in the Beacon Enabled Mode
with GTS, the energy preservation capabilities of this mode
results still in a lifetime that is five times better than in the
Non-beacon Enabled Mode (65 instead of 13 days).

For the experiments with an IoT node that only transmits,
however, the results are very different. Here, adapting the three
modes to Algorithm 1 reduces the battery lifespan by up to
nearly 90% which is hardly acceptable. These losses even
overbalance the gain through using the Beacon Enabled Mode
with GTS instead of the Non-beacon Enabled Mode since that
gives a reduction of around 20% (three instead of four years).

A reason for these disillusioning results seems to be, how-
ever, that the read-only scenario is unrealistically harsh. Since
the cause for using our security approach is exactly to find out
maliciously behaving PAN coordinators, one should expect
that such a coordinator will be quickly replaced. Thus, the
nodes will have the, in average, four seconds long waiting
times after transmitting their data only for a relatively short
time and the effective battery lifetimes should be drastically
better.

Moreover, our algorithm creates a new vulnerability. If
attackers manage to guess the timeout interval correctly, they
can set a PAN coordinator to forward frames with voluntary
delays that are just a little shorter than this interval, e.g.,
7.8 seconds in our example. Then the idle listening times
of the nodes would still be significantly prolonged without
deteriorating the reputation of the coordinator. While this
attack can be mitigated by randomly varying timeout intervals,

one should be aware of potential impacts of the adaptations to
tiny sensor nodes and contemplate if it is useful to use such
nodes for building reputations of PAN coordinators. That holds
particularly, if the sensors are at hardly accessible locations
such that changing batteries is difficult.

VI. RELATED WORK

While the field of intrusion detection for IoT networks is
still quite novel, already some approaches were published
in the recent years. Similar to our previous work [4], [5],
Cervantes et al. use trust management and the building of
reputations for intrusion detection [20]. They also developed
a solution targeting sinkhole attacks on the routing layer of
RPL. In contrast to us, they build the reputation of nodes
depending on retransmission rates and not on observing the
behavior of other nodes. While this approach prevents the idle
listening problem, it seems to be less precise about the reason
for errors. Further, it allows the detection of fewer attack
types, e.g., no version number attacks (see [9]). Instead of
the Subjective Logic, they compute the reputation of nodes
using the Beta(α, β) distribution.

Other IDSs for IoT networks are based on distributed tech-
nology, statistical detection, resp. game theory. A distributed
and cooperative IDS is introduced in [21]. It protects IoT
networks applying artificial immunity mechanisms in form of
attack libraries to which the sensed behavior is compared. The
authors of [22] provide a similar approach which, however,
is based on penetration testing while [23] use network graph
inconsistency detection to target well-known routing attacks
like sinkhole, selective forwarding, and spoofing.

An IDS based on statistical methods to detect behavioral
anomalies in IoT-driven smart homes is presented in [24].
In particular, behavioral models are created using immunity-
inspired algorithms that then are compared with the data
actually sensed. [25] presents a distributed IDS that analyzes
anomaly data to detect attacks on the perception layer of a
network. Similarly, the authors of [26] propose a lightweight
anomaly mining algorithm which seems to be very friendly
to the computing resources of tiny nodes. Another approach
based on anomalies is introduced in [27]. This IDS detects
abnormal packets by matching bit patterns using a lookup
table.

The approach introduced in [28] uses game theory to predict
whether a new attack will occur. Since, the energy-intensive
anomaly detection is only activated when an assault is likely



to come, this approach minimizes the overall energy consump-
tion. In contrast to our approach, however, this reduction may
lead to missed attacks. Another IDS models attacks of varying
seriousness as a Bayesian game [29]. The results of this game
can then be used to determine the gravity of an attack such
that an adequate course of action can be selected.

VII. CONCLUSION

In this article, we discussed how the impact of our trust
management approach for detecting malicious PAN coordina-
tors on battery consumption can be mitigated using the MAC
protocol IEEE 802.15.4 with an adapted idle listening strategy.
The results of our analyses show that the Beacon Enabled
Mode with GTS of this protocol is very helpful, in particular,
for nodes that not only transmit data but also regularly receive
packets. The alignment of the approach with IEEE 802.15.4
has a good potential to reduce the energy consumption of idle
listening in spite of the necessity to consider a slightly higher
number of frames.

In this paper, we based our conclusions on analysis and
simulation. The next step is, of course, to validate the approach
with real systems. We currently build a test-bed that consists
of Z1 devices running on the operating system Contiki. With
that, it should not be difficult to measure the energy drain
of the batteries in the different modes of the IEEE 802.15.4
protocol. That will allow us to find out whether the predictions
given here, indeed, hold in practice.
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