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A B S T R A C T   

Visualization and presentation techniques are experiencing a rapid development and application in the archi
tectural profession and beyond. As such, Stereoscopic Images (SI) and Virtual Reality (VR), both advanced 
visualization techniques, have found their way in daylighting research. This paper explores the correspondence 
between these two techniques using both quantitative and qualitative methods. The study focused on two small 
rooms with the same dimensions, with alternately white and black surfaces, and three different windows sizes. 
Seven architectural qualities were studied: Pleasantness, Calmness, Interest, Excitement, Complexity, 
Spaciousness, and Amount of View. The attributes were evaluated by 20 participants using a Likert-type scale. 
The collected data was analyzed using Wilcoxon signed-rank tests and the Bland-Altman method. The results 
revealed that the attributes Pleasantness, Calmness, Interest, and Complexity in rooms with both white and black 
surfaces, and Excitement and Spaciousness in a room with white surfaces are evaluated similarly in both VR and 
SI. The attributes Excitement and Spaciousness in a room with black surfaces and the Amount of View in rooms 
with both white and black surfaces were not evaluated similarly with both methods. In addition, qualitative 
results indicated that the visualization technique affects how a space is perceived. Indeed, the Virtual Reality’s 
nature as an immersive environment provides the feeling of ‘presence’ which does not apply to SI. The results of 
this paper can help researchers working with daylighting in buildings in selecting the appropriate visualization 
technique to reduce experimental and logistical constraints caused by varying daylight conditions.   

1. Introduction 

Due to the challenging process of conducting experiments in 
daylighting research, in which the weather conditions are uncontrolla
ble, visualization methods can be used. Indeed, different simulation 
methods have been used for lighting research throughout the years, e.g. 
slides [1], computer simulated images [2], rendered images [3], ste
reoscopic imaging [18] and Virtual Reality [55,56]). The traditional 
approach for research studies usually includes a full-scale laboratory 
environment for repeatability and reliability of data [4]. Previous 
studies in this area have reported that the process of making full-scale 
environment is time-consuming and can be very expensive [3,4]. 
Moreover, due to the nature of daylight, in which there are constant 
variations in the light level, keeping stable daylighting conditions is 
even more challenging. Although there can be found studies making use 
of artificial lighting for mimicking daylit environments, when 

researchers attempt to use real daylight in their laboratory studies these 
challenges become more evident. Similarly, controlling other sources of 
light that might affect a scene can be a very complicated task in lighting 
studies as Villa and Labayrade [5] reported. Therefore, finding other 
tools and methods to conduct an experiment and evaluate a scene in an 
easy-access way in lighting research seems important and necessary. 

The growing development of image-based techniques provides 
various options for researchers to conduct their research. These tech
niques can vary from evaluating the desired environment simply on a 2D 
screen to non-immersive 3D methods or more advanced techniques like 
immersive 3D tools. Stereoscopic Images (SI) and Virtual Reality (VR) 
are two visualization and presentation techniques based on three- 
dimensional vision which have been found to be able to overcome 
logistical challenges proper to these experimental studies. 

Three-dimensional vision by Stereoscopic Images is based on the 
binocular stereopsis theory by Wheatstone [6]; who observed the fact 
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that each eye sees the same object with a slightly different view. A 
mirror stereoscope was created based on this idea, presenting images in 
a way that the brain perceives it as a vivid 3D object [6]. Stereoscopic 
images allow the user a better understanding of the visual information 
presented, and it usually makes use of glasses, such as passive or active 
3D glasses. In addition, using a satisfactory display screen for SI can 
provide perception of depth, improved perception of structure in visu
ally complex scenes, improved perception of surface curves, improved 
motion judgment, and enhanced perception of surface material type [7]. 
Alternatively, Virtual Reality, which is also based on binocular stere
opsis theory, and is an immersive 3D image-based tool, is quickly 
becoming a popular method for research. In contrast to SI’s screen and 
glasses, VR often uses a headset which includes two different screens, 
one for each eye. Both the SI and VR methods can make use of either 
computer renderings or photographic images to create a virtual envi
ronment. The use of either visualization technique is dependent on a 
study’s objective. Naturally, unbuilt environments can be simulated 
using only renderings, while existing built environments can be repli
cated using both renderings and photographs. In lighting research, ex
amples of studies using photographs for replicating environments have 
been used for SI [8,18]; and VR [9,10]; [57,58]. 

Previous studies have indicated that, compared to real environments, 
SI are a valid tool for lighting studies. For example, [11] used 
tone-mapped 3D projections of HDR images, while [18] combined two 
photographs mimicking a left and right view to create 3D images. Both 
studies compared the subjective responses of daylit spaces presented in 
real environments and in projected 3D images (referred to SI in Moscoso 
et al., [18]). Moreover, both studies found that the projection of 3D 
images produced similar results to the evaluations of the real environ
ments for the subjective evaluation of daylit spaces. In addition, the 
validity of VR in lighting studies has also been evaluated by different 
studies that compared immersive virtual environments with real envi
ronments, indicating that VR may be used as a surrogate to real spaces 
for specific applications in lighting research [9,10,56]. Moreover, while 
SI has been used in lighting research e.g. for the evaluation of the 
aesthetic perception of offices [12], VR has been used e.g. for the sub
jective responses to sunlight pattern geometry [55,56]), daylight-driven 
interest in rendered architectural scenes [13], perceptual impressions of 
daylit spaces [14], impact of viewing location on view perception [15], 
impact of design features and occupant lighting choices [57,58]), 
spatiotemporal information visualization for influencing occupant’s 
choices including lighting [16] and regional differences in the percep
tion of daylit scenes [17]. 

Although SI and VR seem promising and are being applied in lighting 
research, both methods differ greatly in their application and the scope 
they present. Natural differences are e.g. the equipment needed for each 
method and how many people can make use of each method at the same 
time. Whereas one method might be useful for a specific study/ 
researcher, the other method might not. If either of these are to be used 
by the lighting community for perceptual studies, it becomes important 
to clearly determine the difference between both methods for perceptual 
evaluations. Moreover, a motivation for the study is to explore the ad
vantages and disadvantages each method presents to provide enough 
information for their applicability in lighting research studies. To the 
authors’ knowledge, there is no study comparing SI and VR as empirical 
research tools to be used in lighting research. 

This paper presents the results of an experimental procedure 
designed to answer the following research question (RQ): How do 
perceptual attributes for simulated daylit spaces differ from using stereoscopic 
images (SI) and virtual reality (VR)? To answer the RQ, this study focuses 
on the comparison between SI and VR as tools for evaluating daylit 
architectural spaces. The analysis is focused on two main objectives: 
First, analyzing the correspondence between VR and SI techniques in 
daylighting research, that is, examining if both methods give similar 
results. Second, finding the main differences between VR and SI tech
niques that may affect the human perception of a daylit architectural 

space by evaluating the users’ subjective experience when using VR and 
SI. To this end, the study hypothesizes that although two methods can be 
used for assessing a daylit space, each one may have different effects on 
the subjective impressions of it. A pragmatic statistical approach, Bland- 
Altman, for assessing agreement between two methods was used. 

2. Method 

2.1. Experimental setting 

The spaces used for this study was based on a previous full-scale 
study used to evaluate the validity of SI as a research method [18]. In 
order to simulate spaces lit by daylight, two factors were considered: 
window size and room color, based on the work by Moscoso et al. [18]. 
Considering that the study focused on daylit spaces, different openings 
allowing the entrance of daylight depicting overcast sky conditions were 
represented in three window sizes producing different indoor light 
levels. Room color was used to study large differences in light reflective 
surfaces. To do this, two achromatic colors with a large difference in 
reflectance (i.e., black and white) were used for the room surfaces. These 
two factors allowed to evaluate different daylighting configurations 
present in spaces lit by daylight and not artificial light, in which the 
amount of light is based on the daylight openings and the room reflec
tance properties. 

Two rooms of equal dimensions (3.0 m × 3.5 m, 2.5 m height) with 
black (BR=Black Room) and white (WR=White Room) surfaces were 
built with wall-bricks boxes (0.50 m × 0.50 m x 0.25 m) and pre- 
constructed wall panels (width 0.60 m) in the Room Laboratory (Rom
lab) at the Norwegian University of Science and Technology (NTNU) 
(see Fig. 1). The windows that provide daylight to the room were ori
ented north-east in front of an existing glass wall in the Romlab facing 
the same direction. The glass wall of the laboratory was covered by 
white diffuse curtains, and the two rooms’ windows were built using 
metal frames. 

Three different sizes of the opening resembling windows, D1 (1.0 m 
× 1.0 m), D2 (2.0 m × 1.0 m), and D3 (2.0 m × 1.5 m) were used in the 
rooms. The furniture of the room was modelled abstractly (i.e. free of 
intricate details) using boxes (0.50 m × 0.50 m x 0.25 m). A chair, a 
bedding set, a lamp, and a table were in the same coordinates related to 
the corners to create a ‘student room’ feeling. The six rooms (three white 
and three black) were simulated in SI and VR serving as experimental 
stimuli. 

2.2. Generation and presentation of stimuli using virtual reality (VR) 

For generating the images to be used in VR, a specific workflow was 
followed based on the work by Chamilothori et al. [56]. The 3D models 
of spaces were simulated using the software Rhinoceros and exported 
using the DIVA-for-Rhino 4.0 toolbar to Radiance 5.2a. The scenes were 
based on the aforementioned room’s dimensions, openings, furniture, 
and daylight characteristics. 

The color and specularity of the surfaces in the experimental room 
were measured with the Spectroradiometer PR®-650 SpectraScan®, 
Photo Research, and a white Reflectance Standard (RS) model: RS-3 also 
from Photo Research. For each surface, a small evenly illuminated 
central area without shadows was selected. In addition, four points 
(corners of an imaginative square) were marked in the area of mea
surement at 20 cm distance between them. The RS was put over the 
points and a first set of measurements were taken on the RS. After 
completion, the RS was removed, and a new set of measurements were 
taken directly on the surface. This procedure was repeated 5 times at 
each point to collect data for calculating the average value for each 
point. In this way, 20 double measurements (RS and surface) were 
performed for each surface. The measurements were taken indoors 
under overcast sky conditions. The SpectraScan was fixed to a tripod 
which enabled to position it in a 1.5–2.5 m distance from the 
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measurement points and to keep 45◦ of “incidence angle” in relation to 
the measured surface. To avoid shadowing the RS by the researcher’s 
body or the equipment, the points were selected at the height of mini
mum 1 m over the floor. The measurements of the surfaces were then 
translated to Radiance material properties (see Table 1). 

Two separate 360◦ images for each eye were rendered to create the 
perception of depth by projecting in VR headset. High dynamic range 
(HDR) scenes of 360 over-under stereo-equirectangular images were 
rendered using high accuracy parameters (see Table 2). 

To have a uniform exposure multiplier of the HDR renderings, pfilt 
was used for anti-aliasing and scaling and sets the exposure to the correct 
average value by making two passes on the image [19]. A tone repro
duction operator was selected to reliably map real-world luminance to 
display luminance. The tone-mapping operator pfstmo_reinhard02 was 
used by pfstools for the White Room which is a photographic tone 
reproduction and generates a realistic image of the scene as described in 
Reinhard et al. [20]. However, the tone mapping operator by Reinhard 
changed drastically the contrast of the Black Room scene and did not 
match the perception of the scene. To overcome that challenge, the 
pcond tone-mapping operator by Larson et al. [21] was applied to the 
Black Room which adjust the adaptation mapping level base on the 
population of the luminance rather than on spatial location in the image. 
This algorithm preserves the visibility of black rooms scenes and 
consider the human visual limitations providing a realistic image for 
dark scenes in black rooms. To provide the application of identical set
tings to all the scenes, the images were converted to low dynamic range 

BMP files using ra_bmp with a gamma correction factor of 1.8 for the 
White Rooms and 0.5 for the Black Rooms. 

Considering human anthropometric data [22,23] and height differ
ences among the participants, four different viewpoints of an observer 
were used to create scenes differing in standing height (H1: up to 1.58 m, 
H2: 1.58–1.69 m, H3: 1.69–1.80 m, and H4 higher than 1.80 m). This 
was determined under the notion that when a viewpoint height is 
significantly different from one’s height, there is a risk for a VR user to 
feel as ‘floating above’ or ‘sinking in the ground’. The use of four 
different heights contribute to avoid such feelings and thus, providing a 
more correct spatial and immersive experience. These four viewpoints 
were based in relation to coordinate z, from which only one viewpoint 
was presented to each participant according to their height. The view
point in relation to coordinates x and y were X: 1.5, 7.5, 13.5; Y:2.9; Z: 
1.427, 1.533, 1.637, 1.748 (see Fig. 2). Each viewpoint included two 
images, one for left-eye and another for right-eye. The mean interpu
pillary distance (IPD), which is the distance between the observer’s left 
and right eyes for average adults was considered as 0.063 m according to 
Dodgson [24]. 

The position of the viewpoints (see Fig. 2) was purposedly selected to 
avoid large disparity distortions that could compromise the evaluation 
of the scenes. The viewpoints were selected based on the authors’ 
expectation that the gaze direction of the participants might be focused 
towards the room window and furniture. Although the location of the 
viewpoints does not correspond with the other directions (e.g., when a 
participant turns the gaze right or left), those directions contained no 

Fig. 1. Floor Plan and Schematic Elevation of the rooms with the three different opening sizes for daylight.  

Table 1 
Radiance material properties for the main surfaces.  

Surface Type R G B Reflectance % Specularity Roughness Tvis 

WR ceiling Opaque plastic 0.894 0.979 0.965 96 .006 0  
BR ceiling Opaque plastic 0.077 0.081 0.078 8 .005 0  
Chair Opaque plastic 0.212 0.237 0.243 23 .007 .020  
WR floor Opaque plastic 0.923 0.899 0.843 90 .006 .010  
BR floor Opaque plastic .063 .06 .048 6 .005 .01  
Furniture Opaque plastic .294 .307 .280 30 .004 .002  
Table Lamp Opaque plastic .03 .03 .03 .03 .030 0  
Textile Opaque plastic .091 .103 .097 10 0 .04  
WR walls Opaque plastic .960 .988 .924 98 .004 .002  
BR walls Opaque plastic .086 .088 .082 9 .003 .002  
Glazing Glass 0.763 0.763 0.763  70%  
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other elements than the room walls, granting perceptually imperceptible 
disparity distortions and thus, not affecting depth perception. 

For the 24 simulated scenes (6 conditions - based on 3 window sizes 
and 2 room colors, see Fig. 3 - with 4 viewpoints differing in height), a 
total of 48 rendered images were generated using Idun High Perfor
mance Computers at NTNU (https://www.hpc.ntnu.no/idun) with a 
total rendering time of 6 days and 17 h for all 24 scenes. The equi
rectangular images were imported into the Unity game engine (version 
2018.1.0f2) to create immersive scenes to be projected in VR. Each pair 
of equirectangular images was applied as textures on two spheres, each 
sphere simulating one eye following the principle of stereopsis. A virtual 
camera was located in the center of each sphere using the OVRCamer
aRig function in Unity, supporting the control of the camera using the 
Oculus head-tracking feature. This procedure admitted a correspon
dence between the viewpoint used for the generation of the renderings 
and the viewpoint used by the experiment participants. This allowed the 
participants to explore the scenes from an established viewpoint, expe
riencing them as three-dimensional and fully immersive. Finally, the 
fully immersive 360◦ stereoscopic scenes for VR (see Fig. 4) were 

presented via an Oculus Rift CV1 VR headset. The Oculus Rift CV1 VR 
headset uses a PenTile OLED display with a 2160 × 1200-pixel low 
persistence organic light emitting diode (resulting in a resolution of 
1080 × 1200 pixels per eye), with a refresh rate up to 90 Hz, and a 
maximum luminance of 80 cd/m2. 

2.3. Generation and presentation of stimuli using stereoscopic images (SI) 

As pointed out previously, the stereoscopic images have been found 
to be a valid research tool for lighting studies by Moscoso et al. [18]. 
However, that particular study used photographs of real environments 
to be projected and presented. A pilot study from the authors of this 
study showed that the difference in representation between photographs 
in SI and rendered images in VR affected the subjective impressions of 
the participants. Aiming to reduce the potential effect of image type on 
the study’s outcomes, a set of rendered images was selected to be used in 
the SI method instead of photographs. In this way, it was ensured that 
only the visualization technique (SI vs VR) and not the image type was 
evaluated. 

Table 2 
Radiance rpicts and rtrace parameters for view renderings.  

ds -aa -ar -ad -as -lr -lw -st -dj -ds -dr -dp 

ambient 
bounces 

ambient 
accuracy 

ambient 
resolution 

ambient 
divisions 

ambient 
super- 
samples 

Limit 
reflections 

Limit the 
weight of 
each ray 

specular 
sampling 

direct 
jittering 

direct 
sampling 

number of 
relays 

presampling 
density 

6 0.01 32 16384 8192 8 0.000002 0.1 0.9 0.02 6 1024 
Resolution: 17280 × 17280, scaled down to 4320 × 4320 using pfilt.  

Fig. 2. Viewpoints in relation to coordinates x and y.  

Fig. 3. Equirectangular images of the white and black room with the three window sizes, used for the fully immersive 360◦ stereoscopic scenes presented using Virtual Reality.  
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Fig. 4. Illustration of the procedure for the generation of images to be used in VR. [a] Photograph of the real white room, [b] modelled room in Rhinoceros, [c] rendered 
equirectangular 360◦ HDR image, [d] tone-mapped equirectangular 360◦ image, [e] sphere with equirectangular image used as texture in Unity, and [f] representation of the 
degrees of freedom from the participants’ viewpoint. 

Fig. 5. The renders for SI from the simulated model for SI presentation on the silver screen.  
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To this end, a series of high dynamic range (HDR) renders showing 
perspective images of the rooms by using rpict in Radiance were 
generated. The view of an observer at 1.65 m eye height was used, 
following statistical data indicating the average height for men aged 20 
to 49 in Norway of 1.80 m [25]. Two rendered images were used, one for 
a “left-eye view’ and a second one for a “right-eye view” with an IPD of 
0.063 m. 

A similar workflow as the one described for the Virtual Reality im
ages were also applied to these series of renders. The viewpoint in 
relation to coordinates x and y were X: 1.5, 7.5, 13.5; Y:2.9; Z: 1.65 (see 
Fig. 2). The material properties and render parameters for rpict were 
exactly the same as for VR (see Tables 1 and 2). 

Based on the work by Moscoso et al. [18], the renders for SI (see 
Fig. 5) were projected superimposed on an Antipolarized Silver Screen 
using two Full High-Definition Projectors of more than 5000 ANSI 
Lumen, each through different circular polarized filters and by using 
Stereoscopic Player software on a PC. The participants assessed the 3D 
images on the screen from a distance no larger than 3 m, wearing cir
cular polarized glasses during the experiment. 

2.4. Dependent variables 

The dependent variables were used based on previous studies [17]. 
Considering that an objective of the study was to evaluate how both 
methods perform for assessing spatial perception, seven perceptual at
tributes were selected to study. The selection was based on the Cir
cumplex model of affect found in Russell’s emotion theory [26], as 
adapted from Boubekri et al. [27] for lighting research. Four attributes 
were then selected: Pleasantness, Calmness, Interest, and Excitement. 

In addition, Complexity, based on the Kaplan’s framework of pre
dictors of preference [28], which directly refers to the information 
richness of a scene was also selected. Although the visual complexity of 
the scenes might be considered low, this study argues that the lighting 
conditions associated with both the window size and the room re
flectances might affect the amount of visual information received (e.g. 
room details) and thus the evaluation of Complexity. Moreover, consid
ering that both methods differ in the amount of visual information 
provided to the participants (limited to one view with SI and a 360◦ view 
with VR), the evaluation of this particular attribute is thus highly rele
vant for the purpose of the study. Due to the focus of the methods for 
their use in lighting and architectural research, two other attributes 
strongly connected to the perception of a space were included: 
Spaciousness and Amount of View. Indeed, Spaciousness is undeniably 
related to how a person perceives the space and has been found to be 
affected by both window size and room color [29]. Amount of View has 
also been found to affect the perceived pleasantness of a space. As stated 
in Section 2.1, as white diffuse curtains were used in the original study 
[29], these were also modelled to be used in the VR and SI environments. 
Due to the use of these white diffuse curtains, the access to view out was 
restricted not allowing to register urban or natural views throughout the 
windows. Thus, allowing the focus of studying Amount of View (directly 
associated with the window size) rather than quality of view (associated 
with the visual content outside the windows). 

The seven perceptual attributes are presented in Table 3, with their 
corresponding questionnaire items. To avoid different interpretations of 
the attributes by the participants, known to become a possible bias in 
social research [30], laconic dictionary definitions were provided to 
them both verbally and in written form prior to the experimental ses
sions. While the evaluation of the scenes in SI could and were performed 
via a printed questionnaire, in which the participants were asked to rate 
the scenes using evaluation scales, this was not feasible using VR. Due to 
the use of the VR headset to achieve a fully immersive experience, the 
participants could not make use of a printed questionnaire. Instead, the 
experimenter asked the questions to the participants verbally, and the 
evaluations were also given in a verbal way, which the experimenter 
registered. For this reason, a 10-point Likert-type scale [31], commonly 
known to general population, was used. The use of scales with a large 
number of anchors (such as a 10-point scale) have been found to be 
preferred by participants as these offer them a ‘greater expression of 
feelings’ [32,33]. 

2.5. Participants 

The participants were recruited via messages on social media sites, 
and through the university’s intranet site. The experiment was con
ducted in October 2020 with 20 participants (10 female and 10 male) 
presenting an average age of 25.9 years old (SD = 6.80). The youngest 
participant was 20 years old and the oldest was 47. Participants were 
from different nationalities, education, and career backgrounds. 

As part of the eligibility criteria, the recruitment focused on volun
teers who had previously experienced Virtual Reality. Indeed, most of 
the participants reported to had experience VR mostly through VR 
gaming. This criterion was included to make sure that excitement of 
experiencing a new technology for the first time would not affect the 
results. 

To ensure that the participants did not have a vision impairment 
related to their depth perception that could compromise the collection of 
the data, the participants were tested using the Stereoscopic Vision Test, 
making use of the Random Dot 2 Stereo Acuity Test. The stereoscopic 
vision test was conducted prior to the experiments, and the results were 
given verbally to the participants. The participants with a minimum of 
32 s of arc disparity in the stereoscopic vision test were eligible to 
participate in the study. No result of the vision test was recorded by the 
experimenter. 

2.6. Experimental procedure 

The experiment was conducted in October 2020 in the Room Labo
ratory (Romlab) at the Norwegian University of Science and Technology 
(NTNU). During the experiment, the rendered images presented in Fig. 3 
were shown in Virtual Reality headset and the rendered images pre
sented in Fig. 5 were projected on an antipolarized silver screen creating 
Stereoscopic Images of the simulated rooms. 

The experimental procedure was maintained equal for all the par
ticipants. This means that while the experimenter ensure that the pre
sentation of the stimuli followed a randomization principle, all the 
participants followed the different stages of the experiment (as indicated 
in Fig. 7). At the beginning of the experiment, the researcher welcomed 
and explained the procedure to the participants. To avoid language- 
related uncertainty, the dictionary definitions of the seven attributes 
were provided, as explained in Section 2.2. All the explanation and in
structions were also presented to participants in a printed version. Then, 
the participants were tested for their stereoscopic vision, as stated in 
Section 2.5. After having the opportunity to ask questions about the 
procedure and agree to participate in the experiment, the participants 
signed a consent form. The consent form was approved and registered by 
NSD (The Norwegian Center for Research Data AS). The consent form 
included the participants rights (including withdrawal at any time) and 
contact information of the responsible researcher, the NTNUs data 

Table 3 
Dependent variables and their respective questionnaire items.  

Attribute Questionnaire item 

Pleasantness How pleasant is this space? 
Calmness How calming is this space? 
Interest How interesting is this space? 
Excitement How exciting is this space? 
Complexity How complex is this space? 
Spaciousness How spacious is this space? 
Amount of View How satisfied are you with the amount of view? 

*Each question was complemented with the rating scale range, i.e. “How [x] is 
this space, on a scale from 1 to 10, where 1 is not at all [x] and 10 is very [x]?" 
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protection officer, and the NSD contact. 
This study made use of a within-subjects design, in which all the 20 

participants evaluated both the SI and VR methods. The presentation 
order of the methods was counterbalanced for all the participants. Due 
to the COVID-19 pandemic, strict infection control measures were 
implemented both at university and national level. These measures 
involved restrictions at the university, in which only one participant 
could attend the experiment at a time, and one experimenter could be 
present at the laboratory. The only exception allowed was the cohort, 
that is participants who were previously in close contact or lived 
together; in such a case two persons could attend the experiment 
simultaneously. In the case of two participants participating at the same 
time, one person was evaluating the SI images on the silver screen in the 
right side of the Romlab and the other participant assessed the VR scene 
in the other side of the room while both were totally aware that the 
scene presented to each person can be totally different from each other 
(see Fig. 6). 

The participants who evaluated the SI wrote down their answer on 
the printed questionnaire provided by the researcher and the second 
person with VR headset answered different questions verbally. The use 
of both verbal and written questionnaires allowed for the experimenter 
to register the answers provided by the participants using the VR 
headset, while the participants evaluating the SI scenes could do it 
independently. Due to the nature of the SI method, in which the images 
displayed by the projectors could not be blocked, the position of the 
observers for the evaluation of the SI was set as close to the used 
viewpoint as possible for displaying the correct stereoscopic informa
tion. Although the participants could choose between two sides to find a 
comfortable position, the experimenter noted that all the participants 
preferred to sit on a chair to the right while answering the question
naires. Only one participant reported lacking a 3D experience with the 
SI, and although the stereoscopic vision test was passed, the data for this 
participant was not included in the analysis. 

In addition to maintaining social distance between the participants 
and the experimenter, other measures were taken: all the equipment was 
disinfected between each experimental session and disposable face 
masks for VR were also used. The participants were asked to evaluate the 

scenes in a randomized order. Seven questions related to each of the 
studied attributes in each presented scene were answered choosing an 
integer number from the 10-point scale according to their own evalua
tion. Both, the order of presentation mode, i.e. VR or SI, and the order of 
the images on VR environment and SI on the silver screen were pre
sented to the participants in a random order. Participants were asked to 
avoid comparing the scenes and to evaluate each scene independently 
from the previous ones. To avoid any effect from the lighting situation 
the experiment was conducted mostly after sunset in a dark environment 
by covering the windows of the laboratory by blackout curtains. More
over, the luminous conditions between the evaluations of VR and SI 
were kept as constant as possible. In addition to keeping the blackout 
rolling curtains down, the electrical light of the laboratory was kept off 
during the experimental sessions. This means that the Romlab was not 
illuminated by other form of light than the light from the projectors on 
the silver screen and from indirect light from the researcher’s PC-screen, 
which was not in the field of view of the participants during the 
experiment. The perceived luminance differences between method 
evaluations were not higher than the differences between the white and 
the black room, leading to a minimal effect of the laboratory’s luminous 
conditions on the perceptual evaluations. At the end of the experiment 
and after observation and assessment of the scenes, a debriefing inter
view about participant’s experience of SI and VR was performed for all 
the participants. The experimental session for each participant lasted for 
an average of 45 min. The participation was voluntary and was rewar
ded at the end of the experimental session with a gift card of 150 NOK. 

3. Results 

3.1. Analysis strategy 

In order to perform a method-comparison and to find the agreement 
between the two methods, i.e. VR and SI, the study made use of two 
statistical approaches. First, considering the repeated measures design 
of the study and after verifying the non-normal distribution of the data, 
Wilcoxon signed-rank tests were used to indicate whether the differ
ences of the methods were statistically significant. Further, the Bland- 

Fig. 6. Experimental setting: one participant evaluating SI in front of the silver screen while wearing a circular polarized glass and the other one evaluating a 
different scene in VR using an Oculus headset. 
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Altman method was applied [34] to reveal the extent of such differences. 
For the Wilcoxon signed-rank tests, a significance alpha level of 0.05 

was used. For the purpose of the study, no statistical differences repre
sented by a p-value higher than 0.05 indicate the similarity of results 
obtained with the VR and SI. Moreover, the calculation of the effect sizes 
was used to evaluate the relative magnitude of the observed differences. 
As suggested by Rosenthal [35]; a more appropriate effect size calcu
lation for the Wilcoxon signed-rank tests is converting a Z-score into the 
effect size estimate r. To do this, the Z value is divided by the square root 
of N, in which N is the number of total observations, not the number of 
cases. The interpretation of the effect sizes was carried out using Cohen’s 
thresholds, in which a value of 0.2 is considered a small effect [36,37]. 
For the purpose of this study, an effect size equal or lower than 0.2 in
dicates a similarity between both tested methods. 

Furthermore, and as mentioned earlier, the Bland-Altman statistical 
approach was also used. Naturally, the likeliness of two methods 
agreeing exactly on every rating given by the participants of a study is 
very low. The Bland-Altman method acknowledges this, and thus, its 
approach was developed to reveal the extension of the difference be
tween ratings of two methods. The Bland-Altman method is a paired 
value analyzing approach, which examines the data patterns through 
assessing a scatter diagram of difference between values for each 
participant against its mean which is known as the Bland-Altman plot. 
This plot analysis is a simple visual way to evaluate possible bias be
tween the mean differences, and to estimate an agreement interval, in 
which 95% of the differences of the methods lays [38]. The analyses are 
based on the visual examination of data patterns, statistical quantifica
tion of Bias (the difference between two methods) and the precision of 
Limit of Agreement of the difference (LoA precision). 

The numerical calculations and graphical techniques of the Bland- 
Altman method were applied to all the data obtained from both stud
ied methods (VR and SI) in all rooms with White surfaces (WR) and 
Black surfaces (BR), different window size (D1, D2 & D3) and for all 
seven attributes (as described in 2.2). Both rooms were evaluated 
separately on all seven spatial attributes. Considering the focus of the 
paper on method comparison, the data were divided into two groups to 
simplify the evaluation to two levels, i.e., WR and BR. The three levels of 
the window size were treated as 60 different observations (20 partici
pants assessed 3 window sizes) for each room. This approach granted the 
use of a replicated measurements analysis [39] and allowed for an 
eventual comparison with a previous study in which SI and real spaces 
were also studied [18]. The analyses and graphical plots are thus pre
sented for the white room and the black room. However, the graphical 
plots for each of the six room alternatives (including each window size) 
are available from the authors upon request. The authors considered a 
priori that the benchmark Bias <1, in view of the 10-point Likert-type 
scale, is acceptable for the aim of this study. 

3.2. Wilcoxon signed-rank tests 

The statistical results of the Wilcoxon signed-rank tests indicate no 
significant differences between the responses obtained in VR and in SI 
for most of the studied attributes. Specifically, there were no significant 
differences in six of the studied attributes in the WR (i.e. Pleasantness, 
Calmness, Interest, Excitement, Complexity and Spaciousness), and no 
significant differences in four attributes in the BR (i.e. Pleasantness, 
Calmness, Interest, and Complexity). Furthermore, the calculated effect 
sizes showed values lower than 0.2, indicating small effects in such 

Fig. 7. Diagram of the experimental procedure used in the study for each participant, divided in [a] Information of the experiment, [b] Experimental phase, and [c] 
Debriefing phase and End of experimental session. 
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attributes. 
On the other side, the Wilcoxon signed-rank tests showed statistically 

significant differences between VR and SI for Amount of View in the WR 
(Z = − 3.384, p < 0.001; r = 0.31). In the BR, the Wilcoxon signed-rank 
tests showed statistically significant differences for Excitement (Z =
− 2.655, p = 0.008; r = 0.24), Spaciousness (Z = − 2.562, p = 0.01; r =
0.23), and Amount of View (Z = − 3.285, p = 0.001; r = 0.30). As 
indicated, the analysis of the effect sizes for the significant results 
revealed values over 0.20. Both the results of the Wilcoxon signed-rank 
tests and the calculation of the effect sizes indicate that the evaluation of 
Amount of View in the WR, and Excitement, Spaciousness and Amount 
of View in the BR is different with the use of VR and the use of SI. 

3.3. Bland-Altman method with multiple observations 

The following paragraphs present the findings related to the evalu
ation of the seven studied spatial attributes (Pleasantness, Calmness, 
Interest, Excitement, Complexity, Spaciousness, and Amount of View). 

The numerical results of Bland-Altman’s method-comparison 
approach is presented in Table 4. This table indicates: Bias as the 
mean difference in values obtained in VR and SI methods; 95% Confi
dence Interval (CI - repeatability) indicating the cluster values around 
the mean which the same method produces the same results on repeated 
measurements; SD (Standard Deviation) as a measure of variability of 
the individual differences; computed Lower Limit of Agreement (LoA) as 
Bias − 1.96 SD and Upper LoA is Bias +1.96 SD; Confidence Limit pro
vide a measure of the precision of the values which is the difference 
between the Upper LOA and Lower LoA. The percentage (%) Error is the 
proportion between the magnitude of measurement and the error in 
measurement. 

The results of the calculation of the attributes’ bias show in general 
positive mean differences between VR and SI. The results imply that the 
participants evaluated attributes slightly higher with Virtual Reality 
than with the Stereoscopic Image presentation. The attribute Calmness 
is an exception for this, with a negative mean difference in the black 
room which means the scenes were assessed at a slightly higher value in 
SI than VR. The attributes Pleasantness in both BR and WR has the 
lowest bias scores, indicating that the participants evaluated this attri
bute in the scenes similarly in VR and SI methods. The results indicate 
that all the attributes have a mean difference lower than a priori 
acceptance criterion of Bias <1. Nevertheless, the 95% Confidence In
tervals for the mean difference in the dataset of the attributes Excite
ment in BR are 0.2 and 1.2, and for the Amount of View in white and 
black rooms, are 0.4–1.3 and 0.3–1.2 respectively. Considering the a 

priori acceptance criterion established by the authors, VR environment 
and SI presentation are not in agreement to evaluate Amount of View (in 
both WR and BR) and Excitement (in BR), while the agreement between 
the SI and VR in the attribute Spaciousness in BR with the 95% Confi
dence Interval 0.1–1.0 warrants further analyses. 

Moreover, [40] noted that there is a possibility of hidden propor
tional error in the estimation of the bias and repeatability because they 
are computed across all the data points. To avoid this problem, he 
suggests the calculation of the percentage error by dividing the limits of 
agreement by the mean value of the measurements established methods. 
Since the true values of each attribute in a real scenario are unknown, 
the percentage of error in this study implies the error of the data in VR 
from SI. The percentage error column in Table 4 shows Pleasantness and 
Interest in WR with 1% have the lowest values. While Excitement in BR 
with 19%, Amount of view with 16% in WR and 15% in BR have the 
highest percentage of error. This confirms the disagreement between 
Excitement in BR and Amount of View in both WR and BR. The per
centage of error of Spaciousness in BR is 14% and considering its 95%CI 
0.1–1.0 indicates that this attribute also does not support enough evi
dence for agreement between VR and SI. Therefore, the results of the 
method-comparison between VR and SI for daylighting studies suggest 
that these two methods are similar to assess Pleasantness, Calmness, 
Interest, and Complexity of a small room with both white and black 
surfaces and to evaluate Excitement and Spaciousness of a room with 
white surfaces only. 

Furthermore, to investigate any possible relationship between the 
values and determine agreement between two methods, [38] recom
mended the use of plots with bias and precision statistics. The calculated 
data are presented in scatter plots of difference against mean with Bias 
and Limit of Agreements (LoA) lines and 95% CI in Fig. 8. 

The position of the bias line allows to analyze the plot. As expected, 
the bias line lies closer to the 0 point for almost all the attributes, 
showing also reasonable confidence intervals, except for Amount of 
View (BR & WR) and Excitement & Spaciousness (BR). A narrow 
agreement interval (the area between Upper LoA and Lower LoA in the 
plots of average against difference) demonstrates the agreement be
tween the two methods. The distribution of data in the diagrams in Fig. 8 
show the agreement interval that is narrow for attributes Pleasantness 
and Excitement in WR, and Calmness in BR, compared to the other at
tributes’ agreement interval. Complexity (BR) and Interest (WR) have 
the widest agreement interval and interpret the lowest precision 
agreement between the two methods. 

Finally, [41] emphasizes that if too many points, more than about 5% 
of the data, lie outside and are dramatically far from the LoAs, it means 

Table 4 
Numerical results from Bland-Altman method for each attribute in the White Room (WR) and Black Room (BR).  

Attribute Room Bias 95% CI 
(mean 
difference) 

SD Lower 
LoA 

95% CI of L- 
LoA 

Upper 
LoA 

95% CI of 
U-LoA 

Confidence Limit/Precision (Lower LoA -Upper 
LoA) 

% 
error 

Pleasantness WR 0.03 − 0.4 0.4 1.47 − 2.85 − 3.5 − 2.2 2.92 2.3 3.6 − 5.76 1% 
BR 0.10 − 0.4 0.6 1.92 − 3.66 − 4.5 − 2.8 3.86 3.0 4.7 − 7.51 2% 

Calmness WR 0.30 − 0.2 0.8 1.84 − 3.30 − 4.1 − 2.5 3.90 3.1 4.7 − 7.21 6% 
BR − 0.12 − 0.5 0.3 1.64 − 3.32 − 4.1 − 2.6 3.09 2.4 3.8 − 6.41 − 3% 

Interest WR 0.07 − 0.6 0.6 2.06 − 3.98 − 4.9 − 3.1 4.11 3.2 5.0 − 8.09 1% 
BR 0.18 − 0.3 0.7 1.81 − 3.36 − 4.2 − 2.6 3.73 2.9 4.5 − 7.08 4% 

Excitement WR 0.12 − 0.3 0.5 1.65 − 3.11 − 3.9 − 2.4 3.34 2.6 4.1 − 6.46 3% 
BR 0.70 0.2 1.2 1.87 − 2.97 − 3.8 − 2.1 4.37 3.5 5.2 − 7.35 19% 

Complexity WR 0.20 − 0.2 0.7 1.80 − 3.33 − 4.1 − 2.5 3.73 2.9 4.5 − 7.06 6% 
BR 0.23 − 0.3 0.8 2.16 − 3.99 − 5.0 − 3.0 4.46 3.5 5.4 − 8.45 6% 

Spaciousness WR 0.10 − 0.4 0.6 1.84 − 3.50 − 4.3 − 2.7 3.70 2.9 4.5 − 7.21 2% 
BR 0.57 0.1 1.0 1.74 − 2.84 − 3.6 − 2.1 3.98 3.2 4.8 − 6.82 14% 

Am. Of View WR 0.85 0.4 1.3 1.75 − 2.58 − 3.4 − 1.8 4.28 3.5 5.1 − 6.85 16% 
BR 0.73 0.3 1.2 1.81 − 2.82 − 3.6 − 2.0 4.29 3.5 5.1 − 7.11 15% 

Table notes: 95%–95% Confidence Interval (CI); SD, Standard Deviation; L-LoA, Lower Limit of Agreement; U-LoA, Upper Limit of Agreement. *In the Bland-Altman 
method, the accuracy of any given method in comparison to another method is given by the Mean Difference, referring to the average of the difference in values 
obtained with the two methods. The precision of any tested method is given by the Limits of Agreement (LoA), referring to the limits within which 95% of all the scores 
fall on either side of the Mean Difference. 
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Fig. 8. Plots of difference against mean with the line of Bias, 95%CI, Upper and Lower Limit of Agreement. The X-axis represents the average of paired values from 
the Virtual Reality (RE) and Stereoscopic Imaging (SI) methods. The Y-axis represents the difference between the values of the VR and SI methods. The Mean 
Difference is expressed by the solid line, and the Limits of Agreement (both Upper and Lower) are represented by the dashed lines. The 95% CI lines are presented 
with dotted blue lines. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.) 

Table 5 
The percentage of outliers of data for each attribute.  

Pleasantness Calmness Interest Excitement Brightness Complexity Spaciousness View 

WR BR WR BR WR BR WR BR WR BR WR BR WR BR WR BR 
3% 3% 0% 2% 3% 7% 3% 5% 5% 3% 7% 7% 3% 3% 5% 5%  
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that the data are erratically variable, and the study needs a larger sample 
size. As it is visible in the diagrams of Fig. 8, there are some points 
outside of Confidence Limit, below of Lower LoA and above Upper LoA. 
Table 5 shows the percentage of these data for all the attributes. 
Although Interest (BR) and Complexity (WR and BR) have 7% outliers, 
and are not far from the 95% LoA, the interpretations for these two at
tributes should be taken with caution. 

4. Discussion 

4.1. Limitations and further research 

The present study focused on investigating the differences between 
two visualization and presentation methods, i.e., VR and SI. Although 
the findings suggest similarity between these two methods, it becomes 
important to be aware of the difference between these methods and real 
environments studies. To the authors’ knowledge, there is currently no 
level of simulation that renders equal stimuli as a real environment 
provides. For instance, background sound, environmental interaction, 
temperature, and visual conditions are examples of stimuli that are 
inherent to real spaces. Much as technological advancements can mimic 
many of these environmental parameters in laboratory studies, it seems 
rarely possible to achieve high precision using simulated environments 
in social research. However, the challenging process of conducting 
daylighting research calls for visualization methods capable to stream
line initial experimental procedures to be used as basis for further 
research. In that vein, both methods presented in this paper have been 
previously examined to reveal their adequacy as research tools in 
daylighting research. While stereoscopic images have been found to be 
an acceptable representation of real environments [18], virtual reality 
have also been adequate to be used as a surrogate for real daylit spaces 
[55,56]. Yet, more research efforts are needed to confirm the suitability 
of visualization methods for overcoming challenges associated with 
studies in real environments. 

Image fidelity and the luminance range of the devices are examples 
of limitations that inhibit a real experience in simulated environments. 
In the present study, the luminance range of the scenes was restricted, i. 
e., the VR headset had a maximum luminance of 80 cd/m2 while the 
silver screen presented a maximum luminance of 40 cd/m2. The lumi
nance decreased to 10 cd/m2 when measured through the polarized 
glasses that the participants used while evaluating the SI. This, together 
with the tone-mapping operator used for the study, which does not allow 
a dynamic tone-mapping while an observer sees around a scene, pre
sented a limitation to the study. Indeed, the overall brightness displayed 
to the participants in both methods present a crucial difference not only 
between them, but also compared to real spaces. Further research is thus 
needed to test the robustness of the results. Studies using a dynamic and 
gaze-responsive tone-mapping operator might address this limitation 
concerning brightness. 

4.2. Discussion of the findings 

Considering the focus of the present paper, the analysis of the results 
focused on a method-comparison study, answering the research ques
tion: How do perceptual attributes for simulated daylit spaces differ from 
using stereoscopic images (SI) and virtual reality (VR)? The discussion of 
the findings will be presented following both study’s objectives. The first 
objective was to analyze the correspondence between VR and SI, i.e., if 
both experimental methods obtained similar results and if so, to what 
degree these are similar. To address the first objective, the discussion is 
based on the statistical and graphical results obtained using the Wil
coxon signed-rank tests and the Bland-Altman method. The second study 
objective was set to finding the main differences between VR and SI, 
analyzed from the users’ subjective experience. 

4.2.1. Statistical and graphical results 
The statistical analyses by using the Wilcoxon signed-rank tests and 

the Bland-Altman method-comparison approach revealed that the at
tributes Pleasantness, Calmness, Interest, and Complexity in a room with 
white or black surfaces, and Excitement and Spaciousness in a room with 
white surfaces, are evaluated similarly in both VR and SI methods. The 
attributes Excitement in a room with black surfaces and Amount of View 
in a room with both white or black surfaces were found to be evaluated 
different in VR and SI, showing bias values over the 1.0 a priori criterion 
and a high percentage of error. For the attribute Spaciousness in the black 
room, despite obtaining a bias value of 1.0, the high percentage of error 
suggests little statistical support to validate the similarity of the results 
in SI and VR. The attribute Calmness presented unique results, dis
tinguishing from the other studied attributes. Whereas the rest of the 
attributes were evaluated higher with VR than with the SI, Calmness was 
rated higher with SI than with VR. 

To aid readability, the results are summarized in Table 6. It is 
important to notice that the results were equal using both the traditional 
statistical approach (i.e. Wilcoxon signed-rank test) and the pragmatic 
statistical approach (i.e. Bland-Altman method), as such Table 6 offers 
the unified results based on the statistical results of both approaches. 
The check mark refers to similar results for a particular attribute in both 
VR and SI. The attributes in which the number of outliers is high are 
marked with a superscript a. Attributes without any symbol have not 
presented similar results between both tested methods. 

The statistical analyses and findings of the experimental work pre
sented in this article suggests that a daylit small room with white or 
black surfaces can be evaluated for most studied attributes in SI pre
sentation and VR environment similarly, but the researcher needs to be 
very careful with interpreting the data especially in rooms with dark 
surfaces or low level of luminance due to the wide range of agreement 
between the data in these spaces. 

The applied technique for evaluating the space in VR or SI can deliver 
a very different spatial perception, especially when light level is low. 
With the increase in the level of light inside the space, these two 
methods might be more similar, and the results may be more accurate 
when the test case is not a very dark space. These results are in line with 
the previous study by [18], who indicated that the room with white 
surfaces would be a more suitable setting to be studied with SI than the 
black room. 

Special attention should be given to the results for the attributes 
Excitement and Spaciousness, which results differed between room colors, 
presenting values over the a priori study criterion and higher percentage 
of error in the black room. For both attributes, the results indicated that 
the spaces were rated more exciting and more spacious in the black room 
than in the white room when using VR. This could be caused by the level 
of visualization obtained with VR, in which the participants could 
observe in all directions of the space using VR, acquiring more spatial 
information, and thus experiencing a more exciting room compared to 
the limited vision and experience obtained with the SI. This is supported 
by previous studies suggesting that spatial judgements are improved by 
the addition of higher fidelity system features, such as head-tracked 
rendering [42]. Moreover, VR seems to provide more visual 

Table 6 
Summarized findings based on the statistical results divided by attributes and 
room color.  

Attribute WR BR 

Pleasantness ✓ ✓ 
Calmness ✓ ✓ 
Interest ✓ ✓a 

Excitement ✓  
Complexity ✓a ✓a 

Spaciousness ✓  
Amount of view    

a Results should be taken with caution. 
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information regarding distance perception compared to the SI. Indeed, 
previous research has shown that adding pictorial depth cues and pre
senting virtual replicas of actual rooms enhance a sense of presence in 
virtual environments providing a more accurate distance perception 
[43]. Distance perception can be considered a factor closely related to 
the evaluation of spaciousness, thus yielding higher ratings for the black 
room with VR than with SI. 

Although the precision of true values (represented by the LoA) was 
found to be low, we can be certain about the accuracy of the methods to 
study the listed attributes under certain settings. Additionally, the 
evaluation process of any real study in social sciences, in which people 
decide their own ratings, usually has a risk of imprecision. Thus, the 
precision of SI and VR, as simulated environments, cannot expect to 
have the precision that real environments do not present. Regarding the 
sample size, considering that each participant evaluated 3 different 
window sizes (i.e., D1, D2, and D3) in both white and black room, the 
sample size was increased from 20 to 60 in the experiment. Although a 
larger sample size might have increased the precision of the methods, 
the accuracy would have remained the same, thus supporting the results 
that both methods are accurate for studying spatial perception of small 
daylit rooms. 

4.2.2. Subjective experience of both studied methods 
The second objective of the study was to identify the main differ

ences between these two methods that may affect the visual perception 
of a daylit architectural space. There are some challenges for conducting 
research experiments by using both studied methods. Some of these 
challenges seem necessary to be discussed to provide a better under
standing about the experience of participants and researchers during the 
study. 

The results of the debriefing interviews at the end of the experiment 
with each participant indicate that the nature of the Virtual Reality 
environment inducing a feeling of ‘presence’ or ‘being inside the space’ 
made VR the favorite method for evaluating the scene in the opinion of 
most participants. Thus, suggesting that the difference between the SI as 
a non-immersive and VR as an immersive environment has a large 
impact on the way that space is perceived. These results are in line with 
the findings of [44] who found that presence is affected by field-of-view 
and display type, and with those from Higuera-Trujillo et al. [45]; who 
found that the feeling of presence is an important predictor for psy
chological and physiological responses in simulated environments. 

This observation is confirmed by the placement of the shifted bias 
line to the positive side of the plots in Fig. 8 for some attributes. As 
previously stated, this means that the participants ranked higher values 
for a small daylit space in the Virtual Reality environment than Ste
reoscopic Images presentation. This difference might be biased by the 
nature of the VR as an immersive environment and the excitement that 
this experience can provoke in some people. Indeed, the experimenter 
observed a difference of interest between the two methods. Whereas the 
participants took their time to see each scene carefully in VR, most of 
them were impatient and shown less interest when evaluating the scenes 
using SI. This could be linked to the more unique experience that VR 
provides, thus creating a ‘novelty effect’, as discussed by Bardo et al. 
[46]. 

The feeling of presence inside of a space in VR as an immersive 3D 
environment has been the topic of some studies [47,48]. This matter was 
specifically discussed during the debriefing interview with participants 
in this study. Most of the interviewed participants reported that the 
feeling of presence and being inside the space had an impact on how 
they perceive the space. However, not all VR experience was considered 
positive. Although most participants reported to have had a positive 
experience using VR, some of them felt dizzy by using the headset. 
Indeed, dizziness is a known symptom of motion sickness associated to 
the use of VR and found in lighting studies using VR [9]. Recent studies 
link the feeling of presence in VR with sickness [49], while others 
indicate that multiple factors (including hardware, content and human 

factors) cause such VR sickness [50]. Although VR sickness symptoms 
often dissipate after the virtual experience is terminated, further 
research efforts are needed for a better estimation of VR sickness and its 
potential effect on experimental studies. Furthermore, one participant 
who attended the experiment alone mentioned feeling completely 
disconnected from the real surrounded environment during the experi
ment, producing feelings of nervousness to be in an experimental room 
with some other people while the eyes were covered by the headset. 
During the evaluation of the black room with a small window (D1), 
another participant expressed feeling claustrophobic in the virtual room 
and experienced not feeling comfortable when evaluating the SI for the 
same scene. 

From the perspective of the experimenter, conducting this experi
ment during a global pandemic was a challenging task, due to the risk of 
spreading the COVID-19 virus by using the VR headset for all partici
pants. Indeed, conducting the experiment needed very strict infection 
control measures. These measures included: limiting the presence of 
multiple participants at the same time in the laboratory, introducing a 
time gap (>3 h) between each use of the same headset, and high pre
caution for the disinfection process of all equipment used by the 
participant for the next one. All these made the process of conducting 
the experiment a demanding task for VR, while SI did not present most of 
these struggles as the SI does not require any physical contact and share 
of equipment between participants. 

The two studied methods differ also regarding logistics. While SI 
demands use of a laboratory with silver screen and a good control of 
light sources (daylight and electric light), the VR headset can theoreti
cally be used at any location. Still, other factors such as safety when the 
participant is cut off from the real room during the immersive experi
ence, acoustic conditions, or temperature should be considered care
fully. It needs also to be mentioned that the experience of the room 
differs between those two methods regarding co-experience. While the 
SI projection enables simultaneous experience by a group of people, the 
VR headset does not allow this, making it a solitary experience. The 
possibility of simultaneous observation of a new design of architectural 
space gives the possibility for discussion about the choices made by 
architects or other involved partners. It is also an important advantage 
in teaching and in different dissemination tasks. Table 7 describes the 
main differences of both studied methods. 

Finally, the results of this study seem to be in line with the findings 
from Patrick et al. [51]; who found no statistically significant difference 
between head-mounted displays and large projection screen conditions 
for investigating spatial knowledge. As discussed by de Kort et al. [59], 
not only is the study of virtual environments an interesting research 
subject, but also a necessary research endeavor. Future research in this 
field is encouraged on the use of VR or SI and the perceived quality of the 
space and how the use of this visualization techniques affects perception 
in daylighting studies. 

5. Conclusions 

Findings showed that the SI presentation and VR environment pro
vide similar evaluations from a small daylit room for six of the studied 
spatial attributes. Specifically, the attributes Pleasantness, Calmness, In
terest, and Complexity in a room with white or black surfaces; and the 
attributes Excitement and Spaciousness in a room with white surfaces 
present similar results using both methods. 

Although the results suggest that both methods are valid and can be 
used interchangeably in empirical studies, each method presents bene
fits and disadvantages proper to each study, warranting further research 
efforts to determine the adequacy of the methods for lighting and 
architectural research. Researchers working with daylight aiming to use 
either of these visualization methods are thus encouraged to carry a 
validation study prior to their experiment and to assess the competence 
of each method, including the conduction of experiments in real envi
ronments. The findings of this study contribute to the discussion of the 
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use of simulated environments in daylighting research, and by providing 
researchers information about using either of the studied methods in 
their research studies. 
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