
N
TN

U
N

or
w

eg
ia

n 
U

ni
ve

rs
ity

 o
f S

ci
en

ce
 a

nd
 T

ec
hn

ol
og

y
Fa

cu
lty

 o
f I

nf
or

m
at

io
n 

Te
ch

no
lo

gy
 a

nd
 E

le
ct

ric
al

 E
ng

in
ee

rin
g

D
ep

t. 
of

 In
fo

rm
at

io
n 

Se
cu

rit
y 

an
d 

Co
m

m
un

ic
at

io
n

Te
ch

no
lo

gy

Em
iil Kløvvik

D
eterm

ining the age and gender of an individual based on text classification

Emiil Kløvvik

Determining the age and gender of
an individual based on text
classification

Comparing two binary classifications with one 4-
class classification

Master’s thesis in Information Security
Supervisor: Patrick Bours
Co-supervisor: Muhammad Ali Fauzi
December 2021

M
as

te
r’s

 th
es

is





Emiil Kløvvik

Determining the age and gender of an
individual based on text classification

Comparing two binary classifications with one 4-class
classification

Master’s thesis in Information Security
Supervisor: Patrick Bours
Co-supervisor: Muhammad Ali Fauzi
December 2021

Norwegian University of Science and Technology
Faculty of Information Technology and Electrical Engineering
Dept. of Information Security and Communication Technology





i 

 

Abstract 
 

Age and gender detection is one of the tools that can be used to provide a 

form of safety in chatrooms. By finding the correct age group of an author 

of a chat, or text, this study could protect young children, either from posing 

as young adults online themselves or from predators seeking them out, 

pretending to be children. This study seeks to improve the detection of age 

and gender through text classification by finding the differences between 

looking at age and gender classification as two separate binary problems, or 

as one 4-class classification problem.  

 

By running six different algorithms, three different feature extraction 

methods, and implementing soft and hard voting on the results, from both 

the binary classifications and 4-class classifications, it provides a solid basis 

for comparison. The metrics chosen as comparative numbers are accuracy, 

precision, recall, computing time, as well as 𝐹0.5 and 𝐹1 scores. The focus is 

on precision and the 𝐹0.5 score because, given the potential application in 

detecting predators, it is more relevant to detect adults posing as children. 

This is given that the classifications for the binary methods are based on a 

child being class 1, and an adult being class 0. The results from the 4-class 

classification are also combined into two parts, one for age and one for 

gender, in order to have more comparable results. 

 

Intermediate results show that hard voting has a more substantial effect on 

the results than soft voting. It does so for both the binary and the 4-class 

combined data, but mostly for the 4-class classifications.  

 

The results show that the computing time for the 4-class classification is by 

far the faster choice, as the classification for the binary data must be run 

twice. The differences with regards to the other metrics vary between the 

different methods and range from negligible to 60%, where the highest 

differences occur for the worst performing methods overall, on gender 

classification and hard voting. The difference in average precision and 𝐹0.5 

score is 1.6% and 4% respectively, in favor of the 4-class combined data 

classification. Looking at specific authors, and if the classification differed 
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between binary and 4-class combined classification, the latter classifies 

4.3% more authors correctly. 

  

The difference between the different methods is not always significant, but 

from an overall standpoint, the 4-class combined data classifications 

perform better in 70.8% of the methods used in this study, with regards to 

precision and 𝐹0.5 scores. This suggests that this approach could be the 

better choice in detecting age and gender through text classification in e.g., 

chatrooms. 
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Sammendrag 
 

Alder og kjønndeteksjon er en av verktøyene som kan brukes for å sørge for 

en form for sikkerhet i chatterom. Ved å finne riktig aldersgruppe på en 

bruker ved hjelp av teksten den har skrevet, kan denne studien beskytte 

unge barn, både fra å utgi seg som unge voksne på nettet, og fra overgripere 

som utgir seg for å være barn. Denne studien vil forsøke å forbedre 

deteksjon av alder og kjønn ved tekstklassifisering, dette vil gjøres ved å 

finne forkjeller mellom å se på alder og kjønnklassifisering  som to separate 

binære problemer, og et 4-klasse klassifiseringsproblem. 

 

Ved å bruke seks forskjellige algoritmer, tre forskjellige måter å hente 

attributter på, og implementering av to forskjellige måter å behandle 

resultatene, for både binær og 4-klasse-klassifisering, sørger studien for et 

solid grunnlag for sammenligning. Beregningene som er valgt til å brukes i 

sammenligningen er accuracy, precision, recall, databehandlingstid, i 

tillegg til 𝐹0.5 og 𝐹1 score. Fokuset vil ligge på precision og 𝐹0.5 score, 

ettersom det er et potensiale for å bruke dette til å detektere overgripere, vil 

det være mer relevant å detektere voksne som utgir seg for å være barn. 

Dette er basert på at klassifiseringen for de binære metodene klassifiserer 

barn som 1 og voksne som 0. Resultatene fra 4-klasse-klassifisering blir 

også kombinert til to deler, en for alder og en for kjønn, slik at resultatene 

blir sammenlignbare. 

 

Mellomliggende resultater viser at hard voting har en større påvirkning på 

resultatene enn soft voting. Dette gjelder både for binær- og kombinert 4-

klasse-klassifiseringer, men mest for 4-klasse-klassifiseringer. 

 

Resultatene viser at databehandlingstiden til 4-klasse-klassifisering er 

markant raskere enn for to binære klassifiseringer, ettersom de må kjøres to 

ganger. Forskjellene vedrørende de andre beregningene varierer mellom de 

forskjellige metodene, fra omtrent ingen forskjell til 60%, hvor de største 

forskjellene skjer ved de metodene som samlet har dårligst resultater, på 

kjønnklassifisering med hard voting. Forskjellene i gjennomsnittlig 

precision og 𝐹0.5 score er 1.6% og 4% henholdsvis, til fordel for kombinert 

data 4-klasse-klassifisering.  Ved å se på spesifikke brukere, og om 
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klassifiseringen med binære og kombinert data 4-klasse-klassifisering er 

forskjellig, så klassifiserer sistnevnte 4.3% flere brukere korrekt. 

 

Forskjellene mellom de forskjellige methodene er ikke alltid signifikant, 

men fra et overordnet standpunkt klassifiserer kombinert data 4-klasse-

klassifisering med bedre resultater i 70.8% av metodene brukt i denne 

studien, med tanke på precision og 𝐹0.5 scores. Dette tyder på at denne 

tilnærmelsen kan være et bedre valg med tanke på alder og kjønnsdeteksjon 

ved tekstklassifisering i for eksempel chatterom. 
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1. Introduction 
 

1.1. Topic covered by the project 

This study will look at a dataset composed of blogs written by different ages 

and genders and aims to explore a different approach to the classification of 

age and gender based on text. Past research has used the same methods in 

the form of an ensemble method with a specific set of machine learning 

algorithms and feature extraction methods, but only for either age or gender 

in the same classification. Here it will be done by running the same 

methods, but for a single 4-class classification including both age and 

gender. The results will not be calculated into one score using all the 

methods, as ensemble methods represent, but rather keep all the different 

scores from all the methods. By identifying potential differences between 

the two approaches, this research could help either improve the efficiency 

processing-wise, improve the detection rate, or the accuracy, or realize that 

this could be a less relevant approach to pursue. 

 

While the study uses many machine learning algorithms; Logistic 

Regression, Bernoulli Naïve Bayes, Multinomial Naïve Bayes, Neural 

Network, Decision Tree and Random Forest, its purpose is not to explain in 

detail how they work, but a general introduction will be given. The study 

will focus more on how the results from the classification could be used for 

further analysis. Some relevant related work will be introduced, whether it 

being research within predator detection or age and gender detection based 

on text or other forms of data. This should help provide the context 

enveloping this thesis, which is detecting predators in chat rooms and other 

online communication. The scope is to look at the sub-problem within that 

group, namely determining the age and gender of a “chatter”, or in this case 

a “blogger”. Finding out whether the chatter is a pedophile, or a predator is 

not within the scope, nor is the work of collecting data from real-life chats. 
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1.2. Keywords 

Machine learning, Age and gender detection, 4-Class Classification, Multi-

class classification, 2-Class Classification, Binary Classification, Chatroom 

security 

 

1.3. Problem description 

In the current field of author profiling, deception detection, and age and 

gender classification research, the focus seems to be on finding the best 

single method, or algorithm. The algorithm is chosen based on how well it 

performs with different feature extraction methods. Normally, when 

performing age and gender classification, either the gender or the age is 

determined first, then the other. This thesis aims to address both approaches 

in a way that the results from a selection of several methods being run as 

two binary classifiers: age (child/adult) and gender(male/female), and the 

results from one 4-class classifier (male adult/male child/female 

adult/female child), will be compared in order to find potential differences. 

 

1.4. Justification, personal motivation, and benefits 

This thesis is a part of the “chatroom security”-research at the Norwegian 

University of Science and Technology (NTNU). This research seeks to 

address the problem of pedophilia in chatrooms, specifically how the 

predators can portray themselves as children and manipulate children into 

doing their bidding. While this thesis indirectly aids the overall research, it 

does not focus on the problem itself but rather focuses on a part of the 

research´s goal, which is to differentiate between the different chatters, who 

they are, removing the cover of anonymity. One of the sub-problems of the 

overall research is determining their age and gender, regardless of what 

their profile or texts state. By researching this sub-problem, this thesis can 

help protect children, both from themselves if posing as young adults online 

or from predators that seek them out. 

 

Predators vary in how they interact with their victims, from aggressively 

trying to exploit them from the beginning to building relations with them 

first. Episode: “Barnerov” (Amble, 2021) from season 2 of the series 
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“Norge bak fasaden”, with a guest appearance of this thesis’s supervisor 

Patrick Bours, mention the “Chatroom security” research, and reveals 

precisely how upfront the predators can be. While this is indeed one of the 

issues within this field, the victims themselves could be more affected by 

the experience if they are exploited by a person they trust, leaving them to 

struggle with their mental health for a more extended period. Other research 

focuses on finding the predators as fast as possible, e.g., within a few chat 

records, but this is not the focus here. The objective of this study is to 

improve the performance of classification of age and gender regardless of 

how long the chat is. 

 

1.5. Research questions 

The main research question that the thesis will try to answer is: 

 

Does the classification of both age and gender through text analysis and 

machine learning differ when treating it as a 4-class problem rather than 

two binary problems? 

 

The following sub-questions have been formulated to help answer the main 

question: 

• Are there differences in computing time, by running the algorithms 

once with four classes rather than two times with two classes? 

• In what way should the results from the classifications be processed 

and analyzed in order to achieve comparable data? 

• What is the difference in performance on a per algorithm basis, 

using the 4-class classification and the binary classification? 

 

The sub-questions are steppingstones needed for answering the research 

question and will provide a scope in order to analyze the work conducted in 

this study. 
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1.6. Planned contributions 

The technical part of this thesis is of the more general kind, as most of the 

technical part is done outside its scope. Nevertheless, the primary 

stakeholders are the ones researching the same field and specifically those 

who develop detection of age and gender based on text, as this is meant to 

help improve that specific task.  Other interested parties in this study could 

also be those working with the detection of predators other than being 

researchers for improving the field. Law enforcement as users of the 

detection, system administrators with regards to limiting access to specific 

content based on age or e.g., in my specific background in many years of 

digital forensics and incident response: author profiling within the detection 

of stolen email accounts. As this field progresses, so does the amount of 

data. Therefore, more research with regards to more efficient ways, either 

classification or performance-wise, to process this kind of data should be 

pursued, which is what this thesis seeks to do. 

 

1.7. Reader guide 

Chapter 2 describes the background for this thesis, including the state of the 

art of age and gender classification and related work that implements the 

different most popular machine learning algorithms for similar purposes. 

The chapter ends with an introduction to the chosen algorithms for this 

study. Chapter 3 presents the methodology chosen to be able to answer the 

research question, how the data was collected and how it will be analyzed. 

Chapter 4 details the dataset, both the initial dataset consisting of sentences, 

and the dataset with classification scores. Chapter 5 presents the results 

from the different methods and the comparison of the two different 

approaches, highlighting specific findings. Chapter 6 concludes this thesis 

and suggests possible future work. 

 

  



   

 

5 

 

2. Background and literature 
 

2.1. Background 

2.1.1. Focus 

The area of predator detection is closely intertwined with other topics such 

as author profiling, age and gender detection, and grooming detection. 

There is a lot of work in all these areas, both nationally in Norway and 

internationally. Not all these areas require transcripts or datasets that 

contains activity from true predators and victims to be able to contribute to 

the field of predator detection. This section provides an overview of the 

state of the art in several of these fields, as they all contribute to 

understanding the current state of the “art.” 

 

Since the research of detecting predators in online environments began 

using machine learning, there have been a lot of different approaches. One 

way to look at the different approaches is to divide them into three 

subcategories by what kind of features they look at, lexical and behavioral 

and a combination of these. Another popular approach uses several methods 

in combination, which is also referred to as ensemble methods. 

 

Firstly, there are the lexical features. These features can be extracted from 

the text itself, not including the meaning of the words. Bag of Words 

(BoW), which will be explained later in section 2.3, is the most common 

way to extract these kinds of features. Examples of such features could be, 

as (Bello, et al., 2020) uses, word length, number of syllables, and how 

many emojis are used, in a combination of using e.g., unigrams, bigrams, or 

trigrams.  

 

Secondly, there are the behavioral features which are focus on how the 

author writes and is an attempt to represent the author’s habitual traits. This 

could be how long sentences the authors normally write, how often, how 

fast, how correct, or e.g., how many questions they normally ask other 

people in chats.  
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As a third category, we have a combination of both lexical and behavioral 

features. This is a commonly favored approach, as it includes both and 

because behavioral characteristics rarely are found without looking at the 

linguistic elements. Therefore, there is no section in this thesis solely for 

papers exclusively looking at behavioral features. 

 

The fourth category within the field is the ensemble method, which in newer 

research has proved quite useful. This basically uses several methods 

(classification algorithms and features) individually, then combines the 

results, for example using hard and soft voting, to get a result based on all 

the algorithms. 

 

Other research within machine learning, not focused on using text for age 

and gender classification will also be mentioned in section 2.2, as they 

implicitly contribute to and give a more correct picture of the state of the 

art. 

 

Table 1, at the end of section 2.2 gives an overview of the different main 

related works, including datasets used, some of the results they achieved, 

what methods they implemented and what year the research was published. 

 

2.2. Related work 

This section will provide an overview of the state of art, presenting related 

work that either applies to having used lexical or behavioral features or 

both, and ones that have used an ensemble method within predator detection 

or age and gender detection. Other research that has used neither but is still 

related by what kind of algorithms have been used will also be introduced to 

give a broader view of the field. Table 1 at the end of this section includes 

the main research mentioned, what dataset they used, important results they 

achieved, what year the research was done, and keywords related to what 

method was used. 
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2.2.1. Lexical and behavioral features 

Closely related research carried out by (Kulsrud, 2019) utilized Natural 

Language Processing (NLP) and attempted to detect cyber grooming as 

early as possible during an online conversation. While several approaches 

were developed, conversation-based detection (CBD) achieved the best 

results. The other two approaches attempted were message-based detection 

(MBD) and author-based detection (ABD). The MBD tried to classify each 

message as predatory or non-predatory but was quickly dismissed, as the 

author obtained poor results due to similarities between the messages 

written by predators and non-predators. Given examples were messages 

such as “Good”, “Hi” and “Cool”. These could relate to this study as it 

could affect the performance of the classifiers used, but as this study only 

performs processing and analysis of the results from the algorithms and not 

on the dataset itself it can be considered moot. The CBD was based on the 

work of (Villatoro-Tello, et al., 2012), who implemented a two-stage 

classifier for detecting predators, achieving an 𝐹1 score of 0.8734 on the 

same dataset. Firstly, the classifier tried to detect conversations that 

involved a predator, and secondly, it attempted to determine who was the 

predator and who was the victim. The last approach was author-based 

detection, which consisted of gathering all the messages from a single 

author and using all of them as a basis for determining if he, or she, was a 

predator or not. This was in a single, binary classification stage. (Kulsrud, 

2019), as with many others, used the PAN dataset from 2012. According to 

(Inches & Crestani, 2012) they created the dataset with several hundred 

thousand conversations. They only included a few conversations that 

included a potential predator, but a lot of what could be referred to as false 

positives, which could be sexual conversations, or other conversations 

themed like those had by predators. While the realistic number of predators 

is very low, they increased it by including data from Perverted Justice's (PJ) 

website, which contains conversations where one party is a convicted sexual 

predator, and the other party a volunteer posing as an underage potential 

victim. This could potentially affect results as it is not 100% authentic. PAN 

is, according to (Bevendorff, et al., 2020): 

 

“a series of scientific events and shared tasks on digital text forensics and 

stylometry” (Bevendorff, et al., 2020) 
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and is one of the main arenas when it comes to providing data meant for a 

range of different tasks within e.g., classification using machine learning. 

PAN also hosts different competitions for mentioned tasks. The datasets 

they provide have default tasks for each dataset, for example, author 

profiling or identification, plagiarism detection, and deception detection. 

 

(Kulsrud, 2019) achieved varied results from the different methods. The 

computations relating to both CBD and ABD used k-fold cross-validation 

which, although more expensive computational-wise, was done in order to 

achieve better out-of-sample performance. The research also employed pre-

filtering and pre-processing in order to mold the dataset into something 

more applicable for the chosen classification methods. While the MBD 

applied to single messages did not yield good results, it still worked as 

intended. Pre-filtering was done by removing conversations with only one 

author, short conversations due to difficulties achieving accurate 

classifications with minimal amounts of data, group conversations i.e., 

conversations with more than two chatters involved, and messages either 

filled with multiple concatenated special characters or no characters at all, 

as they did not provide any value to the algorithms. By filtering according 

to these criteria, over 80% of the original dataset was removed. The PAN 

dataset is in its original form not balanced with regards to the number of 

adults, children, non-predators, and predators. Still, the organization behind 

PAN has already pre-processed the data in some regards, leaving (Kulsrud, 

2019) only to further pre-process it by replacing a set of special characters 

with whitespaces, removing all other data than alphanumeric characters and 

whitespaces, reducing all concatenated whitespaces into single whitespaces, 

converting all capital letters to lower case and removing stop words found 

in the Natural Language Toolkit. All testing was done with and without the 

pre-processing and it had a varied effect on the different methods, as CBD 

performed better without it and ABD performed better with pre-processing. 

The best results on the conversation segments were achieved with the CBD 

where (Kulsrud, 2019) managed to get an 𝐹0.5 score of 0.893, in which 209 

out of 254 of the predators were classified correctly and 20 non-predators 

were classified incorrectly. The dataset included 218702 unique authors 

after pre-filtering and pre-processing. (Kulsrud, 2019) strived to detect 

predators as early as possible, which could filter out a lot of predators and 

possibly the ones who affect the victims the most. 

 



   

 

9 

 

The numbers presented by (Kulsrud, 2019) are by no means representative 

of the whole field of research but show some of the possibilities within 

predator detection. (Silva, et al., 2020) based their work on the PAN2018 

dataset and tried to classify age and gender based on semantic, lexical, and 

syntactic characteristics. Even though they proclaim it is: 

 

“Possible to characterize both the age and gender of an author with an 

accuracy greater than 50%.” (Silva, et al., 2020) 

 

The results are still noteworthy, as they came in eighth place in the 

PAN2018 competition, the language was both English and Spanish, and 

more importantly, it was not a binary classification. They achieved these 

results by classifying the author’s age into their 10-year age range, their 

twenties, and thirties. As with all research based on datasets, they are bound 

by their limitations if not mitigated. (Silva, et al., 2020) did not have the 

luxury to be able to balance the dataset, as there were too few authors in the 

10-year age range to be found. More specifically they divided the age 

ranges into 13-17, 23-27, and 33-37. The classification itself was based on 

one of the methods used in this study, namely Random Forest (RF), and a 

performance estimate by means of 10-fold cross-validation, akin to 

(Kulsrud, 2019)’s research. 

 

Often the features can be used interchangeably between lexical and 

behavioral, depending on what context they are used in. (Holbæk, 2019) 

focused on determining if the author of a text is underage, younger than the 

age of 18, or older than the age of 25, an adult. The results confirmed that 

one of the best approaches found for author profiling with regards to age is 

e.g., Support Vector Machine (SVM) in combination with Term Frequency 

Inverse Document Frequency (TF-IDF), Linguistic Inquiry and Word Count 

(LIWC), n-grams, and Part of Speech (PoS), and it also showed that it was 

indeed possible with the dataset used in this thesis, the Schler dataset, which 

will be introduced later in chapter 4. (Holbæk, 2019) also used three of the 

PAN datasets (PAN13, PAN14, PAN15) to confirm the findings on the 

most used datasets used by the field, including social media and Twitter 

data. The features used in that study were both lexical and behavioral, or 

stylistic and contextual as he describes it. The experiments were done on 

different corpora and the best result, as mentioned earlier, on the joint 
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corpus experiment was with SVM Radial Basis Function (RBF) and 

achieved an 𝐹1 score of 0.89.  

 

(Hancock, et al., 2004) and (Newman, et al., 2003) present findings 

suggesting that people often, as an everyday occurrence, show deceitful 

behavior through for example, paralinguistic or linguistic cues. As this 

research area also encompasses product reviews and other online 

communities not necessarily related to predators, it accentuates the broad 

specter of the field. (Bond Jr & DePaulo, 2006) and (Ott, et al., 2011) 

emphasize the need for machine learning in this kind of detection as well, as 

they assert that humans are only 50% effective in detecting deception and 

achieve an accuracy detection rate of 90% of deceptive opinion spam. 

(Banerjee, et al., 2014) used keystroke patterns to detect deception or 

deceptive behavior. Their research shows that there are clear signs that can 

differentiate between deceptive and truthful writing. This substantiates the 

research of (McCornack, 1997) and (Vrij, et al., 2006), who showed that 

deceptive behavior, or lying, poses a cognitive burden, which (Vizer, et al., 

2009) and (Epp, et al., 2011) later proved affected keystroke features. 

(Banerjee, et al., 2014) focused on features like pauses, revision rate, and 

writing speed or rate, using SVM and BoW for classifying truthful or 

deceitful writing, achieving an accuracy of 0.943 on data pertaining support 

of gay marriage. Their data was obtained through Amazon Mechanical 

Turk, where users were asked to write both truthful and deceitful messages 

on one of the three topics: Gay marriage, gun control, and restaurant 

reviews. As a byproduct, they found differences in the use of adverbs, 

verbs, function words, nouns, and adjectives. Specifically, as (Newman, et 

al., 2003) and (Ott, et al., 2011) mentions explicitly, there is a difference in 

the use of 1st person pronouns. The less frequent it is, the more it could be 

attributed to psychological distancing.  

 

(Huisman, 2016) tried to further explore the research done by (Banerjee, et 

al., 2014), looking exclusively at the keystroke dynamics of a user, not the 

words themselves. While (Banerjee, et al., 2014) got results that would 

indicate this to be a worthy pursuit, and (McCornack, 1997), (Vrij, et al., 

2006), and (Epp, et al., 2011) all point to what can only be interpreted as 

good results, (Huisman, 2016) achieved a 0.13 to 0.15 accuracy with k-

nearest neighbors (k-NN) on both the dataset provided to him by 

PricewaterhouseCoopers (PWC), consisting of metadata from 30 users 
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answering a survey,  and (Banerjee, et al., 2014)’s dataset. This could 

suggest that the chosen features such as dwell time, flight time, typing speed 

rate, deletion rate, and pause rate, was either not enough, used incorrectly, 

or not applicable as features for this kind of detection. 

 

As with some of the other articles referenced in this chapter, (Pendar, 2007) 

approached the challenge of detecting pedophiles in chats with the SVM 

and k-NN models. He achieved an 𝐹1 score of 0.943 on the test data from 

PJ’s website, consisting of actual predators and actors, or volunteers, 

portraying themselves as young underage victims. One of the more difficult 

challenges in this field of research is procuring or developing a realistic or 

authentic dataset. If the study trains the methods to detect gender or age, not 

considering the predator aspect, or if the datasets only include actors instead 

of actual predators, the results would most likely be less helpful for 

detecting predators in real chat environments. This does not entail that the 

research does not improve the detection rate, but realistically it would 

probably be better with actual real data. Although the chats were somewhat 

orchestrated, they introduced another challenge as it was indeed chats. The 

features were extracted using uni-, bi-, and trigrams and preprocessed using 

a custom stop-word list. While the Schler dataset used in this thesis consists 

of blogs, it still retains a more formal touch. Chats include a lot of words not 

typically seen in other textual data, such as terms lengthened to emphasize 

how the author feels, e.g., “yes”, “yeeees”, and “yeeeeeeees”, rendering 

default stop-lists ineffectual. 

 

(Borj & Bours, 2019) also based their work on the PAN12 dataset as part of 

the chatroom security research. Using NLP, linear SVM on 1-gram features, 

they achieved the best results with an 𝐹1 score of 0.86.  Regarding stop-

words, they assumed that they would gain a better accuracy and 𝐹1 score if 

they kept them in the dataset. This seems a natural assumption as (Pendar, 

2007) emphasized the use of chat-specific words that altered the meaning of 

words, e.g., the length or long pauses using several blank spaces. 

Nevertheless, they achieved the best results excluding the stop words. The 

shift in this field of research regarding types of datasets, moving from more 

standard texts to more informal ones, is mentioned as a new challenge. This 

shift makes behavioral features more prominent, as more of the author’s 

habits and personal characteristics shine through. As with all research, the 

quality of the dataset sets the baseline of how accurate and applicable it is. 
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Albeit not a momentous challenge for this thesis using age and gender only, 

studies focusing on predators and victims have a much harder time finding 

datasets clearly and accurately marked with specific classes consisting of 

actual predator and victim data.  

 

(Peersman, et al., 2011) wrote one of the articles that researches a topic like 

the problem that this thesis will attempt to unfold. The article examines 

short texts, or chats in this case, originating from the online social 

networking site Netlog, where they try to predict the age and gender of the 

author using SVM and unigrams. They used several approaches to find the 

most informative features in chat data and used the Chi-square (𝜒2) feature 

selection metric. This metric was used to select four different feature sets, 

consisting of 1000, 5000, 10000 and the 50000 features with the highest 𝜒2 

value. The challenge mentioned earlier, regarding consecutive identical 

letters, was avoided, as they removed all the consecutive letters after three 

letters, as “yeees” and “yeeeeees” would be the same. This is one way to 

handle this specific challenge, at the cost of losing some of the behavioral 

characteristics of the author. Another topic they explored is how much data 

is required as a minimum to get usable results. The experiment was 

conducted three times, one with 10000 posts, one with 5000, and lastly with 

1000 posts. Firstly, they discovered that the accuracy and 𝐹1 score improved 

when dividing the two age classes by several years so that the age group 11-

15 (min16) and the age group above 25 (plus25) yielded better results than 

min16 and the age group above 18 (plus18). Secondly, more relatable to this 

thesis, they discovered that when they trained the classifier with four 

classes, both age, and gender, balanced the dataset based on these classes, 

reduced the categories to two age classes, and performed the binary 

classification, they achieved the best results. This implies that age and 

gender classification could be improved by introducing gender when 

classifying age and possibly the other way around. The best results were 

achieved with a balanced dataset with regards to age and gender, with an 

accuracy of 0.888 and an 𝐹1 score of 0.917 for the adults. Thirdly they 

conclude that given only 50% of the dataset, the difference in performance 

was negligible, but for 10% the performance was affected more 

significantly, still providing better results than a coin flip. They explain how 

other works in this area have put a heavy emphasis on the lengths of the 

texts required by each author to get a reliable classification. (Luyckx & 

Daelemans, 2010) found a drastic drop in scores with regards to the 

performance of their classifier when the words per text decreased below a 
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hundred. Other works, such as (Burrows, 2007) and (Sanderson & Guenter, 

2006), imply that one needs as a minimum requirement, 10000 or 5000 

words respectively per author to be able to train the classifier when 

classifying into specific authors. 

 

2.2.2. Ensemble 

(Fauzi & Bours, 2020) used an ensemble method for sexual predator 

identification in online chats. In their work, they applied various algorithms 

and feature extraction methods and compared how well they performed on 

the PAN12 dataset. (Fauzi & Bours, 2020) discovered that an ensemble 

method combined with a two-stage classifier while using soft voting in the 

first stage and Naïve Bayes (NB) in the second stage, yielded results that 

would have granted the first place in the PAN12 competition with an 𝐹1 

score of 0.9348. They, in turn, based their study on the research done by 

(Kittler, 2002), (Larkley & Croft, 1996) and an earlier study by (Fauzi, 

2018), which led to the ensemble method with soft and hard voting, to 

improve the performance of the classifiers. This is a concept that this thesis 

will explore in the coming chapters, not as in ensemble of different 

methods, but rather hard and soft voting for a classifier to reach a decision. 

An example of how to use the classifiers in the way they are used today, 

applied to four classes, and aggregate the results in attempt to enhance the 

performance through refining further and working with the different results 

themselves. What also differs in their research as opposed to this thesis, is 

that although they used an ensemble method and the classifiers 

implemented here, they did not look at age and gender as the two-part 

classifier, but rather predator/non-predator-chat detection and 

victim/predator within those chats labeled as predatory, similar to 

(Villatoro-Tello, et al., 2012). 

 

(Kowsari, et al., 2020) is one of the most recent works within the field of 

gender detection using small texts from one of the most popular social 

media platforms, Twitter. The dataset was not well balanced in the different 

classes, which forced an introduction of The Matthews Correlation 

Coefficient (MCC), to balance the results. As with all methods made for 

balancing datasets and results, it introduces potential pitfalls or errors, not 

necessarily mentioned in the paper. This is different from the dataset used in 

this thesis, as the number of fake accounts, or several accounts per user has 
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skyrocketed in later years. Twitter, as with almost any social platform, is 

based on a varying amount of trust with regards to both what the user posts, 

with a certain degree of censoring, and what the user says in its profile. As 

mentioned earlier, this is akin to one of the objectives of this thesis, to be 

able to verify, or at least to a degree determine, if the information given by 

the user is true. 

 

(Kowsari, et al., 2020) used a method based on the Random Multimodel 

Deep Learning (RMDL) method, which is applicable for many data 

classification tasks, and in this instance used for text and document 

categorization. They also made use of different methods for feature 

extraction and ensemble deep learning for training the model. To do the 

weighting they used the Adam optimizer, which is known for being 

computationally efficient, especially when processing large data sets. It is 

simple to implement and does not require costly hardware, Central 

Processing Unit- (CPU) or memory-wise. 

 

The results they achieved with RMDL was an 𝐹1 score of 0.8583. (Kowsari, 

et al., 2020) do not compare their results by the other numbers shown in this 

chapter, but instead only state that they improve on the results in the field.  

 

The notion of Big Data has been around for some time. It is not mentioned 

by name in recent works regarding gender and age detection, but it seems as 

it is still one of the main concerns when it comes to this topic. The growing 

amount of data found, and given, in all social media platforms, and online 

for that matter, directly affects both the problem that is malicious users, 

anonymity, the safety of users and the detection of unwanted behavior. The 

large amount of data requires effective, automatic, accurate, and reliable 

detection, that can be used on e.g., social media platforms, not necessarily 

calling for a Google server park just for this reason alone. There is an 

immense number of tweets, posts, pictures, snaps, and Tik Toks posted 

every second of every day, and people tend to not always take personal 

safety into account. 
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2.2.3. A broader view of the field 

The research regarding the classification of age and gender using machine 

learning stretches far beyond the use of text and language. (Ferdous, et al., 

2020) imply, in their research on age classification using Iris-Pupil 

thickness, that binary classifications are best suited for age and gender 

classification, achieving an 𝐹1 score of 0.7116 with the CASIA version 4.0 

dataset. Their research is not directly applicable to this study as they used 

physical biometrical data, but the methods were similar, and they based 

their work on research done in e.g., age determination using machine 

learning in social networking and forensics. 

 

As mentioned earlier, not all research that could help in the area of predator 

detection is specifically designed for this purpose. (Stoll, et al., 2020) 

focused on detecting impoliteness and incivility in online discussions. The 

research is done on a dataset consisting of comment sections from German 

media outlets on Facebook and seeks to detect incivility, covert offensive 

behavior rather than bold outright offensive comments. (Kalch & Naab, 

2017) and (Papacharissi, 2004) claim that behavior such as this, subtle 

offensive comments, could affect the reader even more than the blunt kind 

of comments. This is not within the scope of this thesis but would be very 

interesting to look at from a psychological angle, how much the victims of 

predators are affected from their experience if the predator were to 

indirectly groom and approach the victim rather than outright trying to take 

advantage of the victim. This could change the focus of this field and what 

kind of behavior and text should be detected. 

 

(Stoll, et al., 2020) also claims that research based on the English language 

alone is not straightforwardly applicable to other languages such as German, 

or Norwegian for that matter. The methods they based their work on 

consisted of several methods and other research. They used their feature sets 

to create models that focused on finding incivility and impoliteness, using 

unigrams and n-grams, looking at the words without their meaning, and a 

lexical approach by tagging specific words as e.g., insults or polarity by 

using different dictionaries. They also incorporated Named-Entity 

Recognition and NLP to compare how well the different techniques 

performed. Their study showed that concepts such as impoliteness and 

incivility are subjective rather than objective, like lawbreaking behavior, 
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which led to their research producing results with a high misclassification 

rate. Their best results can be divided into two parts, one part for 

impoliteness and the other part for incivility. While both parts suffered from 

the poor results overall due to the subjective matter that is how people use 

and understand their language, the research showed that the methods used 

later in this thesis, to some degree, also worked best in determining if a 

word was impolite or uncivilized. The results favored BoW unigrams and 

NB, which emphasizes the finding that complex topics such as grooming, 

impoliteness, bullying, wooing, and manipulation are very hard to detect 

and shows why the field has been working on building dictionaries for such 

topics. The best results they achieved were two-parted, an 𝐹1 score of 0.85 

for incivility and an 𝐹1 score of 0.66 for impoliteness. 

 

They mention Deep Neural Networks as a method that could improve their 

research, which would require too much labeled data for them to produce, 

while also highlighting the need for good datasets, which in their case 

should have included more complex incivility and impoliteness for their 

method to detect that sort of behavior better. 

 

Table 1 below shows an overview of the most important related work 

mentioned in this chapter and the most interesting results achieved by them 

with regards to this thesis. 
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Table 1 an overview of the main related works 

 

2.3. Technical Background 

This section will provide the necessary technical background in order to 

understand the experiment and give the reader an overview of the used 

machine learning classifiers, preprocessing techniques and types of features 

used to compare the binary classifiers and the 4-class classifiers. 

 

2.3.1. Logistic Regression (LR) 

LR is one of the methods categorized as supervised learning within machine 

learning. It is similar to linear regression in the way that it takes some 

independent input variables, or predictors as (Navilani, 2019) refers to them, 

weighs them, and calculates an output, as described in Figure 1 below: 
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Figure 1 Linear Regression, based on (Singh, 2018) 

 

LR, as seen in Figure 2, differs from linear regression as it implements a 

step in between. It runs the results from the calculated output in linear 

regression through a sigmoid function, or logistic function. This ensures that 

the output is between 0 and 1, or -1 and 1. 
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Figure 2 Logistic Regression, based on (Singh, 2018)  

 

LR is normally used for classifications with a binary outcome but can also 

be used for multinomial classifications. This includes a wide area of 

possible applications, including classifying the author of sentences into 

gender and age, both binary and multinomial classifications. Both 

classifications are being done in this study. (Edgar & Manz, 2017) mention 

in their book that they use LR for detecting cyber-attacks. As they try to 

determine if a new sample of a possible attack is indeed the best fit for the 

“attack” class, the sentences in this study will be determined to be the best 

fit for both age and gender. 

 

(Subasi, 2020), (Seufert, 2014), and (Gudivada, et al., 2016) all emphasize 

the applicableness of LR with regards to dichotomous classification, or 

binary classification problems, e.g., yes/no, true/false, young/old or 

male/female, and continue to compliment the algorithm for its fast and easy 

implementation with regards to effectiveness and ability to handle large 

datasets. 

 

(Navilani, 2019) mentions two possible disadvantages regarding the use of 

LR. The method could be prone to overfitting and is unable to handle a 
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large set of different features. (Oxford University Press, 2021) describes 

overfitting as the problem where the results, or analysis, are too closely 

linked to its dataset, so that the analysis cannot be used or is of little value 

when introducing other datasets.  

 

2.3.2. Naïve Bayes (NB) 

NB classifier is based on Bayes Theorem. (Misra & Li, 2020), who used 

this method to characterize fractures by classifying sonic waves sent and 

reflected by different fractures, chose this method because of its simplicity, 

ability to handle large datasets with high dimensionality, and processing 

speed.  

 

(Mushtaq & Mellouk, 2017) and (Misra & Li, 2020) both chose NB for its 

processing speed, which they attribute to what is referred to as the naive 

part of NB, namely its assumption that each feature in the dataset has a 

conditionally independent contribution to the probability of the 

classification of a sample. This makes the computations simpler and faster. 

The classifier computes the conditional probability shown in Equation 1: 

 

𝑝(𝐶𝑘| 𝑥1, 𝑥2, … , 𝑥𝑛) 

Equation 1 Conditional probability 

 

Where 𝐶𝑘 is the class, k specifies which class, and x represent the features. 

The final formula as shown in Equation 2: 

 

𝑝(𝐶𝑘| 𝑥1, 𝑥2, … , 𝑥𝑛) 

∝  𝑝(𝐶𝑘| 𝑥1, 𝑥2, … , 𝑥𝑛) 

= 𝑝(𝑥1|𝐶𝑘) ∙ 𝑝(𝑥2|𝐶𝑘) … ∙ 𝑝(𝑥𝑛|𝐶𝑘) ∙ 𝑝(𝐶𝑘) 

= 𝑝(𝐶𝑘) ∏ 𝑝(𝑥𝑖|𝐶𝑘)

𝑛

𝑖=1

 

Equation 2 final formula for Naïve Bayes Classifier 
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Shows where the Bayesian theorem has been applied under the assumption 

that all the features x is mutually independent. (Singh, et al., 2019) explains 

the difference between multinomial NB and Bernoulli NB as the former 

considers the feature vector where the terms represent the frequency of 

which it appears, while the latter only considers the feature in a binary 

fashion, if the term appears or not. 

 

2.3.3. Neural Network (NN) 

NNs were originally inspired by the human brain and how it functions. 

(Marini, 2009) explains that there are two paths of science within NN, one 

which focuses on mimicking and understanding the human brain, and one 

more focused on computations. The computational NNs have proven 

themselves as able to solve and compute difficult problems not easily 

solved, or currently impossible to solve otherwise with traditional 

mathematics and statistics. NNs are being used in areas such as predicting 

the weather, signal filtering and in this case: classification of certain 

patterns.  

 

A simple representation of a NN, or Neural Classifier, normally consists of 

an amount of input nodes, a hidden layer of nodes, and an output layer or 

node, as can be seen in Figure 3 Figure 3 A simple representation of a 

neural network below. The features, or variables, are introduced in the input 

nodes, which are then forwarded to the hidden layer. The hidden layer 

nodes apply a non-linear transfer function to the sum, which has been 

differently weighted for each node, and forwards it to the output layer or 

node. The output layer again receives a weighted sum from the hidden layer 

and applies another non-linear transfer function. The output could be a 

number between 0 and 1, which for a binary classification could be if the 

input belongs to one class or the other. 
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Figure 3 A simple representation of a neural network (Burnett, 2006) 

 

NN does have some drawbacks compared to the other methods in this study. 

(Miner, et al., 2012) and (Bunge & Judson, 2005) mention some of them as 

NN being computationally heavy, as the algorithm and computations are 

considerably more complex, which in turn makes the method or analysis of 

how the results were achieved difficult to understand. NNs are often 

referred to as a “black box”, and a significant amount of research have been 

undertaken to improve processing speed of computers to be able to cope 

with the computation time required for advanced NNs. 

 

2.3.4. Decision Tree (DT) 

A DT is a predictive model that consists of three types of nodes, often called 

the root node, leaf nodes, and split nodes. As Figure 4 illustrates, the root 

and split nodes decide one of two outcomes, while the leaf nodes represent 

the decision made by the tree, here being whether to go on a hike or not. 

DTs can be used for multi-class classification as well, by e.g., assigning 

each class a specific integer and several threshold values instead of using a 

binary decision where we have either yes or no where we only need one 

threshold value. 
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Figure 4 A simple decision tree (Reinders, et al., 2019) 

 

(Kotu & Deshpande, 2015) provide a list of what they present as distinct 

advantages of using DTs. It includes ease of interpretation, hardly any data 

preparation, feature selection is done by the tree itself implicitly, and the 

performance of the tree is not affected by possible nonlinear relationships 

between the data. 

 

(Tan, 2015) explains one of the common disadvantages with DT, and other 

classification methods, which is overfitting. It is easy to build a DT for a 

given dataset, which often results in deep trees, with complex decision rules 

and more fitting to a specific dataset, but more of a challenge to build good 

DTs with shorter branches. A frequently used method to mitigate overfitting 

is overfitting pruning. This should make the tree(s) applicable for unlabeled 

data and implement tolerance for errors from wrongly labeled training data. 

 

2.3.5. Random Forest (RF) 

RF, as (Reinders, et al., 2019) and (Gedeck, et al., 2010) explain, consist of 

several simple DTs, and is one of the methods referred to as ensemble 

based. While DT comes to a decision within one tree, RF uses several DTs 

in the training stage and e.g., performs a majority vote with all the decisions 

from the trees in the classification stage. This is also one of the methods that 

inherently mitigates the overfitting issue related to DTs, whereas pruning is 

not applied here. Even though DTs are faster, RF still retains much of the 

coveted speed. (Dramsch, 2020) commends RF for its ability to become 
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very complex and useful predictive models in geophysics. As Figure 5 

below illustrates, the RF takes the decisions of all the trees, and in this case 

performs an average, which in turn yields a total decision.  

 

 

 

Figure 5 An example of a RF (Chakure, 2019) 

 

2.3.6. Features 

 

2.3.6.1. Bag of Words (BoW) 

BoW is a model that extracts features from text, which in this study is for 

use in text classification. The model needs a dictionary of known words in 

order to compare the terms, or words, in the text. When it finds a known 

word it remembers only the occurrence of it, not where or in which context. 

The model simple and easy to implement, and (Brownlee, 2017) mentions 

that complexity can be introduced through how the occurrence of words is 

scored through term weighting methods, such as Binary, Term Frequency 

(TF), and Term Frequency-Inverse Document Frequency (TF-IDF), or what 

kind of dictionary is used. 
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One of the disadvantages of BoW is the exclusion of context. All the words 

are put in a “bag”, meaning that the order of words in a sentence is 

discarded. The sentence “Protect children from predators” would in the eyes 

of BoW be the same as “Protect predators from children”.  

 

2.3.6.2. Term Weighting Methods 

This study uses three different term weighting methods, as mentioned 

above. Binary being the easiest approach, as it only scores if the word 

appears in the text or not. TF takes note of how many times a word appears 

in a text, while TF-IDF is the most complicated one but the method that 

contains the most information as well. TF-IDF tries to give a score to the 

different terms based on how often they occur in all the texts, or documents, 

which says something about how rare the word is in the given dataset. 

 

Given the keywords of this thesis: 

Machine learning, Age and gender detection, 4-Class Classification, Multi-

class classification, 2-Class Classification, Binary Classification, Chatroom 

security 

Binary would represent it as (if all words/terms was in the dictionary): 

Machine, learning, Age, and, gender, detection, 4-Class, Classification, 

Multi-class, 2-class, Binary, Chatroom, Security. 

It would not say anything about the order in which they were found, the 

context, or how many times they occurred. 

 

TF could be represented as a histogram as seen in Figure 6 below, recording 

how many times the terms occur.  
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Figure 6 example of a TF representation 

 

TF-IDF can be used for an array of different things. In text classification it 

can be used to find the most important word of a document (set), which 

would imply that it is a keyword of that document. This would be the 

word(s) with the highest TF-IDF score. In predator detection, using a chat 

written by a predator, those words could be words to look for, used as 

indicators in other chats to detect the presence of a similar predator. Another 

use case could be search engines, where the search word is used to show 

relevant documents or results based on the TF-IDF score for that specific 

word. 
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3. Methodology 
 

This chapter provides an overview of the chosen methodology for this 

study, how the literature was selected, and how the data was collected and 

processed.  

 

3.1. Literature study 

A literature study was conducted in order to gain a required level of 

knowledge of the current state of the art. Some research was specifically 

selected as this study builds on its ideas and results, while others were 

selected based on specific parts of the research that overlapped with this 

study, either with regards to methods used, results achieved, the dataset 

used, or to provide a broader view of the field. The main body of literature 

was found in scientific databases, books, articles, or theses. 

 

3.2. Data collection 

The dataset chosen for this study is the Schler dataset. This is both to ensure 

comparability with related works and because it is one of the main datasets 

used for text classification. Collecting and processing an original dataset 

would be very time consuming, and factors that is guaranteed to affect the 

results would be e.g., age groups available, language differences between 

the new dataset and the ones used by others, especially vocabularies and of 

course the platforms where the data is gathered from. By using the Schler 

dataset, which consists of blogs, that is used by other research for the very 

same purpose, those factors will not have an impact on the results, which 

will make them more comparable. One possible disadvantage could be that 

the data can be somewhat outdated, as the differences in language, and 

vocabularies in conjunction with age groups varies over time. 

 

Other datasets could’ve been chosen, such as the PAN datasets mentioned 

in Table 1, but as this study is more focused on age and gender detection 

rather than predator detection, the research more likely to have comparable 

results, would be the ones using e.g., the Schler dataset. 
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3.3. Data analysis 

The first of the two main tasks for the data analysis part, regarding 

extracting the features and training the different models on the training data 

and applying this on the testing data, was done by co-supervisor 

Mohammad Ali Fauzi. The second main task, the processing, final 

classification, and analysis of the results from the 18 different methods, 

consisting of algorithms and feature extraction methods will solely be 

produced by this study. By not running the testing and training as part of 

this thesis, it ensures that the initial classification method is equivalent to 

that of (Fauzi & Bours, 2020), which is an article with very good results. It 

also removes one of the possible pitfalls by not introducing new sources of 

error by using other coding and scripts. Writing the necessary code and 

scripts for the testing and training is not within the scope of this thesis, but 

rather the code and scripts for processing those results. 

 

The results produced and achieved by the methods mentioned above will be 

processed in several ways. The main task for this thesis is to compare how 

well the 4-class classifiers holds up against the two binary classifiers. In 

order to make the data comparable it must, in some way, become 

standardized. Hence, confusion matrices will be established as a first 

attempt, and overviews in form of graphs and tables will be constructed. 

The data from the two binary classifiers only has two possible outcomes, 

which makes the probability less complex to deal with, where the age 

classification is the probability of it being a child, while it is the probability 

of it being a man for the gender classification. The 4-class classifier 

produces four outputs, where each class, different from with the binary 

classifiers, is given a specific probability, meaning that each class; male 

child, male adult, female child, and female adult, has a score between 0 and 

1. For this to make sense, the comparison of the gender class will be done 

by the addition of the two gender classes in the four-class classifier, then 

comparing this with the binary class gender classification. The equivalent 

will be done for the age classes. Another way the data will be processed is 

by soft and hard voting. If the scores per sentence is soft voted, producing 

one score per author, the result is hard voted, or rounded to give a final 

classification. If the scores per sentence is hard voted, then an average is 

calculated, and a rounding, or hard vote, of that result is performed to give a 
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final classification. Figure 7 below shows how it will be done for the binary 

sentence classification scores.  

 

Figure 7 An overview of the processing methods applied to the binary classification dataset 

 

The binary data consisted of all the methods applied for binary classification 

on the given dataset. Soft voting implies that an average of all the scores for 

the different sentences has been taken per author. Rounding after means that 

if the average was lower than 0.5, or 0.5 and above, it was set to 0 or 1 

respectively. On the other hand, hard voting on the given dataset sets the 

class of the sentence to 0 or 1 based on the same limits, and the average of 

all the sentences per author is performed with those results. The hard vote at 

the end is just for rounding the numbers and setting the final class for each 

author, either rounding up from 0.5 and above, or rounding down from 

scores lower than 0.5.  

 

The process is approximately the same for 4-class combined data 

classification, as the same process is applied after the combination of the 

date, but different for the 4-class data classification. The difference for 4-

class classification is that the initial hard vote sets the highest scoring class 
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to 1 and the rest to 0. The same is applied after soft voting is done initially 

and the hard vote is perfomed to classify the author. 

 

The data preparation, parsing, and analysis for this stage will be carried out 

through custom-written scripts in R and Bash, while the computation of 

accuracy, precision, recall and F scores will be done in Microsoft Excel. 
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4. Data description 
 

(Schler, et al., 2006) created one of the popular datasets used for text 

classifications in 2004. The main takeaway from their research was the 

differences between the writing styles of both age and genders, based on the 

vocabularies used by the authors. This is directly applicable to this thesis, 

which is why this dataset should be able to provide a good basis to answer 

the research question. 

 

The dataset was gathered from blogger.com in August 2004. They gathered 

all the blogs available throughout one day, removing all who did not have at 

least 200 recognizable English words, and those who did not have an 

indication of the gender of the author, giving a total of over 71000 blogs. 

They mention that some of the blogs had an indication of age as well. 

 

As can be seen from Table 2 below, the distribution of blogs with regards to 

gender and age is not balanced. Therefore, a sub corpus of this has been 

extracted for this thesis as to have the same amount of male and female 

during the first stage where the probabilities are calculated. This was also 

done by (Schler, et al., 2006) which left them with over 37000 blogs with 

over 295 million words. 

 

 

Table 2 Author distribution in the Schler dataset 
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It is noteworthy that these blogs are gathered from 2004, which could 

influence the classification results, potentially making them a bit less 

applicable in today's chats. Also, chats might be generally less formal than 

blogs. Blogs is furthermore not a dialogue, but rather a monologue, which 

means that it is probably structured a bit differently, even if this study looks 

at every sentence by itself. Nevertheless, the answers to the research 

questions in this study should be unaffected by this, as both the binary and 

4-class classifiers are equally affected by using the same data and should be 

applicable to a more present-day dataset as well. 

 

While not directly applicable to this study, (Schler, et al., 2006) show some 

of the differences between the various ages and genders. They continue to 

draw conclusions about why they occur, relating some of the differences to 

how a normal life of a person with resources enough to maintain a blog 

transpires. The focus of a student is not the same as that of people in later 

stages of life, which correlates more to work, finance, and marriage. One of 

the specific differences between the genders is the use of articles and 

prepositions, which are more used by male authors, and assent or negation 

words and pronouns, which are used more by female authors. 

 

The dataset used in this study is the results from Muhammad Ali Fauzi’s 

work on the Schler dataset. Fauzi performed preprocessing, feature 

extraction, model training and testing. 

 

Normally there are several steps included in preprocessing. (Uysal & Gunal, 

2014) mention tokenization, stop-word removal, lower or uppercase 

conversion, and stemming as the most common steps. Only tokenization 

was performed on this dataset, splitting the blogs into tokens, or terms. A 

term could be a word, number, an emoji or alike. 

 

The feature extraction for this study made use of BoW, as explained in the 

technical background, meaning that all unique words, or terms in the 

training data, are used as features without looking at the order in which they 

appear. 
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The Vector Space Model (VSM) was applied on the blogs with the BoW 

features. (Holle, et al., 2015) explains it as VSM representing the blogs as 

feature vectors in space terms. Every word, now represented as a feature, 

has a value calculated through three different term weighting methods. 

These methods are Binary, TF, and TF-IDF: 

 

1. Binary 

Every blog c was represented as a binary vector 

𝑣
→ = (𝑏1,𝑐, 𝑏2,𝑐, … , 𝑏𝑁,𝑐) where 𝑏𝑡,𝑐 = 1 if a term t appeared 

in a blog, and 0 if it did not. 

2. TF 

For TF a blog was represented as a count vector, meaning 

that a blog c was represented by the vector 

𝑣
→ = (𝑡𝑓1,𝑐, 𝑡𝑓2,𝑐, … , 𝑡𝑓𝑁,𝑐) where 𝑡𝑓𝑡,𝑐 counts how many 

times a term appears in the blog. 

3. TF-IDF 

Every blog c was represented by a 𝑡𝑓 ∙ 𝑖𝑑𝑓 vector 

𝑣
→ = (𝑡𝑓 ∙ 𝑖𝑑𝑓1,𝑐, 𝑡𝑓 ∙ 𝑖𝑑𝑓2,𝑐, … , 𝑡𝑓 ∙ 𝑖𝑑𝑓𝑁,𝑐) where 𝑡𝑓 ∙ 𝑖𝑑𝑓𝑡,𝑐  

represents the weight of term t in blog c. Fauzi used 

normalized TF and IDF. This means that if terms 𝑡1 and 𝑡2 in 

blog c occurs 1 and 3 times, having TF-values of 1 and 3, 

indicating that 𝑡2 is more important in blog c than 𝑡1, it does 

not mean that 𝑡2 is three times more important than 𝑡1. Fauzi 

normalized the TF using Equation 3 normalized TF below: 

 

𝑤𝑡𝑓𝑡,𝑐 =  {
1 + log 𝑡𝑓𝑡,𝑐     𝑡𝑓𝑡,𝑐 > 0

0                    𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
         

Equation 3 normalized TF (wtf) 

 

The IDF, which represents the rarity of the given term, gives 

a higher score, the less the term is used in the blogs. 

Equation 4 IDF below shows the computation of the IDF, 

where N is the number of blogs, and 𝑑𝑓𝑡 is the number of 

blogs the term t appears in: 
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𝑖𝑑𝑓𝑡 = log
𝑁

𝑑𝑓𝑡
 

Equation 4 IDF 

By using the normalized TF and IDF depicted, the TF-IDF 

value for term t will increase with the number of occurrences 

in a blog, and the rarity within the dataset, as Equation 5 TF-

IDF shows: 

 

𝑡𝑓 ∙ 𝑖𝑑𝑓𝑡,𝑐 =  𝑤𝑡𝑓𝑡,𝑐 ∙ 𝑖𝑑𝑓𝑡 

                                  Equation 5 TF-IDF 

 

As mentioned, the classification used three feature sets consisting of Binary, 

TF and TF-IDF features. There were used six machine learning algorithms: 

Multinomial NB, Bernoulli NB, DT, LR, NN and RF, resulting in 18 

different methods, or combinations. The data was split into sentences 

instead of entire blogs, where every sentence was linked to its author. The 

data was furthermore split into a test and a training set. The classification 

was done in three ways, binary age classification, binary gender 

classification and 4-class classification. So, for every combination of 

classification, type of feature set and algorithm, a model was trained on the 

sentences from the training data, and testing was performed with the testing 

data and provided to this study. This means that for the binary classification 

there are 18 scores per sentence, and 72 scores per sentence for the 4-class 

classification, as it has four scores, one for each class per combination. This 

study seeks to answer the research question based on these scores. 

 

When training the model, Fauzi first extracted a training set. This set 

consisted of 3864 people who wrote exactly 1895108 sentences together. 

There was no overlap between the training and the testing dataset, but there 

are differences in the number of sentences per author for both sets. The 

author distribution for both the training and the testing set used by Fauzi, 

and by extension this study, can be seen below in Table 3 and Table 4: 
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Table 3 distribution of authors in the training dataset 

 

Table 4 distribution of authors in the test dataset 

 

Where child represents ages from 13 to 17 and adult represents both ages 

23-27 and 33-42. 

As mentioned, the number of sentences per author varies. The distribution 

of sentences with regards to age and gender, for both the training and test 

dataset, is as Table 5 and Table 6 shows: 

 

 

Table 5 distribution of sentences in the training dataset 

 

Table 6 distribution of sentences in the test dataset 
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5. Data analysis and results 
 

This chapter presents and discusses the results from the methods explained 

in chapter 3. Due to the large number of results, only a subset of the results 

will be presented in this chapter. Appendix A will show all the created 

tables with the obtained results. The results are firstly presented individually 

for the binary classifiers, then the 4-class classifiers, and lastly compared 

with each other at the end of the chapter. Some confusion matrices have 

been included, while the rest is shown in Appendix A. 

 

5.1. Results of the binary classifiers 

 

5.1.1. Age classifier 

The age classifiers include all the different methods used, where three 

different feature extraction methods, six machine learning algorithms, and 

soft and hard voting are implemented. For the both the binary and 4-class 

classifier, the age was determined as the author being an Adult or a Child, 

where the adult corresponds to the authors in their thirties (33-42) and 

twenties (23-27) and the children in their teens (13-17) in the dataset. An 

overview of the different metrics for each method will be shown after both 

Age and Gender classifiers have been accounted for using the different 

voting methods. Figure 7 already presented in section 3.3 showed the 

process followed below. 

 

5.1.1.1. Method I (soft vote) 

The results from processing method I (soft vote) can be represented as 

Table 7 and Table 8 below, along with some of the corresponding confusion 

matrices: Table 9 and Table 10. Appendix table 21 show all metrics and 

methods for binary age classification soft vote, with highlighting of the 

highest and lowest scores for each metric. Similar tables can be found in the 

appendix for all methods with binary classification, both for the binary 

classification data and the 4-class combined classification data. 
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Table 7 The best and worst results from binary age classification using soft voting 

 

Table 8 The methods corresponding to the best and worst results from binary age classification using 

soft voting 

 

Regarding the probability score in the binary methods, 0 corresponds to an 

adult, and 1 corresponds to a child. Precision could be more interesting, 

especially in the context of detecting pedophiles. It could be argued that 

misclassifying a child as an adult (False Negative) is not as bad as 

misclassifying an adult as a child (False Positive), in that context 𝐹0.5 score 

is a more interesting metric than 𝐹1 score, giving more weight to precision 

than recall. 

 

It does seem that RF, especially paired with TF, yields poor results when it 

comes to the age classification with binary classes using soft voting on the 

sentences, and LR performs the best overall, while Bernoulli NB yields the 

best recall.  

 

It becomes apparent that LR yields the best results, depicted in Table 9, both 

from the objective view of the scores including accuracy, precision, and F 

scores, and the problem from the contextual view, correctly classifying 

adults as adults. Even though Bernoulli NB yielded a high recall, it 

classified nearly 27% of the adults as children, as shown in Table 10. 

 

 

Table 9 LR TF-IDF on Binary age data soft vote 
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Table 10 Bernoulli NB TF on Binary age data soft vote 

 

5.1.1.2. Method II (hard vote) 

The results from processing method II (hard vote) can be represented as 

Table 11 and Table 12 below, along with some of the corresponding 

confusion matrices: Table 13 and Table 14. 

 

 

Table 11 The best and worst results from binary age classification using hard voting 

 

Table 12 The methods corresponding to the best and worst results from binary age classification 

using hard voting 

 

The LR algorithm, with both TF and TF-IDF, as seen in Table 14, yields the 

overall best results here as well. The poor performance by RF is also 

repeated here, but mostly for the binary feature set. The best performance 

with regards to recall is surprisingly RF TF with a score of 0.985, but if we 

look at the confusion matrix for that method below, Table 13, we see that 

the method classified 97% of the authors as children, of whom 8798 were 

adults and 6217 classified correctly as children. The multinomial NB with 

TF-IDF performed under par with regards to recall but had a decent 

precision score of 0.837, which as mentioned could be a more important 

metric. 
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The LR algorithm with TF-IDF, shown in Table 14, did indeed have the 

best precision score of 0.856, but it was closely followed by the precision 

score of LR TF, which was 0.826. Multinomial NB TF-IDF had the worst 

recall score but managed a precision score of 0.837. 

 

 

Table 13 RF TF on Binary age data hard vote 

 

Table 14 LR TF-IDF on Binary age data hard vote 

 

5.1.2. Gender classifier 

The gender classifiers use the same approach as described for the age 

classifiers. The author will be classified as either a female or a male using 

all the same methods, both with algorithms and with feature methods, 

including soft and hard voting. 

 

5.1.2.1. Method I (soft vote) 

The results from processing method I (soft vote) can be represented as 

Table 15 and Table 16 below, along with some of the corresponding 

confusion matrices: Table 17 and Table 18. 

 

 

Table 15 The best and worst results from binary gender classification using soft voting 
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Table 16 The methods corresponding to the best and worst results from binary gender classification 

using soft voting 

 

The best performing methods here are predominantly LR, yielding a 

precision of over 0.724 with binary features and an 𝐹0.5 score of 0.761 with 

TF features, while DT and RF yield poor results close to 0.6 overall. RF 

performed similar for the age classifier, but LR performed close to 10% 

worse for the gender classification compared to the age classification. This 

indicates that there are more differences between different ages than there 

are for genders. 

 

 

Table 17 LR TF on Binary Gender data soft vote 

 

Table 18 LR Binary on Binary Gender data soft vote 

 

5.1.2.2. Method II (hard vote) 

The results from processing method II (hard vote) can be represented as 

Table 19 and Table 20 below, along with some of the corresponding 

confusion matrices: Table 21 and Table 22. 

 

 

Table 19 The best and worst results from binary gender classification using hard voting 



   

 

42 

 

 

Table 20 The methods corresponding to the best and worst results from binary gender classification 

using hard voting 

 

Using hard voting LR still remains the method with the best results, as 

Table 22 presents, while RF shows the lowest scores for all chosen metrics. 

RF has close to zero recall, but a high precision, the reason being that 

almost every author was classified as female, as Table 21 shows. 

 

The scores achieved by the gender classifiers are on average lower than 

those of the age classifiers, especially the accuracy, recall, and 𝐹1 and 

𝐹0.5 score. While precision score is potentially more important when 

classifying age, it is not as important for gender, even though that score 

measure slightly better against the age classification score using hard 

voting. 

 

 

Table 21 RF TF-IDF on Binary Gender data hard vote 

 

Table 22 LR TF-IDF on Binary Gender data hard vote 

 

Neural networks had some issues with the binary classification, as every 

sentence of every author, regardless of age or gender yielded the results 

shown in Table 23 before any soft or hard voting: 
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Table 23 scores for NN binary classification 

 

These scores will classify every sentence of every author as either an adult 

for age classification, or a female in gender classification. The problem did 

not occur with the 4-class classification data. 

 

The distribution of 𝐹0.5 scores for both the age and gender classifiers are as 

shown below in Figure 8 and Figure 9. 𝐹 scores for NN cannot be calculated 

as every author is classified either as an adult or a female. The age 

classification is better than the gender classification in 8 out of 15 methods 

using soft voting (SV), disregarding NN. The differences between age and 

gender classification become more apparent for Bern NB, DT and RF when 

hard voting (HV) is implemented on the sentences initially, while the 

opposite is true for the other methods.  

 

Curiously the 𝐹0.5 results for hard voting are the inverse of the precision 

scores using hard voting, in the sense that the age classification has better 

results in 11 out of 15 methods, whereas for the precision scores the gender 

classification has better results in 11 out of 15 methods.  
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Figure 8 F0.5 scores for Age and Gender classification Binary input data soft vote 

 

Figure 9 F0.5 scores for Age and Gender classification Binary input data hard vote 

 

5.2. Results of the 4-class classifiers 

The 4-class data has been processed in the same way as the binary data as 

shown in Figure 10 below: 
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Figure 10 An overview of the processing methods applied to the 4-class dataset 

 

In addition to this, the data has been combined into a binary dataset in order 

to be able to compare the results with the results from the binary dataset. 

These results will be presented in section 5.3. 

 

5.2.1. Method I (soft vote) 

The results from processing method I can be represented as Table 24 and 

Table 25 below, along with some of the corresponding confusion matrices: 

Table 26 and Table 27. 

 

 

Table 24 The best and worst results from 4-class classification using soft voting 
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Table 25 the methods corresponding to the best and worst results from 4-class classification using 

soft voting 

 

It becomes apparent that DT underperforms as it has the lowest scores for 

all metrics used here. NN performs well, as shown in Table 27, especially 

with regards to precision and 𝐹0.5 score, but these can’t be compared to the 

results from the NN binary classification. They can however be compared to 

the results from other classifiers. Bernoulli NB TF still yields the best 

results with regards to recall, and LR TF continues to perform well, as 

shown in Table 26. The accuracy here represents the score based on getting 

both the age and gender right, which is a difficult challenge. Table 26 and 

Table 27 below presents the confusion matrices for selected methods based 

on the tables above. The classes used are: Female Adult (FA), Female Child 

(FC), Male Adult (MA) and Male Child (MC). There are more links 

between these classes, as one of the characteristics, either age or gender, 

always is associated with another class. 

 

 

Table 26 LR TF - 4-class classification soft voting 

 

Table 27 NN Binary - 4-class classification soft voting 

 

Table 28 shows how the different are accuracies calculated, where green 

represents both age and gender classified correctly, red represents the 
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classification where none of the characteristics are correct, and orange 

where one of two characteristics are classified correctly. Table 29-Table 32 

show the results from the different accuracies, based on Table 28. When 

considering the cases where at least one part of the classification is correct, 

meaning 2-out-of-2 and 1-out-of-2, NN-Binary comes out on top, with a 

combined accuracy of almost 97%. 

 

 

Table 28 Accuracy legend 

 

Table 29 An overview of the best and worst accuracies from 4-class classification using soft voting 

 

Table 30 the methods corresponding to the best and worst results from 4-class classification using 

soft voting 

 

Table 31 LR TF accuracies 4-class classification soft voting 

 

Table 32 NN Binary accuracies 4-class classification soft voting 
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5.2.2. Method II (hard vote) 

The results from processing method II can be represented as Table 33 and 

Table 34 below, along with some of the corresponding confusion matrices: 

Table 35 and Table 36. 

 

 

Table 33 The best and worst results from 4-class classification using hard voting 

 

Table 34 the methods corresponding to the best and worst results from 4-class classification using 

hard voting 

 

The results here are a bit more skewed, as the initial hard voting on the 

sentences set the highest class to 1, while the rest were set to 0. This is a 

direct manipulation of the results as the rounding after is very much 

affected, while initial soft voting is a more indirect approach. DT Binary 

performs sub optimally here, as shown in Table 35. RF oppositely has very 

good scores, as shown in Table 36, specifically for classification of FC and 

MA, along with NN Binary with regards to accuracy. 

 

 

Table 35 DT Binary - 4-class classification hard voting 
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Table 36 RF TF - 4-class classification hard voting 

 

While RF TF and RF Binary performs well with regards to F scores, 

precision, and recall, it suffers from poor performance when it comes to 

accuracy, as shown in Table 37 and Table 38 below. It is still not a good 

classifier as most of the FA is classified as MC, which is undesirable results, 

and MC is mostly classified as FC. 

 

As Table 39 and Table 40 show, NN Binary performs almost as strong as 

with soft voting, having a combined accuracy for at least one class correct 

of almost 96%. RF yields the worst results overall using hard voting. 

 

 

Table 37 An overview of the best and worst accuracies from 4-class classification using hard voting 

 

Table 38 the methods corresponding to the best and worst results from 4-class classification using 

hard voting 

 

Table 39 RF TF accuracies 4-class classification hard voting 
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Table 40 NN Binary accuracies 4-class classification hard voting 

 

5.3. Results of the combined 4-class data classifiers 

The 4-class combined data has been processed in the same way as the 

binary data as shown in Figure 11 below: 

 

 

Figure 11 An overview of the processing methods applied to the 4-class combined dataset 

 

The data was combined in two ways in order to best compare these methods 

to the binary classifications. Firstly, the Male Adult (MA) and Male 

Children (MC), and Female Adult (FA) and Female Children (FC), were 



   

 

51 

 

combined into Male and Female classes. Secondly the same was applied to 

FA and MA, and FC and MC, into Adult and Child classes.  

 

5.3.1. Age classifier 

5.3.1.1. Method I (soft vote) 

The results from processing method I (soft vote) can be represented as 

Table 41 and Table 42 below, along with some of the corresponding 

confusion matrices: Table 43 and Table 44. 

 

 

Table 41 The best and worst results from 4-class combined age classification using soft voting 

 

Table 42 the methods corresponding to the best and worst results from 4-class combined age 

classification using soft voting 

 

There are some more differences with regards to the different methods using 

this approach. There is no single, or close to a single, method that yields the 

best scores overall, but NN shows the best results in both precision and 

𝐹0.5 score while LR has the best results accuracy and 𝐹1 score-wise. This is 

not surprising as NN performed very good on the 4-class classification as 

well, but this was enabled by using the 4-class classification data as NN was 

unable to perform well on binary classification data. Therefore, only 

assumptions can be made about how well it performs compared to the 

binary classification approach. 

 

 

Table 43 NN TF on 4-class combined age data soft vote 
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Table 44 LR TF on 4-class combined age data soft vote 

 

5.3.1.2. Method II (hard vote) 

The results from processing method II (hard vote) can be represented as 

Table 45 and Table 46 below, along with some of the corresponding 

confusion matrices: Table 47 and Table 48. 

 

 

Table 45 The best and worst results from 4-class combined age classification using hard voting 

 

Table 46 the methods corresponding to the best and worst results from 4-class combined age 

classification using hard voting 

 

RF produces poor results, with the highest precision score attributed to 

classifying 81% of the authors as children, of which 6341 were adults, as 

seen in Table 48. LR, which also performed well with the binary classifiers, 

has the highest scores for most of the metrics. Both the poor performance of 

RF and good performance of LR a repeat from the binary classification. 

 

 

Table 47 LR TF-IDF on 4-class combined age data hard vote 
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Table 48 RF Binary on 4-class combined age data hard vote 

 

5.3.2. Gender classifier 

5.3.2.1. Method I (soft vote) 

The results from processing method I (soft vote) can be represented as 

Table 49 and Table 50 below, along with some of the corresponding 

confusion matrices: Table 51 and Table 52. 

 

 

Table 49 The best and worst results from 4-class combined gender classification using soft voting 

 

Table 50 the methods corresponding to the best and worst results from 4-class combined gender 

classification using soft voting 

 

RF keeps producing poor results. LR still shows how it is applicable to this 

type of data and classification, while NN has the best recall instead of 

precision as it had with age classification. The difference in gender and age 

classification results, as with the binary classification, becomes apparent as 

both the minimum scores are lower, and the maximum scores and average 

scores are higher for the age classification. 

 

 

Table 51 Multinomial NB Binary on 4-class combined gender data soft vote 
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Table 52 LR TF on 4-class combined gender data soft vote 

 

5.3.2.2. Method II (hard vote) 

The results from processing method II (hard vote) can be represented as 

Table 53 and Table 54 below, along with some of the corresponding 

confusion matrices: Table 55 and Table 56. 

 

 

Table 53 The best and worst results from 4-class combined gender classification using hard voting 

 

Table 54 the methods corresponding to the best and worst results from 4-class combined gender 

classification using hard voting 

 

As with all the results where RF is on top, the classification has in reality 

very poor results, here having the best precision while classifying most 

authors as female, as seen in Table 56. LR still shows good results and RF 

still has poor results overall. 

 

 

Table 55 LR TF-IDF on 4-class combined age data hard vote 
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Table 56 RF TF on 4-class combined age data hard vote 

 

As with the precision scores using soft voting, the age classification yielded 

better results in 13 out of 18 methods. The RF methods especially, and Bern 

NB and DT have the differences amplified by the hard voting, while the 

other methods seem to be more adjusted towards similar results between age 

and gender classification. 

 

The distribution of 𝐹0.5 scores for both the age and gender classifiers for the 

combined data are as shown below in Figure 12 and Figure 13. Again, the 

results for 𝐹0.5 scores are the inverse from precision hard voting. The 

𝐹0.5 scores show that age classification is highest in 11 out of 18 methods, 

while precision only comes out on top on 7 out of 18 methods using hard 

voting. 

 

 

Figure 12 F0.5 scores for Age and Gender classification 4-class combined input data soft vote 
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Figure 13 F0.5 scores for Age and Gender classification 4-class combined input data hard vote 

 

5.4. Comparison and discussion 

The scores from soft and hard voting seem to have repeating patterns. The 

sentence-based hard voting is a bit unforgiving, not only for the 4-class 

classification, which yielded subpar results overall without any adjustments 

compared to the other approaches, but also for the binary and combined 

datasets. The results are more equalized between age and gender, but also 

lower on an overall view compared to sentence-based soft voting. It has also 

become evident that age classification has produced better results than 

gender classification. 

 

Figure 14-Figure 17 below show the different methods using binary input, 

both the binary data and the combined 4-class data. The 4-class combined 

methods outperform the binary methods for most of the algorithms. LR, 

which is the best performing method overall, has quite similar scores for 

both 4-class combined classification and binary classification. The 

difference is so small it is negligible. The methods with lower performance 

have more considerable differences, varying between which is better, 4-

class combined or binary classification. 
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Figure 14 Precision scores for Age and Gender classification Binary and 4-class combined input 

data soft vote 

 

Figure 15 Precision scores for Age and Gender classification Binary and 4-class combined input 

data hard vote 

 

Figure 16 F0.5 scores for Age and Gender classification Binary and 4-class combined input data soft 

vote 
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Figure 17  F0.5 scores for Age and Gender classification Binary and 4-class combined input data hard 

vote 

 

As Table 57-Table 60 below show, the methods where binary classification 

show better results are also often the methods with the lowest scores. NN 

has been removed from the comparison of how many methods of which 4-

class classification is better because the algorithm showed unusable data on 

the binary classification results. NN often showed notable results using 4-

class classification, combined or not. The average score at the bottom 

includes NN for the 4-class combined results to provide a more correct 

score. These numbers present the overall score of how good each method is, 

but it must be emphasized that some of the differences are very small. 

Precision scores can be found in the appendix. 

 

The total of occurrences, for all methods including algorithms, feature 

extraction methods, soft and hard voting, and 4-class combined and binary 

classification, excluding NN, where the 4-class combined have better results 

within precision and 𝐹0.5 score is 85 out of a total of 120, meaning 

70.8%. This implies that 4-class combined classification is better than two 

binary classifications, which is not in line with (Ferdous, et al., 2020)’s 

assumption. It does however substantiate the results of (Peersman, et al., 

2011), who also achieved better results using what they called a 4-way 

classification rather than binary classifications. Even if the methods they 

used differ, and the dataset is different, they also emphasize another finding 

of this thesis, that differences in language is more substantial with regards to 

age rather than gender. 
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Table 58 stands out, where 4-class combined classification outperforms 

binary classification for every method in 𝐹0.5 score with gender 

classification hard vote. The difference between the methods ranges from 

negligible to 0.6, with the average difference in precision and 𝐹0.5 scores is 

as showed in Table 61 below. The difference there varies from negligible, to 

10.7%, and is on an average in favor of the combined 4-class classification 

with 1.6% and 4%, precision and 𝐹0.5 scores respectively. 

 

 

Table 57 A comparison of the F0.5 scores of all methods within 4-class combined and binary age 

classification hard vote 
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Table 58 A comparison of the F0.5 scores of all methods within 4-class combined and binary gender 

classification hard vote 

 

Table 59 A comparison of the F0.5 scores of all methods within 4-class combined and binary age 

classification soft vote 
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Table 60 A comparison of the F0.5 scores of all methods within 4-class combined and binary gender 

classification soft vote  

 

Table 61 Average precision and F0.5 scores compared 

 

Another interesting metric is how many of the different authors were 

classified differently between 4-class combined classification and binary 

classification. Table 62 below show many were changed to correct 

classification, and how many were changed to incorrect classification, from 

binary classification to 4-class combined classification. 

 

It is important to note that even though there are only 15456 authors, these 

differences are from all the final classifications of the authors, meaning that 

for each table above, there have been 18 times more classifications than 

authors. Therefore, the difference between the number of classifications that 
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has been corrected and those that have changed to a wrong classification, is 

out of 278208 classifications. Even so, for most of the methods, there have 

been over 10000 more correct classifications for the 4-class combined 

classification than for the binary classification. This means that the 4-class 

combined classification classified on average 4.3% more correctly, as Table 

63 below shows 

 

 

Table 62 Differences in classification between 4-class and binary classification 

 

Table 63 Difference in correctly classified authors 

 

There are differences between 4-class classification and binary 

classification other than the performance of the classification. Table 64 

show the computing times for all the algorithms, both for the training and 

the testing part for 4-class classification and binary classification, performed 

by Fauzi. The computing times for binary gender classification can be found 

in section A.4 of the appendix and is very similar to the computing times for 

the binary age classification. 

 

While the 4-class classification clearly is somewhat slower, especially the 

training part, it must only run once, instead of twice, both for age and 

gender classification, which the binary classification needs. LR specifically 

needs longer training times than the rest of the algorithms, even more so for 
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the 4-class classification, but the training must only be done once, or less 

frequent than the testing, for both binary and 4-class classification. By this 

logic the 4-class classification outperforms the binary classification when it 

comes to computing times, cutting the time required for testing almost in 

half. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Comparing the results from the 4-class combined data classification with 

the most relevant related works, as presented in Table 1, it appears that this 

study does not measure up to their highest scores. (Holbæk, 2019) achieved 

an 𝐹1 score of 0.90 with linear SVM. The only method used in both studies 

was Bernoulli NB, which yielded almost identical results. This study 

achieved 0.76 with Bernoulli NB, and (Holbæk, 2019) 0.77. There are 

differences in the methods, as e.g., LIWC, n-grams and PoS which were 

implemented in that work. (Holbæk, 2019) also used the entire text for each 

author for a classification, while the approach of this thesis is more prepared 

for the continuous classification approach, classifying every sentence per 

author.  (Peersman, et al., 2011)’s research did not use the same dataset as 

Table 64 Computing times for 4-class and binary age classification in seconds 
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this but achieved an 𝐹1 score of 0.917. This study, when using the combined 

data, achieved the highest score using soft voting, with an 𝐹1 score of 0.836 

and an 𝐹0.5 score of 0.856 on age classification, with LR TF and NN TF 

respectively. The difference in score values could be attributed to the 

difference in methods and dataset, where (Peersman, et al., 2011) used chat 

data, trained the classifiers with the most informative unigram features, and 

adjusted the size of the dataset. 

 

Comparing the achieved scores from the classifications with other related 

work is both difficult and not the focus of this study. The accuracy of the 

results is therefore only important for comparing the binary and 4-class 

combined approach, not for comparing with another research. Using the 

same approach of four classes instead of two binary classes, with identical 

methods as the related work would be a better comparison. The four classes 

are also very much linked to each other, which made it hard to find other 

studies with similar classification problems.  
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6. Conclusion and future work 
 

6.1. Conclusion 

Firstly, when the classifier models were trained and classified, the 

computing times were recorded, see Table 64. It became apparent that the 

computing times for the 4-class classifiers were slightly higher, especially 

for the more CPU-heavy methods such as LR. Even so, considering that the 

4-class classifier must only run once compared to twice for the two binary 

classifiers, age and gender, the 4-class classifiers is by far the faster choice. 

 

Secondly, the results from the classifications per sentence were processed 

through both soft and hard voting. The soft voting yielded higher precision 

and 𝐹0.5 scores overall, as the hard voting was a bit unforgiving, as 

explained in section 5.4. For the results to be comparable, the results from 

the 4-class classification had to be combined age and gender-wise, as to 

match the format of the binary classification results. The results from the 4-

class classification without combining the scores performed subpar 

compared to the binary classification, especially for hard voting in how it 

was implemented.  

 

Thirdly, by using voting and combining the 4-class classification results, the 

results, as presented in Table 57-Table 60, showed that the combination of 

the 4-class classification results performed better in 70.8% of all the 

different methods with regards to precision and 𝐹0.5 scores. The difference 

per method varies from negligible to up to 60% for the worst performing 

methods overall. The average difference in performance for precision and 

𝐹0.5 score was not more than 1.6-4%, but it did classify on average 4.3% 

more authors correctly, as shown in Table 61 and Table 63. 

 

This study was mainly conducted to find out whether classification of both 

age and gender through text analysis and machine learning differ when 

treating it as a 4-class problem rather than two binary problems or not. The 

experiment was organized so that every algorithm, feature set and type of 

voting could be compared with each other. Not necessarily looking at the 

combination of all methods, as would be an ensemble method. Based on 
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these comparisons, it is a notable difference in favor of the 4-class 

classification, which is not in line with the assumption made by (Ferdous, et 

al., 2020) that binary methods are more accurate in age and gender 

classification, but substantiates the findings of (Peersman, et al., 2011). It is 

difficult to compare these results to the results of another research with 

different methods, e.g., different algorithms, looking at full texts instead of 

sentences, or other alternatives.  

 

6.2. Future work 

Regarding future work there are several areas that could be explored. 

Ensemble method is known to improve the performance of binary 

classifiers, which could be applicable to 4-class classification as well. It 

should also be explored how this method applies to other classification 

problems than specifically age and gender, such as gender and native/non-

native English speaker. 

 

Another area could be introducing another type of dataset. If the dataset is 

more comprised of actual chat data, it should be more relevant for the 

“chatroom security” research at NTNU. The experiment conducted in this 

study could also be applied to other languages, in order to incorporate a 

more global approach. The next languages could therefore be split into two 

groups, one for widely spoken western languages with similar structure to 

English, such as Spanish, French, and German, and other major languages 

structured differently, such as Mandarin and Arabic. 

 

This thesis did not use all the known, or most popular algorithms used for 

age and gender classification based on text. Some specific algorithms that 

should also be tested with the same experiment is k-nearest neighbors and 

SVM, which have already proven themselves popular in this field of 

research. This could be in combination with using other methods than, or an 

addition to, voting, such as a sigmoid function or only using values within 

certain thresholds. This could potentially increase the performance for the 4-

class classification data, as the hard voting had quite an impact on the 

results. This study only used BoW feature sets, which could limit the 

results. It could be interesting to look at word embeddings, keystroke 

dynamics, average word and sentence length, number of questions, PoS and 
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other popular methods to see what kind of results are produced using the 

same approach. This could be especially applicable for comparison if this 

approach is applied to specific methods of another research. 

 

The last suggestion for future work in this study is looking at e.g., how 

often, in detection of age and gender in real time context such as chatrooms, 

should the algorithms be re-trained to incorporate new data. Some 

algorithms such as artificial neural networks do not need to be re-trained, or 

at least not to include new data, which could be the more relevant approach, 

especially for the 4-class classifier which yielded very good results for NN. 

A supplement to this suggestion could be to look at the difference and 

performance of different NN, like conventional, artificial, and recurrent NN. 

Also, how early can a decision be made as to what class the author belongs 

to, how much data is needed, and how could the algorithms used in this 

study and the methods used be adjusted to these challenges. 
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