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Preface

Personally, the decision to do PhD was pivotal in my life. The past three years of my research
journey impacted my personal and professional life. I have gained numerous experiences
full of ups and downs. There were moments where they were so unbearable that I really
wanted to quit and looked for ’easier’ alternatives. However, I felt lucky that I managed to
struggle until the end, obviously with the supports from everyone around me. In the end, I
can say that "I have finished my PhD". Indeed, I do not want to repeat it. Nevertheless, the
experience is irreplaceable. If I get a chance to talk with my past self, I will encourage myself
to take this once in a lifetime chance.

Formally, this thesis results from a PhD project at the Department of Mechanical and In-
dustrial Engineering, Norwegian University of Science and Technology (NTNU). It is submit-
ted to NTNU for partial fulfilment of the Doctor of Philosophy (PhD) degree requirements.
The work has been fully funded by the Safety 4.0 project partners and the research council of
Norway. The work was carried out from August 2018 to September 2021.

This PhD is supported through close collaborations with my main supervisor, Professor
Mary Ann Lundteigen, at the Department of Engineering Cybernetics (NTNU), previously
employed at the same department as me before switching during my second year of PhD.
Her contributions are reflected in several articles I produced during my PhD. In addition,
my co-supervisor, Associate Professor HyungJu Kim from the Department of Maritime Op-
erations, University of South-Eastern Norway (USN), has contributed with his expertise in
safety assessment and maritime engineering. Also, my second co-supervisor, Meine J.P. van
der Meulen, from the Group Technology and Research, Det Norske Veritas (DNV), provides
excellent industrial insights and networking ability to support my research.

I am glad that my PhD has granted me an opportunity for making contributions to a field
in which I take great interest, namely functional safety. I learnt this topic from a practical
perspective during my period of employment in Indonesia. When coming here to Norway to
pursue my Master degree, I thought I would only gain more knowledge, obtain my degree,
and return to Indonesia to continue working. Instead, I am glad that I have contributed to
developing new knowledge, ranging from concepts to methods, which I hope will lead to
safer design and operations of such systems. I also hope that this experience could assist me
in future professional employment.

Trondheim, 2021-09-27

Nanda Anugrah Zikrullah
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Abstract

This PhD thesis explains the contribution made to the safety of novel subsea technologies. It
is supported by this thesis objective, which is to develop and demonstrate the application of
new safety assessment methods within the scope of functional safety, which can capture and
manage the complex operational behaviour of novel software-intensive systems. The objec-
tive is supported by several study cases, focusing primarily on novel subsea systems for the
oil and gas industry. The novel and complex characteristics of the systems are represented
in the concept of integrating the control and safety elements. The following five research
questions’ topics have been addressed explicitly:

• Topic I – Safe design principles. This study clarifies several safe design principles that
are derived from the design approaches in several industries. It is found that the gov-
erning functional safety standard, IEC 61508, is aligned with the safe design principles.
These principles have been applied to the study case. The implication is that some pro-
cesses need to be adapted for novel technology involving software-intensive systems
with complex operational behaviours.

• Topic II – Solution-specific safety requirements. Two hazard analysis approaches that
are often considered well suited for hazard analysis of novel technology, i.e., functional
hazard analysis (FHA) and systems-theoretic process analysis (STPA) has been com-
pared. The authors investigate the characteristics of both methods in more detail by
performing study cases on an equipment protection system in subsea processing ap-
plications. It is concluded that STPA is more suitable based on various factors, includ-
ing the method’s approach, modelling coverage, and analysis capability. The study also
provides recommendations for the improvement of both methods.

• Topic III – Alternative concepts. The study proposes a new classification method to
distinguish different integration types, from complete independence to complete in-
tegration. STPA is then performed several times on systems with different levels of
integration at the logic solver. The study also proposes a modelling technique in STPA
to capture the different integration types. The result found that integration does not
necessarily change the system’s functionality, but it may introduce new interactions
leading to hazards. Nevertheless, the magnitude of risk for the hazard is unknown.

• Topic IV – Effect on risk. The study proposes a modelling pattern to quantify the haz-
ardous scenarios’ frequency. A text-based finite-state automata modelling pattern im-
plemented in Altarica 3.0 has been developed. The authors demonstrate the approach
capability by performing a study case on the STPA results from the topic III study. It
is found that the method is capable of capturing dependencies while also highlighting
the inefficiency of STPA caused by unnecessary requirement productions. The study
also discusses the method’s limitation if compared with other quantification processes
recommended in the standards.
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• Topic V – Safety argumentation. This topic summarises all the preceding results to clar-
ify the link between the developed methods and approaches with the safety argumen-
tation concept for novel technology. The concept is based on an argument-induced
evidence model. While the PhD works do not cover all aspects of the safety argumen-
tation concept, this PhD highlights the current state of the research and the required
further works to build a complete safety demonstration framework for novel technol-
ogy.

The overall implications of the framework and methods developed in this PhD thesis are
that the engineers or analysts now have more assurance during the safety demonstrations
process of novel technology involving software-intensive systems. The overall development
process for the framework has been explained in this thesis and scrutinized through a sys-
tematic peer review process. This thesis also serves as an input for the ongoing joint industry
research project Safety 4.0, which aims to enable and accelerate the uptake of novel subsea
solutions by developing a standardized safety demonstration framework.



Structure of the report

This doctoral thesis is written in a collection of articles format, commonly known as thesis
compilation. The thesis is split into two parts:

• Part I: Main Report summarizes and links the articles and research contributions within
a similar context. Part I describes how most of the defined research challenges and ob-
jectives have been answered in the main results. The remaining challenges are sum-
marized as ideas for further research works.

• Part II: Articles, which consist of standalone articles that have been published or sub-
mitted in international conferences and journals.

Readers who are interested in the overall PhD research topic may focus on part I. Readers
interested in solving particular challenges within a similar research area may focus on part
II.

ix
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Main Report





Chapter 1

PhD Project Background

This chapter provides the background for this PhD project. The PhD project has been part of
a Safety 4.0 project, a joint industry project headed by DNV focusing on demonstrating the
safety of novel subsea technologies. First, this chapter starts by providing a brief introduc-
tion to Safety 4.0, including the background and structure in section 1.1. Then, section 1.2
describes the focus of the PhD project and its interaction with Safety 4.0. It is followed by a
summary of frequently used terms and definitions in this thesis in section 1.3. Finally, sec-
tion 1.4 outlines the structure of the main report.

1.1 Safety 4.0 background and structure

Safety 4.0 is a project lead by DNV, and it provides the primary resources for the research
activities. From academia, the Norwegian University of Science and Technology (NTNU)
and the University of Stavanger (UiS) provide resources focusing on the PhD project and
the Postdoc project, respectively. This project is also supported by industry partners such
as Equinor Energy, Neptune Energy Norge AS, Lundin Norway AS, and TotalEnergies that
provide expertise from the operator perspective, and ABB, TechnipFMC, Aker Solutions, and
OneSubsea that provide expertise from the manufacturer’s perspective. Finally, Petroleum
Safety Authority Norway (PSA) is a regulatory body that serves as an observer for the project.
The collaborations from the major oil and gas industry players have initiated Safety 4.0 to
tackle recent challenges from the industries related to novel technologies.

Oil and gas represent a significant export industry for Norway. Subsea technology is de-
veloped to acquire more hydrocarbons in places that were unreachable before. 75% of the
recent discoveries on the Norwegian continental shelf are shared between the wellhead or
tie-back subsea developments [1]. Cost savings, increased production efficiency, environ-
mental challenges (water depth pressure and temperature), and accessibility are some of the
recurring subsea challenges when developing new or existing fields. Hence, they drive the
emergence of novel subsea technologies that can tackle the challenge above more efficiently.

One example of novel technology is the all-electric subsea production system. This tech-
nology allows continuous monitoring of the well’s condition that cannot be obtained be-
fore. Another example is the integration between control and safety systems for the subsea
processing system. This concept may reduce physical complexity for subsea applications,
reducing the cost of installation.

The novel concepts are, however, not free from risk. The risk may affect either the finan-
cial, environment or safety, as there is no or limited experience about the performance. For
example, an all-electric subsea production system requires changes in the operation and
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maintenance philosophy [2]. These changes may introduce new or different errors dur-
ing operations. On the integration example, improper implementations may compromise
the performance of the safety system [3]. Hence, making the system more vulnerable. This
would be problematic for the industry, as several accidents have occurred in the past years,
e.g., Philadelphia refinery explosion (2019), Deepwater horizon (2010), and Texas city refin-
ery explosion (2005). Due to this, safety represents one of the critical properties of many
novel systems. Therefore, it is vital to demonstrate that the novel technology would behave
as intended.

Unfortunately, the current safety demonstration process is inefficient due to the lack of
support from relevant standards and regulations [4]. Therefore, further research and devel-
opment (R&D) are necessary to tackle this issue. The focus on R&D by Norway’s oil and gas
industry participants has led to several research activities and project collaborations, both
by industry and academia. One example of a research centre in academia is SFI SUBPRO
(Subsea Production and Processing) under NTNU. SFI refers to Senter for Forskningdrevet
Innovasjon (Norwegian) or Centre for Research-based Innovation. The research council of
Norway supports SFI as a long-term initiative to build up research groups in important ar-
eas. The conducted research requires commitment since results and findings can lead to
subsequent research projects.

Safety 4.0 project utilized one of the SFI SUBPRO project’s results named ’new safety and
control philosophy for subsea’ to pinpoint the gap in the safety demonstration process. Offi-
cially, the project title is ’Safety 4.0 – Demonstrating safety of novel subsea technologies’ [5].
The safety 4.0 project started in mid-2018 for three years and is funded by the Petromaks 2
program [grant number 281877/E30] and the project partners.

The Safety 4.0 project aims to enable and accelerate the uptake of novel subsea solutions
by developing a standardized safety demonstration framework. The framework is based
on governing framework principles: adaptive, argument-based, modular, uncertainty-based
risk perspective, systems perspective, and life-cycle perspective. The objective is further di-
vided into seven work packages (WPs):

• WP1 Project framing and mapping of needs. The WP1 objective is to frame the project
by developing a detailed plan based on mapped gaps, challenges, opportunities (im-
provement potentials), and needs (wanted outcome of the Safety 4.0 project).

• WP2 Framework development. The WP2 objective is to develop a framework (work
processes, methods, and tools) for standardized demonstration of safety for novel sub-
sea technologies

• WP3 Tests & demonstrations. The WP3 objective is to utilize three relevant use cases
(UC) to exemplify and address the research challenges in the Safety 4.0 project.

• WP4 Ensuring functional safety of novel technologies (NTNU PhD project). The WP4
objective is to develop and demonstrate the application of new safety assessment meth-
ods that can identify requirements and capture the safety behaviour of novel and com-
plex subsea systems. Additional details are briefly mentioned in the next section and
further discussed in Chapter 4.

• WP5 Knowledge-based approaches and methods for risk-informed safety demonstra-
tion (UiS Postdoc project). The WP5 objective is to: i.) develop scientifically well-
founded methods and practical guidance on using better and reflect the knowledge
dimension when assessing risk related to novel solutions, and ii.) develop principles
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Figure 1.1: PhD project interaction with other work packages and partners of Safety 4.0
project.

for using knowledge characterizing risk descriptions for decision-making, including
the use of requirements/risk acceptance criteria in planning and decision-making pro-
cess.

• WP6 Communication and dissemination. The WP6 objective is to communicate and
disseminate research results through various activities for general audiences with rel-
evant expertise.

• WP7 Project management and administration. The WP7 objective is to manage the
project within the available project time frame and budget.

1.2 PhD project focus

As part of WP4, this PhD project has an initial objective ’to develop and demonstrate the
application of new safety assessment methods that can identify requirements and capture
the safety behaviour of novel and complex subsea systems. This objective has been revised
for clarity and precision and is discussed later in Section 4.2’. In brief, this PhD research
covers the functional safety topic and focuses on the complex operational behaviour of novel
software-intensive systems. The revision arises from clarifications of industrial challenges
and status and gaps from academia. The PhD project started in Fall-2018 and has a duration
of three years. It has close relations with other work packages. See Figure 1.1.

The gaps and needs from WP1, together with the use cases (UC) from WP3, guide WP4’s
focus. The link is described in Chapter 2. The PhD project was designed to be use-case
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driven, meaning that the starting point was to solve local challenges of the specific UC and
then generalized the proposed contribution to be applicable at a general framework level.
Furthermore, I have interacted with the people involved in framework development in WP2
and the postdoctoral work in WP5 for knowledge exchange during the work process. The
interaction was performed to supplement the ongoing work and to allow discussions from a
different perspective. Finally, the resulting contributions from the project have been dissem-
inated to the general audience through collaboration with WP6 as described in Chapter 5.
WP7 is not illustrated in the figure since it involves the overall process of all the WPs. The
PhD was responsible for following the proposed project schedule and report for any delays.
The outer layer indicates the involvement of the project participants with the WPs. The PhD
project is affiliated with SFI SUBPRO to allow possible research collaborations.

1.3 Terms and definitions

An important starting point before going deeper into technical discussions is to define the
frequently used terms. This is to avoid ambiguity of the meaning for the terms since they
may have different definitions depending on the referred literature. Table 1.1 presents the
summary of the terms that are used in the Thesis, based on vocabulary definitions’ list by the
International Electrotechnical Commission (IEC) [6, 7], Institute of Electrical and Electronics
Engineers (IEEE) [8], and International Organization for Standardization (ISO) [9–11]. The
following chapters may present additional terms and definitions that are used within the
context of the chapter.

Table 1.1: Glossary of key terms.

Terms Definitions Ref.

Error Discrepancy between a computed, observed, or measured value or condition
and the true, specified, or theoretically correct value or condition.

[6]

Failure Loss of ability for an item to perform as required. [6]
Functional
safety

Part of the overall safety relating to the equipment under control (EUC) and
the EUC control system that depends on the correct functioning of the E/E/PE
safety-related systems and other risk reduction measures.

[7, part
4]

Hazard Potential source of harm. [9]
Maintenance Combination of all technical and administrative actions, including

supervisory actions, intended to retain an item in or restore it to a state in
which it can perform as required.

[6]

Process Set of interrelated or interacting activities that transforms inputs into outputs. [6]
Qualification
test

Procedure to verify conformance to the requirements of a specification. [6]

Random
hardware failure

Failure occurring at a random time, which results from one or more of the
possible degradation mechanisms in the hardware.

[7, part
4]

Reliability Ability to perform as required, without failure, for a given time interval, under
given conditions.

[6]

Requirement Need or expectation that is stated, generally implied, or obligatory. [11]
Risk Combination of the probability of occurrence of harm and the severity of that

harm.
[9]

Safety Freedom from risk, which is not tolerable. [9]
Safety function Function to be implemented by an E/E/PE safety-related system or other risk

reduction measures that is intended to achieve or maintain a safe state for the
EUC, in respect of a specific hazardous event.

[7, part
4]
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Table 1.1 Continued: Glossary of key terms.

Terms Definitions Ref.

Safety integrity Probability of an E/E/PE safety-related system satisfactorily performing the
specified safety functions under all the stated conditions within a state period
of time.

[7, part
4]

Software Intellectual creation comprising the programs, procedures, data, rules, and
any associated documentation pertaining to the operation of a data
processing system.

[7, part
4]

Software-
intensive
system

Any system where software contributes essential influences to the design,
construction, deployment, and evolution of the system as a whole.

[8]

State-transition
diagram

Diagram showing the set of possible states of a system and the possible single
step transitions between these states.

[6]

System A set of interrelated items that collectively fulfil a requirement. [6]
Systemic failure Failure at system level which cannot be simply described from the individual

component failures of the system.
[10]

Systematic
failure

Failure, related in a deterministic way to a certain cause, which can only be
eliminated by a modification of the design or of the manufacturing process,
operational procedures, documentation, or other relevant factors.

[7, part
4]

Verification Confirmation, through the provision of objective evidence, that specified
requirements have been fulfilled.

[6]

Validation Confirmation, through the provision of objective evidence, that the
requirements for a specific intended use or application have been fulfilled.

[6]

1.4 Main report structure

The remainder of Part I: main report of this thesis is organized as follows. First, Chapter 2
presents the industrial challenges that became the background of the project. The industrial
challenges are anchored against the current status and gaps from academia as presented
in Chapter 3. These resulted in the formulation of the PhD project research questions and
objectives in Chapter 4. Then, a scientific research methodology was defined to answer the
questions in Chapter 5. Next, Chapter 6 discusses the key results and contributions made
to answer the research questions. Finally, Chapter 7 summarizes and concludes the PhD
works and provides remaining challenges that need to be solved by further research. The
interrelations between each chapter are illustrated in Figure 1.2.
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Figure 1.2: The overall structure of this PhD thesis.



Chapter 2

Industrial Status and Challenges

This chapter provides relevant status and challenges from the oil and gas industry that shapes
the PhD’s research topic. The chapter starts by introducing subsea systems for those that are
not familiar with such systems in section 2.1. Next, a subsea risk picture is discussed in
section 2.2 to understand the potential impact of introducing novel technology to subsea
applications. Then, section 2.3 gives most attention to the systems that have been selected
as use cases for this PhD project. It is followed by the introduction of important regulatory
frameworks and industry standards that are relevant to safety systems and technology quali-
fications in section 2.4. Afterwards, the technology qualification program and the functional
safety practices that have been established in the industry are clarified in section 2.5 and
2.6 respectively. Finally, section 2.7 concludes this chapter by highlighting the challenges of
introducing novel subsea technology in Norway, especially when the selected use case has
new/different characteristics.

2.1 Subsea systems

Subsea systems are part of the offshore oil and gas industry that utilizes technology devel-
oped to recover hydrocarbons in deep water areas. The first successful installation was for
well production in the Gulf of Mexico in 1961. Nowadays, subsea systems are present in var-
ious water depths that can be classified into shallow water (<200 m), deepwater (200-1500
m), and ultra-deepwater (>1500 m) areas.

Oil and gas strategy for the 21st century (OG21) [12] for the Norwegian continental shelf
outlines several priorities to ensure the competitiveness of the petroleum industry with the
growing global energy market. Recent research [13] confirms the high relevance of strategy
with the current global condition and emphasizes that subsea technologies are vital for the
realization of marginal fields and to increase the efficiency of the offshore facilities. One of
the strategic objectives of OG21 is to develop innovative technologies that aim to achieve,
e.g., production optimization, digitalization, and protection of the external environment.
These technologies are represented in the company vision for research and development
(R&D), e.g., all subsea [14] or the subsea factory [15].

The depth of the water, size of the fields, and characteristics of the hydrocarbons would
determine the technologies utilized to recover hydrocarbons to the land. For example, a
well could be connected directly or via manifold for multiple wells to either an offshore top-
side facility via riser, floating production, storage, and offloading (FPSO) via riser, or onshore
facility via an export pipeline [16]. Figure 2.1 illustrates standard technology in subsea sys-
tems. This technology may include a combination of subsea production systems and subsea
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Figure 2.1: Simplified illustration of subsea systems for an oil and gas field. (Note, *: Subsea
production systems; **: Subsea processing systems).

processing systems explained in the following subsections.

2.1.1 Subsea production systems

Subsea production systems, see Figure 2.1 in the left grey box area, consist of [17] subsea
drilling systems1, subsea wellheads and Xmas trees, subsea manifolds and jumper systems,
a subsea distribution unit, tie-in1 and flowline system, umbilical, subsea installation1, and
subsea control systems. Before production, subsea drilling systems are deployed to drill
the seabed into the prospective reservoir area. If the drilling process is successful, subsea
installations are implemented to build the required production elements, i.e., subsea well-
heads, Xmas trees and manifolds. During operations, hydrocarbons are recovered from the
reservoir through subsea wellheads and transferred to the manifolds for collection and dis-
tribution. A Xmas tree is installed on top of a wellhead to assemble valves, pipelines, and
some subsea control systems equipment to regulate the hydrocarbons flow from the well-
head. Jumper systems are short pipe connectors linking the subsea equipment, e.g., between
Xmas trees and manifolds. The subsea control systems operate the hydrocarbons’ flowlines
in the Xmas trees and manifolds through an individual subsea control module. Power sup-
ply and communication signals for the operation of subsea control modules are obtained
from the topside subsea power and communication unit. The subsea control systems are
explained in more detail in section 2.1.3.

There are several alternative architectures for well assembly: satellite, clustered, tem-
plate, and daisy chain. Satellite wells are one or more individual wells that are located re-
motely and connected to a tie-in system. It has flexibility for tailored design and operation.
For comparison, clustered wells are an arrangement of several wells located on a central sub-
sea system. While it has lesser operational flexibility, clustered well architecture can share
most of the subsea components [17]. Hence, reducing the cost of installation and operation.
These clustered well may also be modularized under a well template for more reduction in
installation time. Finally, daisy chain architecture joins either one or more satellite-satellite

1Not depicted for simplicity
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Figure 2.2: A typical process for gas lift (adapted from [17]). Grey box represents example
elements that can be used for subsea processing systems.

or satellite-clustered/templates into a series structure to allows the combined use of flow-
lines.

2.1.2 Subsea processing systems

Recent technology allows the migration of some topside processing equipment to subsea,
named the subsea processing systems. Subsea processing is utilized to preprocess the hy-
drocarbons at the seabed before delivering them to the facilities. The concept is attractive
since it may reduce the capital expenditure of a topside facility and improve flow manage-
ment while enabling marginal field developments [17]. For example, Figure 2.2 shows a pro-
cessing facility for a gas lift typically located topside. The gas lift process is deployed as an
artificial recovery of hydrocarbons from the reservoir. Some of the equipment, enclosed in a
grey box, could be deployed subsea.

In general, the required elements of subsea processing systems depend on the field’s pro-
cess requirements and needs. Subsea processing systems may include subsea liquid boost-
ing, separation, gas compression and treatment, solids management, heat exchanger, and
chemical injection. Subsea boosting is utilized to boost the low flow pressure for liquid fluid
from the reservoir. A separator is utilized if the hydrocarbons need to be separated for trans-
portation into either two (i.e., gas-liquid) or three phases (i.e., gas-water-oil). Subsea gas
compression and treatment is used similarly to subsea boosting. However, it is limited to gas
fluid. Hence a treatment process is required to remove liquid from the gas to prevent damage
to the equipment. Solids management, heat exchanger, and chemical injection are utilized
for flow assurance of the fluid. Each of them would have their control system through a
subsea control module. The first commercial success for subsea processing system was the
Tordis field in 2007, which utilized subsea separation technology operated by Statoil (now
Equinor).

2.1.3 Subsea control systems

Subsea control systems, see Figure 2.3, are utilized to operate the subsea production and
subsea processing systems. They are connected through an umbilical and are distributed to
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Figure 2.3: Element of subsea control systems utilizing electrohydraulic technology.

each subsea control module via a subsea distribution unit. The subsea distribution unit dis-
tributes hydraulic power for valve operation, chemical injection for flow assurance, electri-
cal power to operate the electrical equipment, and signals for information and control. The
subsea control systems have two purposes: to achieve the most optimum production, per-
formed by the process control systems (PCSs), and ensure the safety of humans, equipment,
and environment, performed by the safety instrumented systems (SISs). PCSs and SISs may
functionally consist of a sensing device, logic processing device, actuating device, and trans-
mission device connected to a controlled process forming a control loop (see Figure 2.4).
The functions are often performed by redundant components, i.e., A and B, to ensure the
availability of the system’s performance.

Subsea sensors perform the sensing function and may consist of different sensor types,
e.g., to detect pressure, temperature, or valve position. First, they are put at important loca-
tions, designed to detect the actual process condition. Then, the information is converted
into electronic signals, e.g., 4-20 mA or 1-5 V, via transducers for transmission in the control
loop.

There are two levels of logic processing devices for subsea equipment: topside and sub-
sea. A master control station is located topside and is designed as the central processing unit
for operation. It can be controlled manually by the operator via a human-machine inter-
face. Some of the responsibilities of the master control station are valve control, interlocks,
alarm management, emergency shutdown, and trend/historical data reporting. The subsea
control modules perform the logic processing function subsea. Each subsea equipment has
its control module for faster response time. The control module is connected to the power
supply (electronic power or hydraulic fluids) from the topside via umbilical. Typically, a sub-
sea control module is only responsible for transmitting the information from the subsea to
the topside and lets the master control station determine the appropriate control action.
However, during a loss of connection to the topside, it is responsible for bringing the subsea
equipment to a safe state to prevent or mitigate the escalation of damage.

The actuating function is typically performed by an actuator connected to, e.g., valves,
variable sensing devices, or circuit breakers. At first, the actuation of the valves is sup-
ported only by hydraulic fluids. Unfortunately, it has a slow response time and limited oper-
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Figure 2.4: A control loop.

ational flexibility [17]. Currently, the most common control operation is supported by elec-
trohydraulic technology. It combines the control system operation via electrical/electronic/-
programmable electronic (E/E/PE) equipment to actuate the accumulated hydraulic fluids
for subsea operation, see Figure 2.1.3. The most recent technology, called the all-electric,
aims to replace all the hydraulic operated equipment with electronics, i.e., battery for power
supply. An all-electric well, operated by Total, has been a pilot project in the Dutch North sea
since 2016.

SISs are implemented to perform a safety function, ensuring to protect systems with high
criticality. SISs are developed with higher integrity than PCSs through a more comprehensive
design process to ensure reliable operation. Often, the components of SIS is redundant to
ensure high availability upon demand for activation. Also, the safety system operation is
not allowed to be overwritten by the operator. It is common to have a PCS and an SIS for
protecting the same system in layers. However, they are designed to be independent of each
other to prevent unwanted interaction at the SIS.

2.2 Subsea risk picture

Hydrocarbons, as the main product of the subsea oil and gas industry activity, contain haz-
ardous substances. The release of hydrocarbons would affect the ongoing operation of the
subsea systems. For example, in the 2021 ’Eye of Fire’ incident event, the leakage of un-
derwater hydrocarbon gas[19] results in an underwater fire that harms the surrounding sea
environment. This example is only a glimpse of the subsea risk picture for the subsea sys-
tems.

Kim et al. [18] clarifies precisely where the hazardous events can occur in subsea sys-
tems installation, as shown in Figure 2.5. The events of concern are located in different areas
and consist of mainly: hydrocarbon leakage, equipment damage, and blowout at the topside
facility. These hazardous events can be caused by external hazards (e.g., trawling, ship an-
chors, dropped objects), long-term hazards (e.g., failure mechanism, material defects, struc-
tural stress, or erosion and corrosion), or inherent hazards (e.g., well pressure or pressure
build-up due to process). These hazards may have risks to the environment, destroying the
ecosystem, to the equipment, affecting the productions and assets, or to the humans, which
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Figure 2.5: Subsea risk picture (adapted from [18]).

leads to injury or death.
Uncertainties in the introduction of novel solutions may affect the subsea risk picture.

For example, they may introduce new or different mechanisms that can be another source
of hazards. Hence, it is vital to identify precisely the source of uncertainty and predict the
consequence to ensure that the novel solutions are safe for operation.

2.3 Selected use case

Safety 4.0 project has utilized novel subsea technology concepts and challenges that industry
partners have proposed as use cases (UC): 1) all-electric safety systems, 2) integration of
process control and safety, 3) Demonstrating safety of novel subsea technology based on API
RP 17V [20]. This PhD project focuses on UC 2, which can be described as follow.

UC 2 is a technical solution where PCS and SIS are fully or partially integrated by uti-
lizing the capability of software-intensive systems. Full integration refers to the complete
sharing of any redundant devices in a control loop, e.g., sharing the logic solvers for PCS and
SIS operations. While partial integration only covers sharing either one of the redundant
components or integration in the hardware but not in the software. Integration may be real-
ized at different system levels (e.g., component, subsystem, and system) and applied to dif-
ferent component device functions. Some example applications of the integration concept
are shared sensors through split transmission line [21], shared logic solvers with separation
in software [7] (see illustration in Figure 2.6), shared valves with separated actuators [22],
or shared transmission line with separation in the data priority [3]. In Figure 2.6, it can be
seen that all the redundant components of sensors and actuators can still be kept separate.
However, since the hardware of the logic solver is shared, the PCS and SIS are now partially
integrated. This integration may lead to new interactions that cannot be seen before.

Integration would reduce complexity in physical architecture, leading to cost efficiency
[23]. However, the integration concept is still not widely used due to some practical implica-
tions such as increased software complexity, different operational and maintenance require-
ment, and difficulty to obtain evidence of safety [3, 23]. Further research and development,
including the qualification process, are vital to resolve these practical issues. In this PhD
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Figure 2.6: Example of process control system and safety instrumented system on a subsea
compression system having integration on the logic solvers.

project, the integration concept application is limited for the subsea processing systems fo-
cusing on risk to equipment where PCSs and SISs are implemented [4].

2.4 Regulations, guidelines, and standards

The development of approaches, methods, and technologies is aimed to solve particular
problems. They have been developed according to the specifications, technology feasibility,
available resources, and budget. The specifications shall follow the local acts, regulations,
international and local industry standards, and guidelines. Hierarchically, the relations be-
tween them are shown in Figure 2.7.

The acts and regulations are legally binding and depend on the country where the tech-
nology would be applied. They are developed to communicate the intention of the local
authority. For example, Petroleum Safety Authority (PSA) manages the petroleum activity
within the Norwegian continental shelf. The regulations’ guideline is developed to clarify
the regulations and may also provide the recommended standards to be followed for each
topic. For petroleum activity, the regulations and the guidelines include:

• The Framework regulations [24], providing a framework for petroleum activities re-
lated to health, safety, and environment (HSE).

• The Activities regulations [25], regulating the policy for various activities.

• The Facilities regulations [26], governing the design and outfitting of facilities.
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Figure 2.7: Hierarchy of acts, regulations, standards, and operator specification in Norway.

• The Management regulations [27], managing the requirements relating to HSE.

Standards encode the recommended practice best on experience in the industry. Hence,
they could only be built when technology reaches a specific maturity level. International
standards are generic enough to allow different or new practices on managing and develop-
ing specific topics, e.g., safety, in different countries. Local guidelines and standards may be
developed to clarify the intention of the standards and are tailored based on the local regula-
tions. The relevant standards and guidelines for safety demonstration of novel technologies
in the oil and gas industry are:

• Generic facility design, the local standards are: NORSOK P-002 [28], for the design of
process piping and equipment on offshore production facilities and NORSOK I-001
[29] and I-002 [30], for technical and functional design requirements of field instru-
mentation and safety and automation system.

• Subsea system design: NORSOK U-001 for local standards, API RP 17A [16], and ISO
13628 [31] for the international standards.

• Risk: NORSOK Z-013 [32] for local standard and ISO 31000 [33] for international stan-
dards in risk management. Currently, risk management is a mandatory starting point
for any oil and gas industry project in Norway [27, 32].

• Technology qualification: API RP 17N [34] or DNV-GL-RP-A203 [35].

• Safety and functional safety: NORSOK S-001 [22], for technical safety and NOG 070
[36] for guidelines on functional safety application in Norway. As reference, the inter-
national standards are: IEC 61508 [7], IEC 61511 [37], and API RP 17V [20], a recom-
mended practice for the design of safety systems for subsea applications.

• Reliability: ISO/TR 12489 [10] for modeling and calculation, and ISO 14224 [38] for
data collection.

Individually, each operator or company may derive additional specifications based on its
criteria and policy. However, the specifications may not be available for a wider audience
and can only be obtained when the operator performs specific projects.

In the following sections, more attention is given to technology qualification and func-
tional safety topics, including the standard practice, due to its relevance with the expected
industry challenges.
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Table 2.1: Technology novelty categorization (adapted from [35]).

Application area
Degree of novelty of technology
Proven Limited field history New or Unproven

Known 1 2 3
Limited knowledge 2 3 4
New 3 4 4

1) no new technical uncertainties; 2) new technical uncertainties;
3) new technical challenges; 4) demanding new technical challenges;

2.5 Technology qualification

A technology qualification program (TQP) is required to prove that the functionality of the
novel technology is reliable. It means that the probability of failure should be as low as pos-
sible while having low uncertainty. TQP is an iterative program that can be performed at a
particular level of technology development, e.g., concept evaluation, pre-engineering, and
detailed engineering. Each result of TQP would end up as a milestone of the project de-
velopment. These milestones signified the technology maturity and are measured by the
technology readiness level (TRLs) that is advocated by the US department of defense [39]
and API RP 17N [34]. For each TRL, the developer would face a decision gate, determining
whether follow-up research and additional investments should be made or if the technol-
ogy is deemed unprofitable and should be aborted. This process ensures that the remaining
uncertainties are known, accepted, and managed during the operations.

Novelty is defined as ’the quality of being new or unusual’. [40, Novelty]. From the defi-
nition, using the term quality means that each technology has a different degree of novelty.
In fact, not every novel technology is completely novel. Novelty can still be achieved even
if only some parts of the proven technology from the other industry are integrated with the
technology already used in practice. Completely novel technology would require significant
R&D efforts before implementation.

Novelty in technology may require novel assessment, installation, operation, or mainte-
nance, leading to uncertainties. For example, an operator needs to apply a novel mainte-
nance regime for an integrated safety system to avoid unwanted shutdowns in the control
system. In the oil and gas industry, DNVGL-RP-A203 [35] proposes to categorize the uncer-
tainty brought by the novel technology based on two dimensions: application area and de-
gree of novelty. Table 2.1 shows the resulting matrix of technical uncertainties and challenges
involved with novel technology based on the DNV recommended practices. In addition, an-
other category for novel technology has been proposed by API RP 17N [34].

2.6 Functional Safety

Functional safety is achieved by using an active safety barrier relying on electrical/elec-
tronic/programmable electronic (E/E/PE) components. An example of a safety system is
a high fluid pressure detection system that prevents overpressure by opening a discharge
valve. Passive safety barrier, e.g., pressure-resistant pipe, is not covered by the functional
safety process. However, the integration of both systems is still managed by the functional
safety concept.

The process to ensure functional safety is systematically described in the safety lifecy-
cle [7] as shown in Figure 2.8. In practice, demonstration of safety is achieved by producing
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Figure 2.8: Functionals safety lifecycle process based on IEC 61508.

evidence that every step in the safety lifecycle has been performed correctly. In the rail-
way industry, all evidence is compiled systematically as a safety case [41]. Management of
functional safety, performed by a neutral third party, is required to ensure the quality of the
functional safety process and the produced safety systems.

The framework for functional safety is a risk-based approach, meaning that the target of
implementing a safety system is to eliminate or reduce risk to a tolerable level. The require-
ments, translated to the required safety integrity level (SIL), are allocated based on the target
risk reduction for the system. This can be done through, e.g. [37], a layer of protection anal-
ysis or risk graph method. IEC 61508 and IEC 61511 classify the SIL into four, from SIL 1 to
SIL 4, with increasing reliability for a system with a higher SIL number. The SIL cover three
aspects: hardware, software, and systematic. The assessment of the system’s safety integrity
is based on the weakest link principle. If one of the three aspects has lower SIL than the oth-
ers, then the overall safety integrity of the system would follow the lowest integrity value. For
example, a system with hardware SIL of two and software and systematic SIL of three would
have an overall system SIL of two.

The SIL values can be obtained by qualitative or quantitative means. There are two
benefits for the quantification: 1) ease of definition of the risk acceptance criteria, and 2)
ease of statistical evidence gathering to comply with the criteria. In practice, not every sce-
nario could be quantified accurately. IEC 61508 guided the treatment of scenarios based on
whether it is removable or quantifiable, as shown in Figure 2.9. Scenarios able to be removed
by system design would disappear during operation. Non-quantifiable scenarios require sys-
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Figure 2.9: Treatment of loss scenarios derived from IEC 61508 process.

tematic treatment to control the occurrence since they may arise due to emergent properties
of complex systems. It is necessary to have information on the technical details to discover
the correct treatment accurately. Finally, the quantifiable scenarios are modelled based on
the system’s reliability, availability, and maintainability (RAM) performance.

Functional safety is governed by a generic standard IEC 61508 [7]. In addition, several
sector-specific standards have been developed to fit the characteristics of each sector, like
IEC 61511 [37] for the process industry, EN 50126 [41] for the railway industry, IEC 61513 [42]
for the nuclear power industry, and ISO 26262 [43] for the automotive industry.

2.7 Challenges of introducing novel subsea technologies

The implementation of technologies for subsea application has several challenges concern-
ing safety, as follows (adapted from [4, 12–14, 18, 44, 45]):

• New/different philosophies. Subsea technologies may implement new/different safety
philosophies to accommodate environmental conditions and long tie-back to the fa-
cilities. For example, a separated PCS and SIS would have no direct interaction that
affects each system’s functionality. Comparatively, an integrated solution would have
new interactions affecting their functions. This would result in different failure modes
from the traditionally known technologies. The operator must keep up with the re-
quired expertise and adjust to new practices. Also, the new philosophies may not be
supported by the current regulations and standards. A systematic procedure needs to
be taken to ensure system compliance.

• Increased digitalization of control and safety system. Software-intensive systems may
improve process control and operation, diagnostic and prognostics, and safety oper-
ations. However, the systems are more complex than the traditional mechanical sys-
tems. Complexity in the system may results in systemic hazards due to unknown inter-
actions in the system. Therefore, safety assessment methods need to cover additional
types of hazards to ensure the safety integrity of the system.

• Remaining uncertainties in applications. Technology qualifications aim to reduce the
uncertainty on novel technology. Nevertheless, the remaining uncertainties cannot be
removed due to our inability to replicate the full working conditions and the incom-
pleteness of the assumptions. Furthermore, the different risk profiles subsea exacer-
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bate these uncertainties. Therefore, the risk assessment must consider the knowledge
dimension to adapt to the consequences of assumptions’ deviations when assessing
the technology.

These challenges are generic for the novel subsea solutions involving software-intensive
systems. However, the challenges need to be more precise to be used as the PhD research fo-
cus direction. Therefore, several specific topics have been refined from the generic industry
challenges for introducing novel subsea technologies. They are explained in the following
subsections.

2.7.1 Challenge I – Increase in complexity due to integration of software-
intensive systems

Complexity in the system’s functionality due to the integration of software-intensive systems
may result in new and unpredictable systems behaviours. This unpredictability would in-
crease the required time during the technology qualification process for discovering all pos-
sible behaviours and may reduce our perceptive confidence with the results due to remain-
ing uncertainties. Also, a simple breakdown of the systems that are typical approaches used
by the commonly used safety assessment methods cannot capture the emergent behaviours
due to component interactions at the system level.

2.7.2 Challenge II – The non-compliance of technology against the local
regulations and standards

Several regulations and standards in Norway advocates the design of control system and
safety system to be built independently of each other to ensure that failure of one system
does not affect the other system (e.g., see [36, section 8.7]), [22, section 11.4.7], and [26,
section 33, 34]). This is known as the N-1 principle, which ensures the robustness of the
protection system. This requirement conflicted with the integration concept in UC 2, where
independence could not be assured anymore. In practice, this requirement is initially meant
for topside facilities. Independence between equipment for the subsea facility may increase
complexity on physical architecture, e.g., subtle dependency due to shared equipment, in-
creased number of interlinked equipment, and the need to have multiple redundancies for
each system. The architecture complexity may become another source of hazards that needs
to be managed. The nonconformity of the UC 2 concept with the regulations and standards
may affect the design process decision. The boundary in which the standard can accept inte-
gration level is unknown. Industry practitioners often choose to avoid the problem by having
complete independent solutions. International standards, such as IEC 61508 or API RP 17V,
are less restricted since they are based on risk-based requirements. Comparatively, PSA de-
veloped the regulations based on two main principles (the "duality principle"): 1.) Minimum
requirements, 2.) Risk-based requirements. 1.) means that there are specific minimum re-
quirements that need to be followed. Other non-specified solutions must be managed based
on a 2.) risk-based approach. PSA emphasizes that the minimum requirements may be chal-
lenged by industry practitioners as long as the new solution is "as better as" the traditional
solution. Therefore, as a starting point, research is required to clarify the non-compliance of
technology with the regulations and standards.
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2.7.3 Challenge III – Lack of safety demonstration process framework for
the complex software-intensive systems

Assuming that the previous two challenges could be solved, providing a framework for the
safety demonstration process of the novel technology is still necessary. A simple answer
to resolve the problem is maybe by following the safety lifecycle approach. However, it
is unknown whether the available methods fit with the increasing complexity of software-
intensive systems. Hence, it is necessary to research the methods for each phase of the safety
lifecycle and determine their feasibility for the safety demonstration process.





Chapter 3

Academic status and gaps

This chapter gives an academic status on safety demonstration concerning complex software-
intensive systems, which is the topic given the most attention in this PhD thesis. Clarifica-
tions should be made based on the industry challenges to explain the reasoning for the top-
ics’ selection. Section 2.7 narrows the industrial challenges into three major topics: increase
in complexity due to integration of the software-intensive systems, the non-compliance of
technology against the regulations and standards, and lack of safety demonstration process
for the complex software-intensive systems. From the wordings, all three challenges revolve
around the term complexity. Complexity is one of the main characteristics of software-
intensive systems. Therefore, it is reasonable to start this chapter by characterizing the com-
plex aspects of software-intensive systems as a premise on why the topic is challenging and
of interest to researchers from various areas in section 3.1.

When discussing non-compliance between the technology against the regulations and
standards, it is important to pinpoint which standards and what topics they cover. Discus-
sions in sections 2.4, 2.6 and 2.7 guide into a topic, i.e., functional safety. The functional
safety concept utilizes a risk-based approach that has not been described properly before.
Hence, section 3.2 follows by introducing hazards and risk assessment concepts and the
available methods consolidating the concept. Afterwards, section 3.3 associates the hazards
and risk assessment concept with the safety assessment and demonstration practice based
on the functional safety concept. Finally, the academic discussions are narrowed toward
gaps, leading to challenges that need to be solved in this PhD project in section 3.4.

3.1 Complexity?

Complexity is referred to as the main challenge of utilizing software-intensive systems [46].
In general, any technology would have a different level of complexity. Cambridge Dictionary
[40, complexity] define complexity as ’the state of having many parts and being difficult to
understand or find an answer to’. A system having many parts does not always mean it is
complex. The complexity lies in the difficulty of understanding its unpredictable behaviour.
Any system that can be understood by spending significant effort to predict the system be-
haviour based on the elements would be classified as a complicated system. Some examples
of a complex system are the human brain, stock markets, and societies.

Johansen and Rausand [47] further elaborates the characteristics of a complex system:

• Multiplicity and diversity. A complex system often has many and diverse components.
With a higher number of components, the system is prone to perturbations.

23
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• Interactivity and non-linearity. Elements in a system interact with each other. This in-
teraction may be caused by, e.g., physical structure, functionality, environmental con-
ditions. Non-linear interaction in a complex system increases the difficulty in under-
standing the causality of phenomena produced by the system.

• Intractability, bounded rationality, and sense-making. The functionality of a complex
system is intractable, i.e., difficult to explain. Different interpretations may arise due
to limited information and resources available.

• Emergence, self-organization, and adaptation. The aphorism by Aristoteles describes
emergence as the whole is more than the sum of its parts [48]. Emergence arises due
to self-organization and adaptation at the systems level that does not present when
looking at the constituting elements.

• Teleology and migration. Due to multiple and differing objectives that a system may
have, the system design may unintentionally become complex. The stakeholder is re-
sponsible for defining the safe boundary of the system that can satisfy these objectives
and manage the resulting complexity.

• Drift toward the edge of chaos. A complex system is dynamic and continuously evolve
due to interactions in different contextual condition. Increased experience with the
system may normalize the initially unacceptable condition. Hence, increasing the
chance for the system to produce unknown behaviour, leading to an unwanted condi-
tion.

The characteristics above highlight the difficulty of understanding complex systems. Re-
searchers attempt to grasp the concept of complexity by describing aspects of the systems
into models. The drawbacks are that models are only partial abstractions of the systems,
providing an incomplete picture. For example, a single model of system structure could not
capture the emergence behaviour of the complex system. Therefore, a combination of sev-
eral models [49] is required to describe complexity. Also, the models need to be at a different
level of abstraction (LoA) [50] to have a holistic perspective of the system. Using LoA means
that the analyst acknowledges that complex systems may exhibit different sets of behaviours
at different levels of abstraction, making it easier for treating the problems separately. How-
ever, maintaining consistency in the model would still be a challenge when modelling the
complexity [49].

The modelling of complexity is further described by Bunge [51] in his model that any sys-
tem, including complex system, can be modelled as a quadruplet of S = 〈C ,E ,S, M〉. Com-
position (C) refers to any part building the system (e.g., human or hardware components).
Environment (E) refers to any items (e.g., temperature, gravity, or other parts) outside the
defined boundary of a system that may influence the system. Structure (S) refers to the link
between parts of the system. The link can be physical (e.g., hardware structure) or abstract
(e.g., society structure). Mechanism (M) refers to the processes that define the system be-
haviour (e.g., physical or functional mechanisms). These four aspects of the CESM model are
interrelated, meaning that their combinations are necessary to have a systemic perspective
for explaining the system behaviour. For example, when describing the systems’ dynamic,
information such as the timing (M) and context (E) for every related (S) element (C) in the
model is required.

In this thesis, the CESM model is treated as a metamodel that captures the combina-
tion of various models at different LoA. For example, figure 3.1 shows how different models
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Figure 3.1: The metamodel of complexity as combination of a variety of models (adapted
from [52]).

may be generated individually and can be linked to other models for explaining particular
systems behaviour.

3.2 Hazard and risk

Hazards released during hazardous events may affect humans, environments, or assets/-
finances. Depending on the equipment and process involved, various types of hazards, from
chemical, mechanical, electrical, and noise to interaction hazards, may be present in the
system. Therefore, systematic treatment measures are mandatory to prevent or reduce the
harm caused by the hazards.

A concept called risk is defined to assess hazardous events systematically. Risk is formally
modeled as a triplet of R = 〈E ,L,S〉 [53]. It means that risk conveys information on the likeli-
hood (L) for the occurrence of a hazardous event (E) would have a consequence severity (S)
of loss. According to Aven and Reniers [54], the likelihood value is subjective, depending on
the context of the assumptions and knowledge. Hence, the risk value has uncertainties.

Safety, as per definition, is also associated with risk. It is a condition that can be achieved
when the risk of the system has been captured and managed. However, for complex systems,
safety is paradoxical. If the complexity of the technology behaviour is not fully understood,
how could we be confident in the technology’s safety? Jensen and Aven [55] resolves this issue
by linking risk with the knowledge dimension. They argued that despite the incompleteness
in our analysis, it is still helpful to have a management process, specifically on risk, to have
more knowledge of the problems. A risk management process is an activity performed by
the organization to manage the risk of hazards, thus ensuring safety. It includes the pro-
cess of establishing the context, risk assessment, and risk treatment process. It is crucial to
acknowledge the assumptions’ uncertainties at every step of the risk management process.
The analyst needs to prepare for deviation, and a follow-up process is required to reduce the
remaining uncertainties. The preparation can only be done if most of the complexity char-
acteristics in a system can be captured. The following subsections discuss the aspects of risk
management in more detail. The context establishment explanation is skipped since it has
been partially discussed when explaining the complexity.
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3.2.1 Risk identification

As part of risk assessment, risk identification is a process to identify the source of risk, i.e.,
hazard. It is also known as hazard analysis, which identifies hazards, hazardous events,
causes, and consequences often described as scenarios. Hazard analysis is often performed
by people from different backgrounds, giving diverse perspectives to the issues. The analysts
are assisted with relevant information of the system, such as technical documentation, pro-
cess diagram, and functional list. The hazard analysis process can be performed iteratively
when new information is obtained. This iterative process ensures that the new or different
scenarios caused by the updates are identified.

Several approaches have been commonly applied in the industry [56, 57] such as pre-
liminary hazard analysis (PHA), functional hazard analysis (FHA), failure mode and effect
analysis (FMEA), and hazard and operability study (HAZOP). Each method has a different
focus, approach, and fitness with the system design phase. Recently, there are new methods
that have been developed to address complexity in technology, such as systems-theoretic
process analysis (STPA) [58] or functional resonance analysis method (FRAM) [59].

3.2.2 Risk analysis and evaluation

The risk assessment process also includes risk analysis and evaluation. A risk analysis is
performed as a follow-up of the risk identification either via qualitative, semi-quantitative,
or quantitative approaches. The selection of risk assessment approaches is dependent on
the problems and the available information. For example, only qualitative assessment can
be performed during early design since data is limited and the concept is abstract. How-
ever, when the scenarios could lead to high consequence events, a follow-up quantitative
approach would be mandatory to obtain a more precise risk value [32].

Risk metrics are defined to analyze and evaluate the risk level. They are distinguished be-
tween risk to people or risk of a system. In this thesis, we focus more on the risk of a system.
The most common risk metric for a system is a risk matrix. The risk matrix utilizes a pre-
defined scale for its severity and likelihood value, e.g., from minor damage to catastrophic
for the severity or from improbable to fairly normal for the likelihood. In some methods, ad-
ditional variables may be introduced. For example, failure, mode, effect, and criticality anal-
ysis (FMECA) introduces detectability to measure the system capability to detect the hazard
[56]. In addition, the risk priority number developed for STPA utilizes a level of knowledge
variable to measure the uncertainty [60, 61].

The measured values may be used for evaluating whether the risk is broadly acceptable,
acceptable based on tolerable risk level, or not acceptable and require significant risk re-
duction measures. The acceptance criteria for the risk should be predetermined before the
analysis to ensure the objectivity of the results.

3.2.3 Risk treatment

Risk treatment refers to the process of treating the tolerable and not-acceptable risk. Toler-
able risk level refers to the fact that the risk of some events cannot be removed or reduced
efficiently. Hence, the tolerable risk would be accepted, and the operator needs to be pre-
pared for mitigation measures. The effort for risk treatment is also affected by the selec-
tion of technology. Risk-informed decision making (RIDM) is a branch of the deterministic
decision-making approach that includes the risk value together with other design criteria to
choose a design solution [56, 62].
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Figure 3.2: Illustration of hazard, hazardous event, and barrier.

Various measures can then be utilized to prevent or reduce the risk of hazards. It is prefer-
able if the risk can be eliminated. When not possible, one of the most effective means to re-
duce the risk is a safety barrier, as illustrated in Figure 3.2. They are often designed in layers,
hence defined as a layer of the protection system. A safety barrier may require an activation
process (active) or not (passive). An active safety barrier requires an independent control
system such as a safety system [63], while a passive safety barrier is inherently designed [64].
The implementations of safety barriers are important to maintain the safety integrity of the
process. In the process industry, a control system is often credited as an additional protec-
tion layer to reduce risk [23]. The concept of functional safety governs the design of an active
safety barrier.

3.3 Safety assessment and demonstration

Safety assessment is a systematic process performed to ensure the safety of the protected
system. The objective is to arrive at the judgment on the adequacy of the functional safety
achieved by the E/E/PE safety-related systems [7]. The process is applied to all phases through-
out the overall safety lifecycle specified in Figure 2.8.

Conceptually, the results of the safety assessment are pieces of puzzles that can be ar-
ranged to demonstrate safety, see Figure 3.3. Kelly and Weaver [65] emphasizes the impor-
tance of the argumentation process to demonstrate how the safety of a system can be con-
cluded reasonably. During the process, several questions are asked:

1. What are the main requirements for the SIS in light of the assessed hazards and risks?

2. What types of evidence can be obtained from the system?

3. What are the assumptions on the evidence?

4. Given the evidence and assumptions, how can safety be argued?

5. Is the justification for the relevance of the argumentation method sufficient?

6. What supporting requirements and sub-safety argumentation structure are required
to satisfy the main requirements?

The following sections discuss each aspect in more detail.
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Figure 3.3: Safety argumentation concept.

3.3.1 Requirement generations

Requirements are the targets to be achieved when developing a system. They are often stan-
dardized, e.g., in regulations, standards, and company specifications, to formalize the final
product and avoid recurring mistakes during system development. For new technology, re-
quirements can be derived based on various principles, such as safety or process. When
the system is large, it is common to distinguish between main requirements and supporting
requirements. Main requirements are often generic and cover all elements in the system,
while supporting requirements may be more detailed and sub-system/element specifics to
constitute their unique needs. Formally, requirements should have several properties to fa-
cilitate the design process. According to Holt et al. [66], the properties are identifiable, clear,
solution-specific, have ownership, have an origin, are verifiable, able to be validated, and
have priority. These properties shall limit the context where the requirements would be ap-
plicable.

There are two ways of forming a requirement: prescriptive and goal-based [64]. The im-
plementation process of both requirements types is illustrated in Figure 3.4. Prescriptive
requirements usually have a precise meaning. A safety engineer performs verification to en-
sure the conformity of the design. When there are deviations in the system design, a decision
process is required to determine whether the prescriptive requirement is still valid or not.
Goal-based requirements are indirect and require iteration and analysis processes. Hence,
there would be a multitude of approaches to satisfy the goals. After sufficient experiences
have been obtained, the implementation of goal-based requirements can be considered as
best practices and translated as prescriptive requirements. The use of either requirement
type depends on the context of the problems and the system’s maturity.

Stakeholders with differing objectives and from different disciplines may affect the for-
mulation of requirements. In this case, there is a high chance for either conflicts or de-
pendencies in the requirements. For example, during hazardous conditions, a safety objec-
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Figure 3.4: Effect of different requirement types on design process (adapted from [64]).

tive could be achieved by shutting down the equipment. However, an unwanted shutdown
would affect the availability objective of the production system. Therefore, a systematic ap-
proach to manage conflicting goals is necessary to balance between various objectives.

3.3.2 Evidence and assumptions

Evidence is facts and information, proving that the requirements have been achieved. They
can be obtained from the related parts of the system (e.g., human, technical, and organiza-
tional aspects). Assumptions may limit the validity of every piece of evidence within a spe-
cific context. For example, a requirement that the system shall be reliable could be proven
by a reliability test report when performed during specific contextual assumptions.

Haugen [67] specifies three properties that define the evidence gathering process: inten-
sity, rigour, and detachment. Intensity refers to the scope of the process, while rigour refers
to the number and depth of the techniques used to generate the evidence. The process it-
self should be performed by a detached and neutral third party to ensure integrity. These
three properties would have differing effort levels depending on the criticality of the system
and process involved [7]. Unfortunately, evidence-gathering processes are limited by avail-
able resources and time. For example, the software has an inherent complexity that makes
it impossible to test all possible scenarios [46]. Test cases are usually derived based on the
worst-case scenario and are assumed to represent the other possible scenarios. This issue
should be communicated with the decision-maker to ensure that the uncertainties are con-
sidered.

Nair et al. [68] proposes a taxonomy of safety evidence, consisting of at least 49 types of
primary safety evidence that are classified between the process and the product (or system)
involved. Examples of the evidence are system inception specification, activity planning,
activity records, activity resources specifications, safety analysis results, system specifica-
tions, code, verification and validation results, and system historical service data specifica-
tion. These different pieces of evidence types may result in extensive documentation [69].
Respondents in Nair et al. [70] work answered that 79% of the evidence management is still
processed manually, emphasizing the challenges in the evidence management process.
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3.3.3 Argument and justification

An argument links the relevance between safety requirements and evidence. Justifications
methods are necessary to argue that a particular piece of evidence is relevant. For example,
the reliability testing report as evidence for a specific system reliability requirement does
need further justification since the evidence proves the requirement directly. Comparatively,
when the requirement is imprecise, such as ’the system should be safe’, a reliability testing
report evidence is insufficient. Here, justification needs to be made, arguing that the safety of
this particular system is achieved by having a specific reliability value. Safety arguments may
be supported by several pieces of evidence and supporting requirements to be adequate.
Additional techniques, such as qualitative assessment, checklist, quantitative assessment,
and logic-based assessment, are required to assess the adequacy of evidence [68].

There are at least three types of techniques to structure the safety argument [68]: argu-
mentation-induced evidence structure, model-based evidence specification, and textual tem-
plates. Several argumentation approaches utilize these techniques, such as free text, tabular
structures, claim structures, traceability matrices, bayesian belief networks (BBN), and goal
structuring notation (GSN) [71]. Argumentation-induced evidence structures are preferred
due to their capability to show the link systematically [65, 71]. The relationships between
requirements and evidence are recorded through traceability links. Changes may occur in
the link due to modifications or new knowledge. For example, evidence is a ’living’ artefact,
with increased information and lower uncertainties in the assumptions through the system’s
operational time. Therefore, a follow-up process is necessary to clarify the relevance of the
traceability link. This is a complex process since the intricacies and number of links involved
may be too large to see the big picture of the safety arguments.

3.4 Gaps in academia

Further research on the topics covered in this chapter led to several academic gaps that need
to be solved to resolve the industry challenges. The academic gaps are described in the fol-
lowing subsections.

3.4.1 Gap I – Unavailability of the safe design principles

Safe design is defined as ’the process of designing attributes and features into a design that
enables its implementation to achieve the required level of safety’ [72]. Principles are de-
fined as the general intention of implementing the required attributes. The safe design prin-
ciples are the basis for developing various safety requirements across different industrial sec-
tors. However, these principles are seldom outlined and often lost due to years of develop-
ment. Furthermore, researchers focus on developing approaches for qualification of new
technologies and standards by emphasizing the process [73, 74], while some others focus
more on the safety demonstration aspect of new technology [70, 75] without considering the
safe design principles. Hence, it has been challenging to modify the existing requirements,
which recommend particular technical solutions, without understanding their principles.
Figure 3.5 shows the link between the safe design principles, relevant regulations, standards,
and guidelines, and the implementation of technologies. Technology requiring new design
philosophies, e.g., on the implementation of integration, would not be compliant with the
current regulations and standards. Therefore, clarification on the principle of safe design
beyond the detailed clauses is necessary to guide the discussion in this case.
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Figure 3.5: Relations between the design principles, technology, and formalized require-
ments.

3.4.2 Gap II – Ambiguous safety requirement generations methods for com-
plex system

IEC 61508, for example, specifies goal-oriented safety requirements where the users shall de-
fine their acceptance criteria based on hazard analysis and risk assessment process. Hazards
are typically identified using negative scenarios. First, negative scenarios are gathered by
identifying unwanted system states (e.g., failure or deviation). Then, requirements to avoid,
prevent, or mitigate the unwanted system state is derived according to several parameters:
cause, effect, ability to detect, and criticality. Various methods utilized these approaches,
such as PHA, FHA, FMEA, and HAZOP. However, the integration in UC 2 may increase the
complexity of the control and safety system. As a result, the systems are becoming more vul-
nerable to systematic faults, which alone or in combination may result in emergent failures
at the system level. A key concept to solve this lack of understanding is to identify the related
scenarios [76] at a systemic level.

However, the approaches above are incapable (or not designed) of discovering systemic
interaction problems [58]. They share common traits: to analyze (or break down) the system
into smaller parts and consider mainly the effect of failure (or deviation). Component be-
haviours sometimes do not reflect the behaviour at the system level [51]. An approach that
focuses more on the interaction at the system level rather than on the individual compo-
nent’s performance is required. Some examples of the methods are STPA and FRAM. Critical
system properties may include interdependencies and cause-effects relationships. It is still
unknown if the methods addressing systemic properties are truly more suitable than the tra-
ditional methods already used in the industry.

3.4.3 Gap III – Unknown classification methods for the integration con-
cept

The safety requirements are tailored to the systems’ characteristics. A technology solution
is selected from several alternatives that fit best with the requirements, e.g., efficient cost,
low complexity, or high safety performance. Due to various possibilities for integration, the
number of architectures to be considered may grow exponentially. This may pose a problem
during the safety demonstration process as the systems are difficult to classify and compare.

From the literature, we found that IEC 61508 [7], for example, classify three levels of in-
tegration based on the hardware and software involved: complete separation, integrated
hardware with software separation, and complete integration. In the process industry do-
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main, CCPS [3] proposes five levels of classification based on the communication networks:
air-gapped system, interfaced system, integrated system with isolated networks, integrated
system with a shared network, and combined system with strong dependency. In the auto-
motive (e.g., [77]) and maritime (e.g., [78]) domains, the proposed classification of the au-
tomation level of the vehicle is based on the interaction between the systems, i.e., control,
action, and system state. The ship automation level, for example, could be classified into
three major categories: conventional, smart, and autonomous, focusing on the logic solvers
integration for the automation process.

Unfortunately, there are no generic classification methods that distinguish the different
levels of integration for every component in the control and safety system. Some of the avail-
able classifications only cover integration in one of the components [3, 7, 21] or the interac-
tions between components [77, 78]. Therefore, there is a need to modularize the solution
space by classifying them into different integration types and provide individual treatment
to increase the efficiency of the process.

3.4.4 Gap IV – Need of a reliability performance’s modelling approach to
generate evidence for the complex system’s safety

One example of the verification and validation results is simulation results. For safety sys-
tems, these simulations are obtained from reliability modelling of the system performance.
There are three classes of modelling formalism [79]: 1. (probabilized) boolean, 2. (stochas-
tic) finite-state automata, and 3. (stochastic) process algebra.

A system in the boolean model only has two states of working and failure. The boolean
model examples are fault tree analysis (FTA) and reliability block diagram (RBD) [10]. On the
other hand, the dynamics of a system in finite state automata (FSA) are modelled through
a finite number of state transitions. Markovian model, Stochastic Petri Net (SPN), and FSA-
based textual model are examples of the FSA [10, 80]. The process algebra model improved
the FSA model with two new characteristics: it allows an infinite number of states, and the
creation or destruction of components may occur after the transitions [79]. Agent-oriented
modelling [81] is the only known modelling technique for process algebra. Currently, no
safety standards have recommended the use of the process algebra model.

In chronological order (1-3), the modelling formalism has increased in modelling com-
plexity and decreased expressiveness. FSA has been recommended to model the complex
scenarios [82, 83]. However, FSA still has some practical challenges related to modelling
uncertainty. Inaccuracy of the modelling process may lead to loss of information [62]. Fur-
thermore, if different analysts produce different models for the same system, they lead to
different results, reducing their trust in the model. Therefore, a systematic modelling ap-
proach should be developed.

3.4.5 Gap V – Need of clarification of framework for safety demonstration

Typically in IEC 61508, the framework for safety demonstration is achieved through devel-
oping arguments on textual templates, answering each requirement separately. However,
Nair et al. [68] argued that this process is inefficient and error-prone, especially when the
number of requirements is large. An alternative approach with easier visibility is to use the
argumentation-induced evidence structure [65]. The remaining challenge is to develop and
fit the identified methods and approaches with the framework.



Chapter 4

Research Questions, Objectives, and
Delimitation

This chapter presents the research questions targeted in this PhD project, with a basis in
the mapping of industrial challenges (section 2.7) against the academic gaps (section 3.4).
Clarifications with the industrial experts, academic supervisors, and colleagues working on
the same topic shape the interpretation of the research questions. The research questions
have been organized in section 4.1 under the heading of five main topics, i.e., I – Safe design
principles, II – Solution specific safety requirements, III – Alternative concepts, IV – Effect
on risk, V – Safety argumentation. The anchoring of the five topics in the safety lifecycle of
the IEC 61508 is also presented. Every topic serves as a piece that contributed to solving
the puzzle on the main objective of the PhD work. As the initial PhD project objective was
too generic, this thesis developed more detailed objectives in section 4.2. The PhD thesis
objective contains three sub-objectives derived from the research questions’ topics. Finally,
section 4.3 described the delimitation of this research project.

4.1 Research questions

Figure 4.1 illustrates an adaptation of the simplified safety lifecycle phases from IEC 61508
and the scope of research for this PhD. Research questions have been derived with one to one
correspondence to the academic gaps previously mentioned and explained in the following
subsections.

4.1.1 Topic I – Safe design principles

Figure 4.1 shows that the (I) safe design principles, coupled with the (9) high-level safety
requirements, may guide the development of (10.3) technology solutions. However, as ex-
plained previously in the gap I in section 3.4.1, the safe design principles are unavailable.
Therefore, currently, the only known method for developing technology solutions are from
high-level safety requirements. This situation becomes a problem when the available safety
requirements are developed for traditional technology and limit the allowable novel solu-
tions. In addition, even if it is known, the impacts of utilizing the safe design principles for
developing the requirements and for demonstrating safety are unknown. Hence, the relevant
research questions within this topic are:

33
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• What are the safe design principles?

• How do the safe design principles shape the development of requirements?

• How do the safe design principles affect the safety demonstration process of novel
technology?

4.1.2 Topic II – Solution-specific safety requirements

In figure 4.1, (10.1) (II) solution-specific safety requirements box is linked to (9) High-level
safety requirements, (I) safe design principles, and (10.3) technology solutions. High-level
safety requirements are the main requirements derived from the hazard and risk analysis
process in the safety lifecycle. While, solution-specific safety requirements are supporting
requirements that capture unique characteristics of the technology solutions, e.g., the in-
teractions problem or failure modes. The safe design principles may be used to group the
solution-specific safety requirements and ease the resolution process.

The long list of hazard analysis methods mentioned coupled with their respective char-
acteristics in gap II in section 3.4.2 makes the selection of the most suitable method to gener-
ate the solution-specific safety requirements a challenge. Therefore, the following research
questions are formulated to guide the selection of the method.

• How do the selected hazard analysis methods identify the same or different functional
hazards?

• How do the selected hazard analysis methods provide a systemic perspective for the
analysis?

• What are the main differences between the derived solution-specific safety require-
ments?

• What is the most suitable method to generate solution-specific safety requirements
considering the complexity of the use cases?

4.1.3 Topic III – Alternative concepts

In Figure 4.1, (III) alternative concepts are choices for the proposed (10.3) technology so-
lution within the context of (I) safe design principles and (9) high-level safety requirements.
Context refers to the boundary of the intended operations as assumed during the design [72].
These alternative concepts may also have an (IV) effect on risk, explained later in the follow-
ing subsection. As explained earlier in gap III in section 3.4.3, there are no classification
methods to group the integration concept. This may make the follow-up safety requirement
generation process inefficient and resource consuming. Hence, the following research ques-
tions are formulated to resolve the problems.

• What are the available concepts for integrating process control and safety systems in
the subsea application?

• Given the available integration concepts, what are the safety requirements?
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4.1.4 Topic IV – Effect on risk

Following the previous section, the selection of a (10.3) technology solution has its conse-
quences. The (III) alternative concepts would have a different (IV) effect on the risk of the
systems. The decision-makers need to balance the trade-offs between cost, complexity, and
safety. The resulting (IV) effect on risk assessment would also be used as (10.4) safety demon-
stration evidence. However, the methods for assessing the different effects on the system’s
risk for the complex software-intensive system still needs further development. Considering
the characteristic of UC 2, the modelling approach should also have the capability to capture
the dependency effect of the integrated system as discussed earlier in gap IV in section 3.4.4.
Therefore, the following research questions would be answered precisely:

• How to quantify the hazardous scenarios derived by the hazard analysis process?

• How does dependency addressed by the model?

• How does the new modelling technique performed if compared with the available
methods recommended in the standards, i.e., ISO/TR 12489 [10]?

4.1.5 Topic V – Safety argumentation

For the final topic, figure 4.1 shows that (V) safety argument get its input from (9) high-level
safety requirements (indirectly via (10.1)), (10.1) (II) solution-specific safety requirements,
and (10.4) safety demonstration evidence. The safety argument concept combines them to
build (10.6) safety compliance as part of the safety lifecycle process. However, as discussed
earlier in gap V, there is a need to clarify the framework for a safety demonstration. In addi-
tion, the results from RQ topics I - IV need to be clarified for their suitability with the safety
argumentation concept (see Figure 3.3). The following research questions are derived as
guidance for research.

• How does safety argument support the safety demonstration process for novel tech-
nology?

• How are the methods and approaches identified from the previous research results
linked with the safety argumentation concept?

4.2 Research objectives

The PhD thesis objective is ’to develop and demonstrate the application of new safety as-
sessment methods within the scope of functional safety, which can capture and manage the
complex operational behaviour of novel software-intensive systems’. The methods should
account for the characteristic of the UC 2 integration of process control and safety and based
on the safety assessment process identified in the functional safety standards.

The PhD thesis objective has been derived into several sub-objectives based on the re-
search questions described earlier, as follow:

I Study the effect of complexity in the software-intensive system’s behaviour to safety.
Determine the methods to capture these complex behaviours. This sub-objective is
linked to RQ topics I and III.
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II Develop an approach that can demonstrate/produce evidence of the safety of software-
intensive systems. Assess the scopes and limitations. This sub-objective is linked to RQ
topics II-IV.

III Propose/develop a framework to argue for the safety of complex software-intensive
systems. This sub-objective is linked to RQ topic V.

The numbering is only used as a reference when discussing the objective and does not
indicate any objective prioritization.

4.3 Delimitation

This PhD project is limited to developing a safety demonstration framework based on func-
tional safety, focusing on software-intensive systems. While the framework is aimed to be
generic, different focuses in the concept could produce different findings that affect the in-
terpretation. This PhD project is also centred on developing new methods and concepts for
improved hazard and risk assessment. Discussion on the technical solutions is kept minimal
due to limited information.

The study case for the integration concept is focused on the subsea processing system.
The system has lower risk criticality if compared with subsea production systems based on
the regulations. Theoretically, the methods could be applied for any critical systems having
similar characteristics. The reason for this selection is due to the closer project collaboration
with the industry. The project aims to be practical, even when the industry avoids integra-
tion due to low historical experiences and stringent regulations. Therefore, the PhD project
started with the concept application on a simple system with lower criticality as a pilot study.

We have derived information from international standards and previous projects shared
by the industrial partners in the absence of detailed technical specifications and data. There-
fore, the examples are not as extensive as an industrial level system and have been simplified
and discussed at a higher abstraction level to avoid roundabout discussion on specific tech-
nical aspects. It is crucial to understand the assumptions and the abstraction level when
challenging the technical results. Together with the academic supervisor, experts from the
industry have vetted the assumptions and results through the project.





Chapter 5

Research Methodology

This chapter covers the research methodology utilized through the course of 3 years project.
Section 5.1 starts with a general introduction to research and how it shapes my decision to
do research. It is followed by classification of research in section5.2 to show the character-
istic of this PhD research project. Then, significant focus is given on the presentation re-
search approaches used in the project, including the activity and expected project results in
section 5.3. Finally, this chapter is concluded with discussions on challenges encountered
during the project in section 5.4.

5.1 Research motivation

Research is defined as ’a detailed study of a subject, especially in order to discover (new) in-
formation or reach a (new) understanding’ [40, research]. Essentially, the research aims to
discover novelty in the subjects that it covers. This novelty may be related to either a phe-
nomenon, theory, or problem. In addition, research may be built upon previous knowledge
and replace them when new or different information is available.

The process of research is rigorous and systematic. Often, results can only be produced
after numerous failures. Positively, failure during research is valuable since it contributed
to verifying alternative paths and obtaining the desired results. However, the competition
for fundings and citations may worsen the positive-outcome bias, which disfavors negative
results [84].

This issue was the initial counterbalance for my decision to pursue PhD. I started my
PhD project for two reasons: to experience research as a career and challenge myself with
intellectual problems. Initially, I never considered research as a career path. I was con-
stantly shadowed by the fear of imposter syndrome, thinking that I was not smart enough
or not capable enough to do research. This is due to the emphasis on the need to produce
significant breakthroughs when researching and the prevalent positive-outcome bias in my
country. However, experiences with my Master supervisors (also as my current PhD supervi-
sors), Professor Mary Ann Lundteigen and Associate Professor Hyungju Kim, made me think
differently. They acknowledged all the contributions I made, small or big, and guided me to
produce something I could be proud of. The information from people with different research
topics and expertise might be biased and not relevant to me. I have a valid qualification for
this PhD project with a Master’s degree from the same field, i.e., reliability, availability, main-
tainability, and safety (RAMS). Coupled with the similarity of the PhD topic with my Master
thesis and the interest I have in functional safety from my past working experiences, they are
sufficient experiences to contribute something to the field. Honestly, the experiences differ
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Table 5.1: Criteria of research and how it is achieved.

Criteria Purpose How it is achieved

Novelty Obtain new findings The originality of the results is assessed based on
relevant literature, vetted by the co-authors, and is
peer-reviewed by scientific peers.

Creative Based on original concepts
and hypotheses

Each contribution started by suggesting the
application of new methods and concepts. They are
adapted or developed from different contextual
applications.

Uncertain Uncertainty about the final
results during the process

The development of methods and applications are
uncertain. Although it is not reflected in the final
articles, it is discussed briefly in Section 5.4.

Systematic The research work is
planned and budgeted

The PhD project is according to a well-defined
research plan and adjusted every six months based on
the progress status.

Transferable or
reproducible

The results could be
reproduced

Transfer of knowledge is performed in international
conferences, scientific discussions, and seminars.
Articles are published together with research data as
supporting documents.

a lot (positively) from what I expected, and I feel glad that I made the right choice.

5.2 Classification of research

The coupling between research and development (R&D) aims to utilize the new knowledge
to develop new technology applications. There are five core criteria of an R&D activity: novel,
creative, uncertain, systematic, and transferable or reproducible. These criteria standard-
ized the aim and process of the R&D activity, even when performed by different actors. OECD
[85] distinguishes the activities into three types:

1 Basic research. This R&D activity aims to discover new fundamental knowledge through
theoretical or experimental work. The application of this knowledge is not covered in
the works.

2 Applied research. Similar to basic research, but it is aimed to solve particular problems
or objectives.

3 Experimental development. A systematic work to utilize new knowledge or practical
experiences to develop or improve new products or processes.

This PhD project is mainly applied research, aiming to improve the available safety demon-
stration process with new knowledge from the characteristic of novel technology. This has
been done while reflecting on the core criteria of research, as presented in Table 5.1

5.3 Research approaches

Research is approached via the systematic procedure, developed based on the philosoph-
ical foundation, the research method, and the design of the process (e.g., experiments or
explanatory sequential) [86]. In general, the research methods involved several steps:
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Figure 5.1: The research process, activity, and results.

1 Identify research questions. Research questions are gaps identified from the literature
or practical problems. A hypothesis is formed to initiate the direction of the research.

2 Data collection. The data can be obtained through experiments, interviews, or litera-
ture searches.

3 Data analysis. Analysis of the data can be performed through statistical inference or
logical reasoning.

4 Interpretation. The analysis results are compared against the state of the art of knowl-
edge to check the initial hypothesis.

5 Validation. The resulting new knowledge is validated for robustness, as it would be-
come the foundation for further research.

There are two levels of research approach developed for this PhD project. High-level and
RQ-specific. High-level refers to the overall phase of the PhD project, while RQ-specific refers
to the individual approach used to solve each RQ.

The high-level approach of the project is split into three phases: problem formulation,
development and test of novel ideas or approaches, and conclusion and summary of remain-
ing problems. The approach is illustrated in Figure 5.1, including the activity and results
during each phase.

Initially, the problem formulated in this PhD is obtained from discussion with industrial
partners and verified through literature study. Literature is collected from several selected
search engines, e.g., google scholar, science direct, Wiley online library, and Scopus. A PhD
project description is then developed, clarifying the research topics, research questions, and
research approaches. Finally, the supervisors vet this project description to ensure the qual-
ity and significance of the research direction.

Then, novel ideas or approaches are developed and tested to answer the research ques-
tions. The activity is based on the RQ-specific approach and differs depending on the prob-
lems to be solved, background knowledge of the researcher, and the target audience of the
results. Creswell and Creswell [86] outlined three types of research approaches:
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Table 5.2: RQ-specific research approaches.

Research questions Qualitative Quantitative Mixed methods

RQ I. Safe design principle X
RQ II. Solutions-specific safety
requirements

X

RQ III. Alternative concepts X
RQ IV. Effect on risk X
RQ V. Safety argumentation X

1 Qualitative. The research aims to develop knowledge based on logical reasoning of the
data.

2 Quantitative. The research aims to test objective theories based on measurable vari-
ables. Statistical procedures can be performed to analyze the data.

3 Mixed methods. The research aims to combine both qualitative and quantitative data
to yields insight from different perspectives.

Table 5.2 outlined how different RQ was approached in this PhD. Supporting tools are
developed whenever required. The RQ-specific approaches are processed through extensive
scientific discourses from various activities. These scientific discourses include participation
in international conferences (e.g., ESREL), project workshops (e.g., safety 4.0, agile software
development), and seminars with the scientific communities (e.g., SUBPRO, RAMS group,
and CyberRAMS group). Iteration is performed as needed to ensure high results quality. The
results are published as articles in peer-reviewed international conferences and journals. In
addition, the activities produced separate technical reports and a book chapter within the
same topic to communicate the results for a different target audience.

Finally, the results are concluded, and the remaining problems are summarized in this
PhD thesis. The PhD thesis is written in paper collection, documenting the research back-
ground, objectives, research questions, approaches, main contributions, and list of articles
covered during the PhD.

The author performed the research under the guidance of the PhD supervisors through
supervision meetings. The main supervisor, Professor Lundteigen, mainly monitor and dis-
cuss the research progress. Associate Professor Kim involves mainly during the work of RQ I
and II. Finally, functional safety researcher van der Meulen provides an industry perspective
and bridges the collaboration between this project and other work packages in Safety 4.0.

5.4 Challenges and lessons learned

Research is an attempt to go towards an unexplored area to obtain new scientific knowledge.
While systematic plans and procedures have been made, there are inevitably unexpected
challenges during the process. These challenges are unique for every project. Neverthe-
less, a systematic approach can solve the issues, hoping that similar challenges can be min-
imized for subsequent research works. The challenges encountered in the project and the
approaches devised to resolve them are elaborated in the following.

• Unavailability of previous research data. This PhD is built upon current research knowl-
edge. It is necessary to reproduce earlier works, either as a starting point or for the
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validation process. However, most research data is available only as research articles,
which are often unclear or insufficient. In this case, it is recommended to contact the
main author to clarify their research works. However, this may become a lengthy pro-
cess since they may have a long period between responses or not reply for various
reasons (e.g., change of occupations). It is our responsibility as a researcher to en-
sure transferability and reproducibility of the research. Therefore, most of the relevant
research data in this PhD project has been published. Understandably, not every re-
search data can be shared. Therefore, we must clarify with the research stakeholder
and ensure the anonymity of the data before publications.

• Uncertainty in the research process. Some of the causes of uncertainties specific to this
PhD project are maintaining the intensity of works, the absence of technical details
for the UC 2, the dynamic of stakeholders shaping the research, revision of research
approach due to negative results, article preparations duration, peer-review process
duration. Individually, they may have different magnitudes of effect on the research
plans. However, their combination results in a need to revise the research plan every
six months to adapt to the research progress. Consultation with the supervisors can
be an alternative as they have more experience when dealing with similar problems.
In addition, a mid-term evaluation is essential as a checkpoint to clarify the research
progress.

• Worldwide pandemic situation. Half of the research period (early 2020 - now) is af-
fected by the global pandemic. The pandemic resulted in shifting from physical (in-
person) to online activities done from home. In this PhD project, online activities have
a significant effect on scientific discourses. During this period, online activities with
many participants, e.g., conferences or industry workshops, provide reduced benefits
compared to the non-pandemic situation. These reduced benefits are assumed due to
reduced eagerness to communicate via the online platform and the belief that other
active participants would be. After experiencing different activities, it is found that
if they are done in a smaller group of four to five people or done with colleagues, e.g.,
group seminars, the involvement from the participants are rather high. Hence it would
be recommended to do future online activities in this way.

Another consequence of the increased use of online activities is the accentuating psy-
chological effect, i.e., depression due to loneliness. Fortunately, most of the RQ-specific
approach works done in this PhD project require no physical experiments. Thus, the
shifting to work from home may seem to have an insignificant effect on the research
work. However, it must be acknowledged that the office is not only used for work. It
is also common to use it as a social activity place with the colleague. The loss of office
may result in isolation that can produce negative energy hindering the work process.
Weekly online meetings had been devised to be an alternative. If insufficient, it is rec-
ommended to find other social activities such as clubs or associations as a replace-
ment.

Even when the challenges are known, and the recommendations are provided, it is un-
surprising if these challenges persist differently for other research projects. What has been
done as solutions in this PhD would not necessarily be suitable for others. Therefore, it is
expected for a researcher to be aware of the possible challenges, be prepared, and be flexible
enough to cope with the uncertainties.





Chapter 6

Key Results and Contributions

This chapter presents the summary of contributions from this PhD project. They are struc-
tured based on the published articles and linked with the research questions as shown in
Figure 6.1. All the detailed processes and results are presented in the articles in part II of the
thesis. One of the final contributions is unpublished. Thus, it has in-depth discussions and
examples for clarification.

Figure 6.1: Link between academic gaps, research questions, contributions, and PhD objec-
tives.

Figure 6.2 shows the revised version of the safety argumentation concept for novel tech-
nology and the contributions of this PhD. In addition, it clarifies the link between some ele-
ments in the safety argumentation with the published articles. The revised safety argumen-
tation concept is explained in more detail in Section 6.5.

6.1 Contribution I – Safe design principles

The first contribution is related to the topic I – safe design principle. The detailed problem
statement and scientific approaches are discussed in Gap I in section 3.4.1, research ques-
tion I in section 4.1.1, and article I [87] respectively. The contributions from the article are
discussed in the following subsections. They also highlight how the contributions lead to
achieving sub-objective I.

45
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Figure 6.2: Overview of PhD contributions.

6.1.1 Identification of the safe design principles

Based on our literature review, a list of safe design principles identified by Drogoul et al. [72]
are the most relevant for developing generic requirements and demonstrating the safety of
the system. The safe design principles are: 1) Two levels of design, 2) Strategy against failures
and errors, 3) Safety vs complexity, 4) Modularity, 5) Segregation, 6) Documentation, and 7)
Demonstration of safety. These principles are derived for three reasons: to build the system
safely (1-2), to select safer solutions given the recommended safe attributes (3-5), and to
justify the safety of the solutions (6-7).

6.1.2 Alignment of the requirements in IEC 61508 part II with the safe de-
sign principles

IEC 61508 part II provides functional requirements that recommend several safe attributes
for a system. Our study found that all these safe attributes can be classified under each safe
design principle, indicating IEC 61508 alignment. This result is logically reasonable since
IEC 61508 provides goal-oriented requirements that allow freedom to implement the safe
attributes.

A problem not discussed in the paper is that compliance with the IEC 61508 is insuffi-
cient for regulations and standards implementing prescriptive requirements. Typically, the
regulations and standards only allow specific prescribed solutions even when other alterna-
tives fulfil the same safe design principles. However, the findings on IEC 61508 alignment
with the safe design principles open an opportunity to argue the safety at the principle level.
This argumentation process would be irrespective of the safe attributes and can be an al-
ternative approach when addressing the non-compliance between the technology and the
prescriptive requirements.
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6.1.3 Challenge of the safety demonstration process of novel technology

Since IEC 61508 is aligned with the safe design principle, any novel technology developed
according to the IEC 61508 would be capable of fulfilling the safe design principles. Thus,
the challenge instead is demonstrating that the software-intensive systems’ complexity and
novelty would still lead to safe behaviour. However, the unique safe attributes brought by
the novel technology may have several practical implementations. For example, in safe de-
sign principle 2) strategy against failures and errors, functional separation in software that
may be claimed when integrating the hardware shall be tested to check for conflicting re-
quirements or uncontrolled interactions between the control and safety function. A safety
demonstration process that can capture this interaction problem is required. Resolving all
these issues with the implementation of the safe attributes may increase our assurance of
the safety of the novel technology.

6.2 Contribution II – Solution-specific safety requirements

The second contribution is about topic II – solution-specific safety requirements. The de-
tailed problem statement and scientific approaches are discussed in Gap II (see section 3.4),
research question II in section 4.1.2, and article II [88] respectively. The contributions from
the article are discussed in the following subsections. They also highlight how the contribu-
tions lead to achieving sub-objective II.

6.2.1 Identification of the most suitable methods for hazard analysis of
novel and complex software-intensive solutions

Selecting the best hazard analysis method from a large number of options is difficult. Tradi-
tional methods are improving, while new methods keep being developed. The developments
are caused mainly by new systems’ characteristics, e.g., the complexity of the technology in-
volving software-intensive systems. We investigated this issue systematically and limited
the in-depth discussion into two methods: functional hazard analysis (FHA) and systems-
theoretic process analysis (STPA). These methods’ selection is due to the need to focus on the
functional assessment when technical details are unavailable during the early development
of novel technology and the methods’ capability to capture the complexity characteristic.

The main contribution of our study is to recommend STPA as the hazard analysis method
for novel technology involving software-intensive systems during the early design phase.
Specifically, advice on utilizing STPA more efficiently has been provided, e.g., using the CESM
model as a reference when modelling the system’s hierarchical control structure. Hence,
this result fulfils the sub-objective II. The detailed reasoning leading to this conclusion is
explained more in the article, while brief descriptions are discussed in the following subsec-
tions.

STPA has been increasingly used for other industrial areas. The major precedent is the
adoption of the method in the standard ISO/PAS 21448 [89] for the automotive industry.
Furthermore, it is expected that this method will be adopted for the oil and gas industry
shortly. In Norway, for example, research in STPA has been ongoing since 2012, one year
after the method was proposed. Currently, it is at the stage of applied research, where various
industry stakeholders have started to have a pilot study to see its applicability. However,
additional investigations of other systems with different functionalities and complexities are
required to verify our claim. This is because of the differing results with other research claims
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where STPA is shown to be significantly better than the compared methods [90] or is required
as supplementary methods [91].

6.2.2 Findings on the hazard analysis methods’ capability for identifying
functional hazards

As part of our study, we investigated FHA’s and STPA’s capability to identify functional haz-
ards. From the results, FHA identified a slightly higher number of functional hazards than
STPA. Several differences cause these. One of them is the different approach for classify-
ing the function types used in the model and how each method treat the function during
the hazard identification process. In FHA, they analyze every system function and apply the
keywords to identify the functional hazards. Comparatively, in STPA, the feedback functions
in a control loop are not investigated because STPA focuses on identifying unsafe control
actions. Also, the STPA process requires assigning the function to an agent performing the
function, while the FHA process does not. These reasons lead to small differences in the
number of identified functional hazards.

6.2.3 Findings on the hazard analysis methods’ capability to provide sys-
temic perspective for the analysis

One of the main advantages of STPA is its support to a more comprehensive modelling tech-
nique that can capture all aspects of system complexity according to the CESM model called
the hierarchical control structure model. In FHA, the modelling technique is not as com-
prehensive, with access to only the CES aspect of the CESM model. Thus, FHA needs to be
supported with other documentation to have a complete systemic perspective.

As mentioned earlier, STPA seems to lack the number of identified functional hazards
compared to FHA. However, STPA is compensated during the loss scenario identification
process, which includes a more comprehensive aspect of the system during its analysis.
These results in significant differences in the number of identified scenarios between STPA
and FHA (346 vs 206 from our study case). From a practical perspective, the type of causal
factors identified are within the scope of the CESM model, highlighting FHA’s and STPA’s
capability to capture the systemic perspective of the system.

6.2.4 Identification of the produced solution-specific safety requirements’
characteristics

Both FHA and STPA are capable of generating safety requirements that satisfy most of the
criteria of a requirement discussed in section 3.3.1. The safety requirements generated by
both methods follow a generic structure. For example, Figure 6.3 shows the safety require-
ments, or controller constraints in STPA terms, produced by the STPA process. The engineer
can utilize these safety requirements for the treatment process, i.e., causal factors removal or
prevention. It is important to refer to the produced requirements during the safety demon-
stration process to ensure the safety of the systems.
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Figure 6.3: Example of solution-specific safety requirement (or controller constraint) pro-
duce by STPA.

6.2.5 Recommendation on the improvement of the hazard analysis meth-
ods from the lessons learned

Our study gave insights on recommendations to improve both FHA and STPA. For example,
both methods have unique keywords that can be exchanged to increase the analysis cover-
age. In addition, specific to FHA, it is important to increase the capability of the modelling
technique by covering all aspects of the CESM model to remove the risk of omission from
the complicated process of referring to additional documentation mentioned before. Fur-
ther details on the recommendation should be referred to the article.

6.3 Contribution III – Alternative concepts

The third contribution is about topic III – alternative concepts. The detailed problem state-
ment and scientific approaches are discussed in Gap III (see section 3.4), research question
III in section 4.1.3, and article III [92] respectively. In addition, research dataset I [93] has
been published as supporting documents. The contributions from the article are discussed
in the following subsections. They also highlight how the contributions lead to achieving
sub-objectives I and II.

6.3.1 Proposal of the integration concept classification

We performed a systematic literature review on integrating every component in the control
loop to achieve sub-objective I. We concluded that the integration type could be classified as
follow (with example in Figure 6.4):

• Complete independence, see Figure 6.4a. The component separation limits the space,
resources, functionality, and interaction exchanges between the control and safety sys-
tems.

• Conditional independence, see Figure 6.4b. The control and safety system may have
limited communication on the components. Each control loop needs to ensure that
no interruption can occur due to the communications to achieve conditional inde-
pendence.
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(a) Complete independence of logic solvers. (b) Conditional independence of logic solvers.

(c) Partial integration of logic solvers. (d) Complete integration of logic solvers.

Figure 6.4: Generic architecture for control and safety logic solvers in for horizontal separa-
tion.

• Partial integration, see Figure 6.4c. The components are integrated partially, e.g., in
space due to shared hardware. Separations are required logically to avoid unwanted
interaction

• Complete integration, see Figure 6.4d. The component has full integration of hardware
and software. No clear distinction between process control and safety elements to
perform their respective functions.

This integration concept classification may assist the analyst during the investigation of
alternative concepts for systems involving integration.

6.3.2 Proposal of hierarchical control structure modelling approach con-
sidering the integration

STPA is performed four times to a generic subsea gas compression system, considering dif-
ferent control and safety systems integration types. During the process, it is not easy to dis-
tinguish the resulting control structure model. Hence, the article proposes a new modelling
approach to include the integration aspect in the hierarchical control structure. Please find
the illustration in Figure 6.5. This model can assist the analyst in identifying hazards and loss
scenarios during the subsequent process of STPA.

6.3.3 Challenges for implementing different types of integration concepts

From our study case, the integration does not necessarily produce new hazards. Neverthe-
less, it may result in new scenarios leading to these hazards, as shown in Figure 6.6. These
results also validate the RQ II, where the differently identified scenarios can be developed
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(a) Hierarchical control structure of the com-
plete independence of logic solvers.

(b) Hierarchical control structure of the condi-
tional independence of logic solvers.

(c) Hierarchical control structure of the partial
integration of logic solvers.

(d) Hierarchical control structure of the com-
plete integration of logic solvers.

Figure 6.5: Proposed hierarchical control structure model considering different integration
concept for STPA.

further as the safety requirements for the system when implementing a particular integra-
tion type.

One aspect that could be investigated further is whether these scenarios represent differ-
ent risk magnitudes. Currently, the difference in number is trivial as arguments cannot be
made. A higher number of scenarios with lower risk may be better than a lower number of
scenarios with higher risk. It is crucial to understand how risk assessment can be performed
as STPA does not include the process.

The discussions above highlight our contribution to fulfilling sub-objectives II. This con-
tribution may help the stakeholders to have an efficient argument on selecting a particular
integration type. Nevertheless, it would still be challenging to adopt a system beyond the
conditional independence concept even if a solid argument has been presented. One of the
main reasons is the fear of the unknown unknown that accompanies the complex system.
Also, the oil and gas industry, specifically, has been scrutinized heavily in the past few years
due to major safety and environmental accidents offshore. Therefore, it would be consid-
ered too risky to go beyond the known safe areas, resulting in a pragmatic approach for the
designs and operations.



CHAPTER 6. KEY RESULTS AND CONTRIBUTIONS 52

Figure 6.6: Comparisons of loss scenarios for system with different integration level.

6.4 Contribution IV – Effect on risk

The fourth contribution is about topic IV – effect on risk. The detailed problem statement
and scientific approaches are discussed in Gap IV (see section 3.4), research question IV in
section 4.1.4, and article IV [94] respectively. Research dataset II [95] has been published
as supporting documents. The contributions from the article are discussed in the following
subsections. They also highlight how the contributions lead to achieving sub-objective II.

6.4.1 Improvement of a modelling approach for STPA’s loss scenarios based
on finite-state automata modelling type

The model is called STPA-FSA (finite state automata) and is an improvement from early work
by Zhang et al. [83]. We propose several modelling patterns that can standardize the mod-
elling approach. The modelling patterns help the user on reducing the modelling uncer-
tainty. The modelling patterns are based on combining a generic failure model for the safety
system (see Figure 6.7a) and the hazardous event model based on the scenarios from STPA
(see Figur 6.7b) as FSA models. The combination is theoretically supported by Jin et al. [96].
The model is simulated through Monte-Carlo simulations to obtain the frequency of loss
scenarios. Validations of the model have been performed by comparing it with the Markov
model.

It is expected that the contribution helps to characterize quantifiable aspects of the sce-
narios better. Therefore, this contribution fulfils the sub-objective II on the suitable methods
to support the safety demonstration process.

6.4.2 Discussion on the model capability to address dependency

In the STPA-FSA model, the dependency captured by STPA is represented through logical
operators (e.g., AND, OR, IMPLY, or NOT). This would allow the modelling of combinations
of dependent causal factors that may present in the loss scenarios. This approach ensures
that the benefits of STPA for identifying complex loss scenarios are not lost during the quan-
tification process.
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(a) Generic state transition model for hardware
failure.

(b) Generic state transition model for hazardous
event from STPA.

Figure 6.7: Example of generic model in STPA-FSA.

Figure 6.8: Example of sensitivity analysis results.

6.4.3 Model’s capability to identify unnecessary requirements

STPA-FSA framework could be improved further. Simulations managed to reveal unneces-
sary requirements represented by zero frequency. This finding indicates that the STPA’s loss
scenario analysis process is disjointed. It should be noted that improvement of the STPA
process is necessary to increase the efficiency of analysis.

6.4.4 Identification of the proposed model limitations when compared to
the available modelling approaches

One main challenge on the quantification is the unavailability of field data, especially for
novel technology. A technology qualification program would be necessary to gather more
information. This challenge, however, is common to all other quantification processes. The
remaining uncertainties should be managed to improve our confidence in the results. For
example, sensitivity analyses (see result example in Figure 6.8) can be performed to identify
the magnitude of deviations from these uncertainties. Another disadvantage of STPA-FSA
is that non-quantifiable scenarios not captured by the process will require different treat-
ment methods beyond the scope of our article, e.g., by following the IEC 61508 systematic
approach.
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Figure 6.9: Example of safety argument.

6.5 Contribution V – Safety argumentation

The fifth contribution is about topic V – safety argumentation. The detailed problem state-
ment are discussed in Gap V (see section 3.4) and research question V in section 4.1.5 respec-
tively. The contributions are obtained through a systematic literature review and discussion
based on logical reasoning. They are aimed to answer sub-objective III and are described in
the following subsections.

6.5.1 Clarification for the safety argumentation concept

The ultimate goal of a safety demonstration is to prove that a system is safe. As discussed
earlier in section 3.3, the safety argument concept could support the safety demonstration.
Figure 6.2 shows the updated argumentation concept based on the PhD project’s result. Fig-
ure 6.9 shows an example implementation of the concept through the use of safety require-
ments. The argumentation shall have a hierarchical structure, with multiple sub-safety ar-
gumentation structures to support the main requirement. When the technology is novel
with limited information, the sub-structures are developed for every requirement obtained
from the hazard analysis process. Comparatively, when the technology is mature, the stan-
dardized prescriptive requirements may be used as an alternative. This requirement can be
proven by presenting evidence of compliance, e.g., the safety demonstration report.

STPA is the recommended hazard analysis method for identifying complex scenarios that
may be present in the UC 2 or the technology involving software-intensive systems in gen-
eral. The link between the proposed method and the relevant safety lifecycle phases is pre-
sented in Figure 6.10. It is shown that the proposed methods are mostly STPA-based meth-
ods. The reason is due to the results of contribution II, which affect the development direc-
tion of the safety demonstration framework. Nevertheless, this recommendation does not
make the other hazard analysis methods obsolete. On the contrary, the intention is to fit the
other methods depending on the need for the novel technology. For example, if the novel
technology changes how the process works, HAZOP may be the most suitable method to de-
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Figure 6.10: Linking the proposed methods with the safety lifecycle.

rive requirements. This consideration should always be made when developing the plan for
a safety demonstration.

The solution-specific safety requirements obtained from the hazard analysis process sho-
uld be categorized based on the safe design principles. This categorization ensures that the
new or different design solutions that affect one or more principles could be compared with
the current technical solutions. For example, the integration concept in UC 2 affects the
safety vs complexity and segregation principles. As discussed earlier, integration is not com-
pliant with the prescriptive requirements from the local regulations. However, since the in-
ternational standards may allow integration, it is the job of the developer to demonstrate that
the integrated system could still fulfil the segregation principle through alternative methods,
e.g., logical separation in software. Successful safety demonstration of the integration con-
cept may increase the regulator’s confidence with the technology the prescriptive require-
ments may be updated.

The type of evidence for a complex system would still follow the classification by [68].
However, the difference is in how the evidence is generated. For example, STPA-FSA has
been developed as an alternative modelling approach to proving the hardware safety in-
tegrity during the realization of the safety system phase. STPA-FSA could supplement the
current modelling approach such as the Boolean and finite state automata models. Though,
similar to hazard analysis, selecting a modelling approach should still depend on the sys-
tem’s characteristics to avoid overcomplicating the process.

Assumption management is vital since it set the boundary of the evidence relevance
with the requirement. When parts of the technology are revised, the generated evidence
may become irrelevant, and re-assessment is necessary to maintain the system’s safety. It is
important since the experience, e.g., with the Bhopal disaster [97], shows the catastrophic
consequence of the engineer’s negligence on the safety management process. This can be
forewarned, for example, by performing sensitivity analysis to understand the magnitude
of deviation in the assumptions. Hence, prioritization could be made when performing the
re-assessment of the safety arguments.

6.5.2 Relevance assessment for the available methods in the framework

STPA, in specific, is still lacking additional processes to fit with the safety argumentation
concept. STPA focuses on having a comprehensive perspective of the systems. However, it
does not have any risk assessment process yet, making objective comparison and assess-
ment more difficult. Research [60, 61] has been done to include the risk assessment process
for STPA. The results are promising, indicating that STPA with risk assessment is now more
comparable to the traditional hazard and risk analysis methods and can be recommended as
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part of the safety lifecycle process. Due to this reason, it would be recommended to include
the risk assessment process of STPA to increase its suitability to the safety lifecycle.

6.5.3 Remaining aspects of safety argumentation concept

Due to limited information on the technological implementation for the integration con-
cept, it was not possible to conduct in-depth research on the software and systematic safety
integrity aspects in this PhD project. For a complex system, both software and systematic
safety integrity would be more critical since complexity affects how interactions occur in the
system.

This PhD research did not go deeper into the investigation of the argument and the jus-
tification of the argument. It is because arguments could only be made according to the re-
quirement and the available evidence. Since the research focuses on high-level requirements
without any information on the implemented system technological solutions, precise details
are unavailable. However, it is still valid to conclude that including new methods would still
align with the safety life cycle since they are developed with the process in mind. Hence, the
requirements, evidence and assumptions could still be linked through logical deduction and
reasoning.



Chapter 7

Summary and Recommendations for
Further Work

This chapter starts by summarizing the PhD project contributions and the conclusion of this
PhD thesis in section 7.1. Further considerations are presented for the future directions from
this research in section 7.2.

7.1 Summary and Conclusion

This PhD has carried out research, which recommends methods and approaches to support
the safety demonstration process. This has been done by focusing on the novel technology
implementing integration between the control and safety systems within the scope of func-
tional safety. This PhD project is part of the Safety 4.0 project and is associated with SUBPRO,
allowing close collaborations with the industry. This collaboration ensures high project’s
quality and significance. The research direction is established based on the industry’s stan-
dards and best practices while focusing on the remaining industrial challenges, especially
safety demonstrations.

We first clarified the safe design principles used to derive the industrial requirements for
technology. These principles are checked against IEC 61508 as the recommended standard
used in the industry. Then, we identified STPA as the recommended method for hazard anal-
ysis of complex systems. This conclusion is based on various factors, including discussing
the method’s approach, modelling coverage, and analysis capability. These factors are es-
sential to ensure that the complex behaviour of the system can be captured and managed
during the risk management process. Afterwards, we developed a quantitative modelling
approach to assess the risk of the hazards. These are useful for assessing the importance of
every scenario in more detail and allows an objective decision-making process. We finally
compile all of the results as safety argumentation concepts and clarify how they fit within
the framework for a safety demonstration.

Case studies have been performed on a case by case basis to exemplify how the devel-
oped methods could be used, mainly our study case, UC 2 integration of process control
and safety. The integration is applied to a subsea processing system, specifically a subsea
gas compression system that we developed based on discussion with industry experts and
information from international standards. The results indicate the practicality of the pro-
posed methods.

The overall implications of this PhD project results for the industry are that the engineers
can utilize the recommended methods and approaches for performing safety demonstration
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of novel technology. This is based on the safety argumentation concept with the support of
the new STPA-based methods. However, this can still be a challenge for the industry partners
since the methods are significantly different from the traditional methods currently used in
practice. Thus, implementation of the proposed methods would require close accompa-
niment by experts to achieve the intended results. Furthermore, this process may require
additional investments in personnel and time. As a result, the different practical application
aspect of the proposed method, i.e., work process efficiency, is still in question. Therefore,
further works are necessary to complement the framework.

7.2 Recommendation for Further Works

This thesis is complete only within the scope of the PhD project. However, the project has
a limited duration, and the research topic in safety demonstration is vast and distinctive.
Therefore, claiming that the work is finished is impossible. Instead, in this section, I guide
the future work on the framework proposed in this PhD thesis. More detailed discussion on
future works for each contribution has been discussed in the attached articles separately.

7.2.1 Generic application of the framework

The framework for the safety demonstration process is developed with the use cases from
the subsea oil and gas industry. The key features of the novel technology are novelty and
complexity. These features are common to many systems across the industries. Consider-
ing that the concept of functional safety in IEC 61508 is generic, it should be possible to
use the framework in another industry. However, we had spent a significant effort focusing
on the specific safe design principle of the use cases, i.e., integration. Theoretically, the pro-
posed framework could still work for other safe design principles. However, this has not been
proven. Therefore, for future work, a pilot study on other systems with different characteris-
tics would be useful to verify and validate the proposed frameworks.

7.2.2 Uncertainty management of the results

All hazard analysis methods, including STPA, are performed based on the current contextual
assumption. Hence, there is a risk for unknown unknowns due to uncertainty in the assump-
tions and the system’s modification. Sensitivity analysis has been performed whenever pos-
sible to manage the uncertainty. Nevertheless, it is not exhaustive since it is not performed
systematically. Therefore, there is a need to investigate a method for managing uncertainty
in the hazard analysis results, e.g., identifying the risk of deviations in the assumptions.

7.2.3 Management of software and systematic safety integrity

As discussed earlier in Section 6.5.3, the software and systematic safety integrity aspects for
the complex systems have not been covered during this PhD. The reasons are the limited
technical details and the starting point of the research, which is from a high-level perspec-
tive. I have mentioned that complexity would lead to more software and systematic failures
as causal factors. Hence, it would be necessary to clarify how it can be included in the safety
demonstration process. Furthermore, it would be necessary to have the actual technology,
not just a concept, to propose a tailored method for verifying the safety of the complex sys-
tem.
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7.2.4 Testing of the safety argumentation concept

Similar to the previous subsection, the arguments and the justification for the safety argu-
mentation concept has also not been covered during this PhD. However, this is because of
the different focus of this PhD, which focuses on developing the methods and proposal of
the framework, not on the formulation of safety arguments. It is known that a safety argu-
ment typically ends in a large safety argumentation model with interdependencies in the
evidence, assumptions, and sub-structures. When the systems become too large, the net-
work in the structure becomes complex, leading to difficulty in checking the consistency of
the structure. A pilot study is required to identify the new problems caused by this complex
structure.
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When new technologies are introduced to safety systems, they may raise some new discussions and clarifications 

about established practices. IEC 61508 represents a general framework which may apply to all electrical/ 

electronic/programmable electronic (E/E/PE) novel technologies aiming for safety-critical applications. At the same 

time, it is important to handle issues of inconsistency between the new concepts and sector-specific standards and 

guidelines that give more specific requirements to how the technical solutions shall be realized. An important 

starting point can be to clarify the governing principles of safe design philosophies, beyond the detailed clauses, in 

order to guide the discussion when new technologies require new design philosophies (e.g. on how to achieve the 

fail-safe function). When technical solutions are novel, it is also important to acknowledge the importance of a safe 

design process for building confidence to the solution. So, it can be of interest to discuss the role of the safe design 

process to reduce uncertainty associated with the performance of the new technical solution (e.g. battery instead of 

spring). This paper is intended to contribute to the foundation theory for safe design of novel subsea technology in 

the Safety 4.0 project, a research-based joint industry project which aims to develop a safety demonstration 

framework for the novel subsea technology. 
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1. Introduction 

Many industries rely on the adoption of new 

technologies to improve performance of existing 

systems, reduce costs, or accommodate new ways 

of operating. At the same time, these technologies 

represent a risk, both financially and potentially 

from a safety point of view, as there is no or 

limited experience about the performance. A 

technology qualification programme (TQP, e.g. in 

DNVGL-RP-A203 (2017) and API RP 17N 

(2017))  is therefore normally initiated to ensure 

that the risk is reduced to an acceptable level.  

In the qualification of new technologies, it is 

important not to consider the system in isolation, 

but also the interaction with other systems.  For 

example, a new safety system may need to 

interact adequately with other risk reducing 

measures. When technologies involved rely on 

electrical/electronic/programmable electronic 

(E/E/PE) components, the target is to ensure 

functional safety of the system. The term 

functional safety has been introduced in standards 

on E/E/PE safety-related systems, like IEC 61508 

(2010) and its sector-specific standards, IEC 

61511 (2016) for process industry and IEC 61513 

(2011) for nuclear power plants. Ensuring 

functional safety becomes of paramount 

importance before putting the technology into 

operation and must be an integral part of the TQP. 

When introducing new technology, trade-offs 

need to be made between the TQP, generic 

standards and sector-specific standards before 

qualifying the new technology for operation. 

However, a dilemma arises when the new 

technology clearly uses different technical 

solutions than the one specified in the sector-

specific standards (e.g. battery instead of spring 

for fail-safe function of a shutdown valve). It is 

important to handle issues of inconsistency 

between the new concept and the affected 

standards and guidelines to ensure compliance of 

the new technology. 

There are two key questions to be asked during 

a process of demonstrating functional safety: 1) 

What are the functional safety and safety integrity 

requirements in light of the hazards and risks that 

the systems need to control? 2) What 

approach(es) are suitable for providing sufficient 

evidence of compliance (safety demonstration)? 

IEC 61508 specifies goal-oriented requirements 

where the users shall define their own acceptance 

criteria and approach to demonstrate the safety 

integrity of the system. It does not prescribe 
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specific technical solutions for compliance but 

only mentions the required safe attributes of the 

system. While these goal-oriented requirements 

allow creativity for new technology design, it 

affects the required time and resources for the 

safety demonstration process if we do not have 

relevant tools at hand. 

Attempts to handle both the issues of 

inconsistency and compliance have been ongoing 

research for quite some years. Some researchers 

have developed approaches for qualification of 

new technologies and standards  focusing more on 

the process (Lundteigen et al. 2009, Sabetzadeh et 

al. 2013), while some others focus more on the 

safety demonstration aspect of new technology 

(Nair et al. 2015, Bolbot et al. 2019). 

In this paper, we want to start from a different 

perspective by clarifying the principle of safe 

design, beyond the detailed clauses in the 

standards, in order to guide the discussion when 

new technologies require new design 

philosophies (e.g. on how to achieve a fail-safe 

solution). Several researchers have proposed their 

own classification for the safe design principle.  

Most of them define the terms differently and end 

up with definitions that actually explain either 

(one or a combination of) the aim, context, 

principle, and/or attribute of safe design (Hussey 

and Atchison 2000, Sharma 2017, van de Poel and 

Robaey 2017).  It is only Drogoul et al. (2007), to 

the best of our knowledge, that started by defining 

the meaning of each aspect clearly and classify the 

findings associated with them. The paper has 

identified seven high-level safe design principles 

from five industry domains: railway, air traffic 

management, aircraft, process industries and 

automobile.  These issues are elaborated further in 

the latter section.  

Although, the principles may be regarded as 

general, it is interesting to see how they are 

adopted by IEC 61508. The main objective of this 

paper is: (1) to analyse the implementation of safe 

design principles by Drogoul et al. (2007) in IEC 

61508 and (2) to identify the practical implication 

to the design of novel subsea technology as a 

study case.  

The paper scope is limited to the design phase 

of system according to IEC 61508. However, 

functional safety also includes aspects of system 

development not covered in this paper, including 

risk analysis, implementation, operation and 

maintenance, and functional safety management. 

This paper has been developed as contribution 

to the foundation theory in the Safety 4.0 project. 

Safety 4.0 is a research-based joint-industry 

project that aims to develop a framework (work 

processes, methods and tools) for standardized 

demonstration of safety for novel subsea 

technologies, applicable to and tested on a number 

of industry-relevant use cases (DNV GL 2019).  

The remainder of this paper is organized as 

follows: literature study for safe design and the 

identified safe design principles are presented in 

Section 2.  Section 3 starts with an explanation of 

our methodology which is followed by a 

discussion of the analysis result of the 

implementation of safe design principle identified 

in IEC 61508.  Section 4 presents a study case on 

safe design of novel subsea technology.  Finally, 

the paper is summarized with a conclusion and 

proposes a way forward in Section 5. 

 

2. Safe Design 

2.1 Aim and definition 

The problem with defining the term “safe design” 

is that both the identified terms and the definitions 

in the literature are so diverse that it makes it 

difficult to generalize its meaning. Some of the 

identified terms include: safe architectural design 

(Hussey and Atchison 2000), safety in design 

(Drogoul et al. 2007), safety system design 

(Sharma 2017), safe by design (van de Poel and 

Robaey 2017), system resilience (Zhu et al. 2016), 

and inherent safety design (CCPS 2012). Some of 

the definitions are:   

· Design of the implemented system to minimize 

the occurrence of system failures (Hussey and 

Atchison 2000). 

· Safety methods employed to protect against or 

mitigate harm or damage to personnel, plants, 

and their environment to reduce risk in a 

system (Sharma 2017). 

· The process of designing attributes and 

features into a design that enables its 

implementation to achieve the required level of 

safety (Drogoul et al. 2007). 

A basis for suggesting a classification for these 

definitions is to investigate the aim of safe design.  

In general, safe design employs a risk-based 

approach. Risk is used as a measure due to the 

definition of safety as “freedom from 

unacceptable risk of harm” (IEC 61511 2016). For 

example, inherent safety design aims specifically 
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to remove the risk of hazards by using a 

systematic approach to eliminate identified 

hazards (e.g. changing the chemical property) 

(CCPS 2012). The safe by design approach covers 

a more comprehensive risk management process 

in an attempt to avoid the expected hazards (van 

de Poel and Robaey 2017). The ineradicable risk, 

due to the required process and/or technology, 

needs to be reduced by reducing likelihood and 

consequence of the hazardous event. 

System resilience is another concept that has 

some overlaps with the aim of safe design. System 

resilience focuses on the need to handle all 

hazards, including identified, omitted, and/or 

unforeseen hazards (that are not identified by the 

risk analysis process). The focus of resilience is 

the system ability to recover to normal operation 

in a short time (Zhu et al. 2016). Resilience may 

be built into the system by different measures, for 

example error recovery in software. This measure, 

however, has the limitation that it is always 

predetermined within the context of design 

(Hussey and Atchison 2000). For example, during 

power shutdown, we may program the software to 

move the system into a predetermined safe state. 

However, the software cannot confirm whether 

the initial premise of safe state is true (or not) and 

whether the safety purpose has been achieved 

since it does not have the ability for creative 

thinking that a human has. 

To conclude, the aim of safe design is (i) to 

eliminate/reduce the risk of hazards during the 

design phase to a tolerable level and (ii) for 

omitted or unforeseen hazards, the system should 

have the capability to recover to normal operation. 

The definition by Drogoul et al. (2007) is 

deemed to be the most suitable in light of our 

discussions above. The authors have introduced 

three additional terms to support their definition 

(Drogoul et al. 2007): (i) context: the boundary of 

the intended operations as assumed during the 

design, (ii) principle: the general intention of 

implementing the required attributes, and (iii) 

attribute: interpretation of requirement as a 

feature of system. It includes various aspects of 

man, technology and organization. 

The output of design activity is a product that 

satisfies the required context (function, 

performance, environment, etc.). The product of 

safe design will have one (or several) safe 

attribute(s) that work within the context of design 

and satisfy the safe design principle. 

 

2.2 Safe design principle 

According to Drogoul et al. (2007), there are 

seven safe design principles: (i) two levels of 

design, (ii) strategy against failures and errors, 

(iii) safety vs. complexity, (iv) modularity, (v) 

segregation, (vi) documentation, and (vii) 

demonstration of safety. Fundamentally, Drogoul 

et al.’s safe design principles can be classified into 

three categories: (1) how the system is built safely 

(by implementing safe attributes), (2) how to 

select “safer” technical solutions (given the 

recommended safe attributes), and (3) how safety 

of the technical solution can be justified. 

Principles (i) and (ii) relate with the first 

category which is to specify safe attribute 

requirements of a system. Principle (i) “two levels 

of design” means that the selected  design should 

have a high-level architecture and a detailed 

architecture of the system. High-level architecture 

includes the minimum required information (e.g. 

hardware, software, high-level function and 

expected performance) for communication 

between stakeholders. The detailed architecture 

specifies the functional realization by every 

technical solutions and interactions between 

system and/or subsystem. Principle (ii) “strategy 

against failures and errors” means that the 

designer acknowledges the possibility that the 

system may fail. It is necessary to prepare for 

countermeasures against failure by incorporating 

safe attributes such as fault detection, fault 

tolerance, fault response and fault recovery during 

different operational modes. Fault detection 

means that system needs to have capability to 

detect failure. Fault tolerance means the system 

has ability to tolerate failure up to a certain level. 

Fault response means that when the system fails, 

the appropriate response to ensure safety of the 

overall system needs to be defined. Fault recovery 

relates to the procedure to recover from a fault 

state to a working state. 

Principles (iii), (iv), and (v) relate to the second 

category which ascribes the premise of technical 

solution choice for every safe attribute. Principle 

(iii) “safety vs. complexity” means that there is 

always a trade-off for every design solution 

regarding the safety performance and the 

complexity of the design that need to be made. 
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Principle (iv) “modularity” encourages simplicity 

and minimizes complexity to facilitate integration 

and testing of subsystems. Principle (v) 

“segregation” attempts to increase fault tolerance 

of the system and reduce complex interaction 

between system and subsystem. 

Principles (vi) and (vii) relate with the third 

category which describes the need to justify every 

safe attribute. Principle (vi) “documentation” 

means that all decisions made regarding the 

solution during the design process, including the 

arguments and the assumptions used should be 

recorded. This helps the organization in two ways. 

First, it reinforces the trust to the analyst that the 

procedure for safe design has been performed and 

second, it can be used as reference when there is 

need for change (e.g. due to an accident or 

modification request). Finally, principle (vii) 

“safety demonstration” specifies the requirement 

to prove that the designed system can achieve an 

acceptable level of safety integrity. Acceptance 

criteria should be formulated as the target and 

evidence should be provided as support to the 

argument that the system is safe.  

 

2.3 IEC 61508 and safe design 

Functional safety of a system is realized through 

a step-by-step approach called the safety lifecycle 

(IEC 61508 2010). A system, designed according 

to IEC 61508, is called a safety-related system 

(SRS) and is used as safety barrier to achieve the 

required risk reduction. 

IEC 61508 distinguishes between necessary 

safe attributes (using the word “shall”) and 

complementary safe attribute (using the word 

“should”) in the clauses. For necessary safe 

attributes, the users shall demonstrate evidence of 

how they implement the attribute in the system. If 

the evidence is missing or deemed inadequate by 

the assessor, the system is automatically 

considered non-compliant to the standard. 

However, for complementary safe attributes, it is 

up to user discretion whether to implement the 

safe attributes or not. Often several parameters are 

considered (e.g. complexity and cost). 

A comparison of the aim between IEC 61508 

and safe design shows similarity in their risk-

based approach for safety. The only difference is 

the aspect that is considered. IEC 61508 

distinguishes two types of risks to be 

eliminated/reduced: external and internal risks. A 

SRS is designed to either prevent or mitigate 

external risk which is its function as a safety 

barrier. However, a SRS also has the possibility to 

behave in a harmful way (failure, unwanted 

interaction, etc.). In this case, SRS introduces a 

new (internal) risk to the overall system. Internal 

risks of the SRS should be managed to ensure that 

the intended risk reduction is not compromised. 

Comparatively, safe design does not distinguish 

between both risk types. It is because the term 

refers to a more general design process where the 

function of the system is not only for safety. 

 

3. Analysis of the Implementation of Safe 

Design Principle in IEC 61508 

3.1 Analysis scope and approach 

A hypothesis could be made that IEC 61508 also 

employs safe design principles during the 

formulation of each clause. A comparison 

analysis is performed to check the hypothesis. The 

comparison scope is to section 7.2.3 and 7.4 of 

IEC 61508 (2010) part 2 where the clauses refer 

to the design requirement specification and design 

and development of SRS. 

The approach is summarized into three steps: 

(1) identification of safe attributes, (2) 

classification of safe attribute under safe design 

principles, and (3) analysis of the findings. Every 

identified safe attribute is labelled by either 

necessary (N), complementary (C) or necessary 

or complementary (N ǁ C) to denote the necessity 

of each attribute. Afterwards, they are compared 

and classified under the safe design principles by 

Drogoul et al. (2007). Analyses are performed 

separately to each of the safe design principles. 

 

3.2 Results 

The analysis is performed to 72 clauses from IEC 

61508 part 2.  

Principle (i) “two levels of design”. The SRS 

design is formulated based on the safety 

requirements specification. It includes the 

functional and the safety integrity (for 

architectural constraints) requirements. These 

requirements become the basis of the high-level 

architecture of the SRS. Detailed architecture 

information clarifies several things, such as: type 

of required hardware (e.g. E/E/PE) (N), 

realization of function by each element in the SRS 

(N), integration of main and subsystem (N), 

interaction between SRS, operator, and 

equipment under control (N), and system 

behaviour during different operational modes (N). 
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Principle (ii) “strategy against failures and 

errors”. IEC 61508 recommends several safe 

attributes as a strategy to handle internal risk. The 

safe attributes can be classified according to their 

function: fault tolerance, fault detection, fault 

response, and fault recovery. 

For example, there are three safe attributes for 

fault tolerance: hardware specification (for 

environmental conditions and electromagnetic 

immunity) (N), derating of hardware performance 

(C) and redundancy of hardware (N ǁ C). 

Hardware specification is necessary due to the 

context of design. Derating is a complementary 

safe attribute that should be considered as a 

measure to reduce the wear of hardware. 

Redundancy can be either necessary or 

complementary. It is necessary if required from 

the architectural constraint. However, it can be 

complementary if not required for safety but is 

required to ensure the availability of production. 

Safe attributes of fault detection are proof test 

(N) and diagnostics (N). Safe attributes of fault 

response are automatic response to failure (N), 

safe state of both SRS and equipment (N), and 

fault isolation (N). Safe attributes of failure 

recovery are procedures during each operational 

mode (N) and repair (N). 

Principle (iii) “safety vs. complexity”. While 

IEC 61508 does not advocate against designing a 

complex system, it warns about the possibility of 

having unknown faults or mistakes and the 

difficulty to demonstrate safety of the SRS. 

Therefore, the complexity (C) of SRS should be 

in a “manageable” level (although interpretation 

of the term may vary). Requirements for the 

avoidance and control of systematic faults are the 

recommended methods to manage complexity.  

Principle (iv) “modularity”. Modularity in IEC 

61508 refers to two different purposes: (1) to 

define every subsystem and their interface and (2) 

for approval of the design solution. The first type 

(N) is used as an attempt to control complexity 

and prevent the introduction of systematic faults 

in the design process. The second type refers to 

independent (or modular) approvals (C) of the 

SRS (including hardware, software, test, 

programming tools and appropriate language for 

software) that are intended to reduce the 

complexity of system application engineering. 

Principle (v) “segregation”. IEC 61508 uses 

the term independence to cover requirements for 

segregation. We may consider two levels of 

independence: physical (e.g. redundancy (N ǁ C), 

diverse technology (C) and no common parts (C)) 

and functional (e.g. functional diversity (C), no 

common procedures, and application (C)). They 

can be used to achieve fault tolerance of the SRS. 

Independence of the system shall be justified by 

performing common cause failure analysis. 

Independence (C) of the SRS (or element in the 

SRS) is intended to reduce the complexity in 

carrying out system safety lifecycle activities (e.g. 

design, validation, assessment and maintenance).  

Principle (vi) “documentation”. IEC 61508 

demands proper documentation (N) for every 

section (or subsection) in the standard. It is 

required as evidence that the design process has 

been performed “correctly” and checked when the 

management of functional safety is performed. 

Principle (vii) “demonstration of safety”. The 

analysts are required to derive their own 

acceptance criteria for every element of the SRS. 

Examples of criteria are: high-level performance 

(e.g. according to Sklet (2006): effectiveness (N), 

reliability/availability (N), response time (N), 

robustness (N), and condition (N)) and the safety 

integrity (e.g. safety integrity level (N)). Safety 

demonstration (e.g. test (N) and analysis (N)) is 

performed to collect evidence (e.g. 

documentation (N), test results (N), analysis (N), 

and certificates (N)) to support the safety claim. 

 

3.3 Discussion on IEC 61508 

In general, IEC 61508 is aligned with the safe 

design principles for formulation of its clauses.  

Although not explicitly mentioned, IEC 61508 

also regulates the management of external risk 

through the same safe design principles. 

However, it differs slightly on the perspective 

with the principle (ii) “strategies against failures 

and errors”. The strategies mentioned here are to 

manage the internal risks of the SRS to ensure that 

the target (external, from SRS perspective) risk 

reduction is achieved. In a sense, SRS is one of 

the strategies against failures and errors (or 

internal risk) of a process system. 

During the analysis process, one of the main 

challenges is to determine the safe attribute from 

the clauses. The reason is that the definition of 

attribute is very broad, from human (e.g. repair), 

technical (e.g. redundancy), and organizational 

(e.g. procedures). We acknowledge the risk of 
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omission during all parts of the analysis approach, 

and we have tried to ensure completeness of the 

results by performing the approach several times. 

 

4. Study Case 

Safe design is already a practice in several 

industry domains, such as: space (Sgobba et al. 

2009), process (CCPS 2012), and oil and gas 

(Kjellén 2007). For subsea, the safe design 

practice refers to the oil and gas domain which is 

developed with a topside context in mind (Kim et 

al. 2016). Kim et al. (2016) pointed out that, at 

least in Norway, there are gaps in the current 

safety philosophies between topside and subsea 

oil and gas system which may result in overly 

complex and costly design solutions for subsea. A 

study is required to identify the applicability of 

safe design principles for subsea systems. 

One example is a concept involving  

integration of process control and safety (IPC&S). 

The available information collected through 

literature research shows that the IPC&S concept 

is new or unproven (it was proposed in process 

industry domain but is not widely used in practice 

(Gruhn and Cheddie 2006, CCPS 2016)). The 

technology would then be applied for a new 

application area (subsea). Our high-level analysis 

concludes that IPC&S system possibly demands 

new technical challenges (refer to DNVGL-RP-

A203 (2017) table 7-1 “technology 

categorization”). 

In practice, complete separation for subsea 

systems is difficult to achieve due to the presence 

of subtle dependencies at the lower component 

level (e.g. dependencies of physical, logical, and 

location) (DNV GL 2019). However, they have 

been generally accepted due to two reasons: (1) 

The cost required to implement a completely 

separated system is higher than the benefit gained 

and (2) the consequence of failure is system 

shutdown which is considered as a safe failure. 

The IPC&S concept provides opportunities to 

reduce the equipment cost. However, for failure 

consequence, IPC&S attempts to integrate 

components that may introduce new types of 

dangerous failure (e.g. harmful interaction). 

Based on these reasons, an exhaustive analysis is 

required to justify the use of the IPC&S concept. 

 

4.1 System description 

Fundamentally, there are three possible types of 

integration/separation for subsea systems:  

· Complete separation. Two separate 

components are required to perform each 

process control and safety function (e.g.: NOG 

GL 070 (2018)). 

· Physical integration with logical separation. 

Shared hardware is used together with both 

temporal and spatial separation in the software 

(e.g.: IEC 61508 (2010), part 3, appendix F). 

· Complete integration. Both process control and 

safety functions are performed in one hardware 

and software with no logical separation (no 

known standard and regulation in the process 

industry advocates this integration type). 

The study case is a subsea system that 

implements second integration/separation type as 

depicted in Fig. 1 (latter called “IPC&S system”). 

Both process control and the safety system are 

used to protect the same equipment. Integration 

occurs at the subsea electronic modules (SEMs) 

where they implement functional separation on 

the software for both process control and safety. 

The system that is used as reference for (relative) 

comparison is the “traditional system” that 

employs the complete separation solution. 

 

4.2 Findings on the safe design of IPC&S 

Introducing integration to subsea system have 

implications to the implementation of safe design 

principles. The findings from high-level analysis 

of IPC&S system are discussed below. 

Principle (i) “two levels of design”. The high-

level architecture of the IPC&S system can be 

obtained using the current approach in IEC 61508. 

However, problems arise when formulating 

requirements for the detailed architecture. 

Fig. 1. Shared controller concept for subsea system     
(*: Physical integration of hardware with functional 
separation of software). 
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Integration introduces new hazard types due to the 

possibility of harmful interaction. The current 

approach, stemmed from chain-based accident 

models (e.g. FMECA and HAZOP) is not suitable 

to discover this problem (Kim et al. 2018). An 

approach that takes both systemic perspective and 

the effect of interaction is necessary. 

Principle (ii) “strategy against failures and 

errors”. Due to hardware integration, failure of 

one SEM will reduce the hardware fault tolerance 

(HFT) to zero (failure of the other SEM will result 

into direct shutdown of both process and safety 

system). From safety point of view, HFT of 0 is 

acceptable for the SEM up to a certain SIL level 

(depend on safe failure fraction). However, the 

redundancy is sometimes required for availability. 

One alternative to compensate for this is by 

increasing reliability and/or retrievability of the 

SEM. However, the cost incurred can be high. 

Additional analysis should be performed to 

identify the cost-effectiveness of the strategy. 

According to IEC 61508, functional separation 

within the software part shall be tested since there 

is a possibility for either conflicting requirements 

or uncontrolled interactions between the process 

control and the safety function. It could affect 

both fault detection and fault response of the 

IPC&S system. 

When the IPC&S system needs to be restarted 

(e.g. due to failure, power loss, or after executing 

the safety function), a procedure should be 

prepared to ensure that failure recovery process is 

able to return both the IPC&S system and the 

process to a working condition. 

Principle (iii) “safety vs. complexity”. There is 

a trade-off between the complexity of physical 

architecture, which decreased due to reduced 

components number and the complexity of the 

realization of the function, which increased due to 

functional separation in software. Software itself 

has inherent complexity (Leveson and Weiss 

2009). It is difficult to justify whether the 

traditional system or the IPC&S system has better 

safety than the other. It is reasonable to identify 

the potential unsafe behaviour and focus the effort 

to manage this problem. 

Principle (iv) “modularity”. It is required to 

clarify how the subsystems interact with each 

other, especially between integrated components 

and their directly related components. However, 

modular test of each subsystem may be 

insufficient. Integrated test should be emphasized 

to check the possible behaviour of the system 

(although it should also be acknowledged that test 

cannot reveal all possible system behaviours). 

Principle (v) “segregation”. The IPC&S 

system employs the functional separation 

concept. As discussed earlier, analysis and test are 

required to ensure that the isolation between both 

functions can be achieved. 

Principle (vi) “documentation”. The 

documentation process is similar as for traditional 

systems. The increased number of measures and 

requirements of the IPC&S system requires more 

exhaustive documentations. 

Principle (vii) “demonstration of safety”. The 

general premise of the recommended methods for 

allocation of performance target is that, if the 

IPC&S system has multiple protection layers (e.g. 

process control and safety), they should be 

independent of each other. However, dependency 

within the IPC&S system nullifies the premise of 

independent protection. Two things need to be 

done: (i) development of a new allocation 

approach that considers dependency between all 

protection layers, (ii) propose a method to 

quantify the dependency between both systems. 

One of the required evidence for safety 

demonstration of IPC&S systems is the 

dependency effect to overall system risk. Most of 

the evidences are obtained via qualitative analysis 

which is difficult to justify (by measures for 

avoidance and control of systematic failure). 

Hauge and Hokstad (2006) proposed to use expert 

judgement to approximate the contribution of 

systematic failure to the overall system risk. 

However, it is not known to be widely used in the 

industry, presumably due to the possibility of bias 

(e.g. due to subjectivity and experience). 

Quantitative analysis is only limited to the 

dependent failure analysis (e.g. common cause 

failure). Further work in both qualitative and 

quantitative aspects are required to justify the 

safety claim of an IPC&S system. 

 

5. Conclusion 

In this paper, a clarification has been made to the 

term safe design and on how IEC 61508 

implements the safe design principle in its 

clauses. However, based on high-level analysis, 

several practical implications arise when trying to 

implement the safe design principle for the study 
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case IPC&S system. The discussions in section 

4.2 become our inspiration for future research. 
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STPA is the better choice over FHA. Insights are obtained to align both STPA and FHA methods with the broader topic
on risk management, that is, hazard analysis method improvement, cautionary thinking, uncertainty management, and
resilience management.
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Introduction

When novel technologies involving more electronics
and programmable systems are developed to increase
the efficiency and safety of a system in the industry, it
may lead to more complex interactions of hardware
and software, with failure modes that are difficult to
foresee. Failures may not only stem from component
failures, but can also be systemic due to unintended
interaction of component and functions.1,2 Hence, it is
important to select suitable analysis tools to identify
possible ways in which the system might fail, including
systemic failures. Many sectors rely on IEC 615083 to
qualify novel Electrical/Electronic/Programmable
Electronic technology for systems that are critical for
ensuring industrial facilities’ safety. According to the
standard, a hazard analysis process is necessary before
the system can be qualified for operation.3–5

A good starting point before selecting a hazard anal-
ysis method is to define the relevant terms. Hazard is
defined as a source of danger that may cause harm to an
asset.6 A hazardous event is the point at which control

of the hazard is lost.6 The event involves interaction
between the hazards and the contextual conditions (e.g.
environmental state or human activity). Hazard analy-
sis is a process to identify hazards, hazard conse-
quences, and the causal scenarios (or factors) leading
to the hazards.5 Management of such hazards (e.g. by
prevention or mitigation) may result in additional sys-
tem requirements that might affect its design, opera-
tion, and maintenance activities.3,7

If the hazard analysis methods are to be applied to
novel technologies, they must have several
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characteristics. For example, the methods should be
suitable for analyzing functions, rather than their reali-
zation. This means that the analysis should consider
the expected (or specified) behavior that may harm the
system, rather than the actual behavior since many of
the realization details are abstract.4–6,8 Also, the
method should facilitate a systemic approach,1,9

whereby the system elements and the implication of
their interactions are revealed at the system level. Last,
the methods should allow for a structured approach to
producing new design and operation requirements
based on hazardous scenarios.10 The purpose is to inte-
grate the hazard analysis results in the system develop-
ment process. Based on the above-described
characteristics, we identified several alternative meth-
ods of hazard analysis: Preliminary Hazard Analysis
(PHA), Functional Hazard Analysis (FHA), Software
System Failure Mode and Effect Analysis (SSFMEA),
Hazard and Operability study (HAZOP), Systems-
Theoretic Process Analysis (STPA), and Functional
Resonance Analysis Method (FRAM).1,2,5,11 Some of
these methods have been advocated as part of the
sector-specific standards, including aerospace industry4

(FHA), automotive industry12 (HAZOP), and process
industry13 (PHA and HAZOP). STPA and FRAM are
relatively recent hazard analysis methods that have
attracted wide attention.14–16 STPA has recently been
recommended in ISO/PAS 2144817 to ensure the safety
of the intended functionality of autonomous vehicles.
Variants of the above-described methods are not
explored further in this paper (e.g. control-HAZOP is
considered HAZOP). The only exception is in
SSFMEA, which is a system-based analysis, whereas
the original Failure Mode and Effect Analysis (FMEA)
is a component-based analysis.

The long list of hazard analysis methods makes the
selection for the most suitable method a challenge. The
main objective of this paper is to analyze and compare
the hazard analysis methods based on the characteris-
tics mentioned above. The goal is to select and, where
needed, improve the best method for hazard analysis of
novel technology. The objective comprises the follow-
ing three research questions:

RQ1. How do the selected hazard analysis methods
identify the same or different functional
hazards?

RQ2. How do the selected hazard analysis methods
provide a systemic perspective on the system
for analysis?

RQ3. What are the main differences between the
derived safety requirements?

The remaining part of this paper is organized as fol-
lows. The next section provides a review of the list of
hazard analysis methods and the preliminary selection
made to limit the comparison process into two methods
based on the derived characteristics. The methodology
section describes the approaches to answer the research

questions and includes the procedures for hazard analy-
sis. The case study section describes the example from
the oil and gas industry to demonstrate the two meth-
ods’ capability. This is followed by a presentation of the
results of the analysis and discussions on the findings.
Section overall implication contains our recommenda-
tions and the implications for other subject areas. The
final section concludes the finding in the paper.

Review of the hazard analysis methods

We reviewed the hazard analysis methods to limit the
number of methods to be considered for further analy-
sis into a maximum of two. We identified two attributes
that capture the methods’ functional and systemic char-
acteristics: the ability to capture the undesired func-
tional behavior and the linearity of the utilized accident
model. The requirement generation characteristic
requires an in-depth understanding of the methods’
results. Hence, it was not considered suitable for inclu-
sion as part of the preliminary review.

Ability to capture the undesired functional behaviors

During operation, the actual behavior of functions may
deviate from expectations. Examples of the functional
behavior are the realization of function (e.g. activated,
not activated, when needed, not needed, as required,
too short, or too much) and the function timing (e.g.
correct, early, or late). The undesired functional beha-
vior needs to be assessed according to the context (e.g.
where and when it may occur) to be classified as a func-
tional hazard.

All methods have different procedures to identify
hazards (e.g. the required inputs, the process, and the
outputs10). Some methods might have influenced each
other during decades of development, resulting in sub-
stantially similar hazard identification procedures. For
example, PHA was designed to analyze broader types
of hazards, including energy source, functional, opera-
tional, component, material, lesson learned from other
systems, undesired mishaps, and failure modes.5 These
hazards are captured through the use of a checklist.
PHA is designed to be a preliminary analysis and has
extensive coverage. The results of the analysis per-
formed using the method suffer from the lack of depth,
and therefore additional methods are needed to supple-
ment the process.

Ericson5 recommends using FHA for analysis of
functional hazards because the method utilizes a list of
functional hazard types (e.g. functional failure, operates
incorrectly, and function timing). A variant of FHA
called Functional Failure Analysis (FFA) focuses on
how the function can fail.18 Both of them are deemed
the same method because they utilize a similar func-
tional hazard type list. Many authors also consider
FFA a variant of FMEA known as predictive FMEA,
due to the utilization of the FMEA method.18 The
FMEA method involves systematic checking for
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possible combinations of functions, failure mode types,
and operational mode. In this paper, the term FHA is
used to represent FHA and FFA.

According to Pumfrey,18 both SSFMEA and (soft-
ware) FHA utilize the same procedures to identify
undesired functional behavior. SSFMEA is tailored to
analyze the software’s functional behavior. By contrast,
HAZOP was initially developed to analyze hazard and
operational problems in system design6. HAZOP ana-
lyzes combinations of parameters (e.g. flow or pressure)
and guide words (e.g. more, less, no) to check the possi-
ble deviation from the design intent. STPA regards
hazards as all unsafe control actions (UCAs) performed
by controllers to the system (or controlled processes)
that occur in a specific context.1 Finally, FRAM checks
whether the aggregation (or coupling) of the variability
of all functions in the system may result in an increased,
unchanged, or dampened variability at the system
level.2

Linearity of the accident model

Causal analysis processes for the hazards are developed
based on an accident model. Hollnagel2 states that the
accident models can be classified into three types, based
on differences in their principles of causality: simple lin-
ear models (e.g. the Domino model), complex linear
models (e.g. the Swiss Cheese model), systemic model
(e.g. the Systems-Theoretic Accident Model and
Process (STAMP), and the Functional Resonance
Accident Model). In a simple linear model, the accident
is caused by a linear sequence of causes (e.g. failures,
errors, or organizational problems). Here, the focus is
to provide recommendations to eliminate one cause in
the sequence. In a complex linear model, dependencies
between events may affect the event sequence that
results in accidents. To manage this dependency, the
focus is shifted by strengthening the barriers and
defenses. In a systemic model, the dependencies are not
only due to a combination of events but also due to
complex couplings between interacting components.
An accident can be prevented by controlling the system
state to prevent transition into an uncontrolled (unsafe)
state.1,2

Both the simple linear model and the complex linear
model have been utilized in the causal analysis process
of the hazard analysis methods such as PHA, FHA,
SSFMEA, and HAZOP. Initially, the causal analysis
focuses only on finding the direct root cause of a hazar-
dous event (simple linear model). This approach works
due to the simplistic type of system utilized at the time
(i.e. mechanical or hydraulic system). When the num-
ber and complexity of the system’s components
increase (i.e. electronic system), the interaction or
dependency may become a significant contributor to a
hazardous event. Hence, a complex linear model is then

adopted to the traditional method to increase the anal-
ysis coverage. The shift from utilizing a simple linear
accident model to a complex linear accident model
shows how the methods’ causal analysis process is evol-
ving depending on the system to be analyzed (i.e. sim-
ple or complex).

Recently, the systemic accident model has been
developed to include the different complexity character-
istic of the system. Leveson’s1 and Hollnagel’s2 criticize
of the limited perspective of the linear accident models.
According to them, while dependencies are considered
already in the complex linear model, they still occur
due to combinations of failures. A systemic model
allows for identifying possible harmful interactions
without failure in the system. STPA and FRAM are
the hazard analysis methods that utilize the systemic
accident model

Several comparison analysis results support their crit-
ics. For example, Leveson et al.19 perform a comparison
between STPA and the ARP 4761 safety assessment
process and claim that the former is better for safety
assessment. However, they did not indicate whether this
difference in result is due to the accident model used or
due to the flaws of the methods utilized in ARP4761.
For example, to claim that FHA (part of ARP 4761)
considers only failures during the analysis does not
mean that it is limited to consider component failure as
a cause. It is possible to expand the perspective to the
systemic level and find that functional failure can also
be caused by an interaction problem between two or
more components (without any failure). This argument
shows that the limitation in ARP4761 is not because of
the method but by the accident model’s limitation.

Yousefi et al.15 compare AcciMap, STAMP, and
FRAM. This comparison focuses on the systemic
model and does not discuss the contrast with the linear
model. In another research, Sulaman et al.20 have a dif-
ferent claim. They perform a comparison between
Software System FMEA (SSFMEA) and STPA for a
collision-avoidance system and conclude that neither
method is superior. Some hazards are unique to both
SSFMEA and STPA. They claim that both methods
complement each other. The SSFMEA method that
they utilized focuses more on component failures and
does not have a systemic perspective of the system due
to the bottom-up approach.

The examples above show the systemic accident
model’s advantages over the linear accident model for
causal analysis. This does not mean that the traditional
hazard analysis methods (e.g. FHA) are not as good as
the new hazard analysis methods (e.g. STPA and
FRAM). The shift from a simple linear model to a
complex linear model in the traditional methods indi-
cates that they can apply a new accident model for
improvement. If the systemic model is as better as it is
claimed, research on its application need to be
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performed with the traditional methods. This would
provide users with options to develop the traditional
methods (if possible) or to utilize the new methods.

Method selection

Table 1 summaries the attributes of the reviewed hazard
analysis methods. The varying abilities to capture the
undesired functional behavior make it difficult to dis-
tinguish between each method. Therefore, the method
selection is mainly based on the linearity of the accident
model, with one method for each model. This is also to
verify the claim for the systematic accident model
advantages over the linear accident model. Logical rea-
soning and reviews of relevant literature are performed
to support the decision.

For the complex linear model, PHA, FHA, and
SSFMEA have similar procedures in capturing the
undesired functional behavior, with FHA as the recom-
mended method for analyzing functional hazards.
Comparatively, HAZOP may not be suitable for ana-
lyzing novel technology due to a lack of detailed system
design. Therefore, FHA is selected for the method with
a complex linear model.

For the method with a systemic model, we refer to
the comparison analysis by Yousefi et al.15 He finds
that STPA is more capable of finding hazards systema-
tically as compared to FRAM. We use this finding as
the basis for the selection of STPA in the paper.

Methodology

The research methodology is as follows. First, FHA
and STPA are performed separately on a case study.
The functional list’s input to both methods is con-
trolled to be the same to accentuate the differences
between both methods’ results. It is validated by asso-
ciating each function in the FHA to the function in the
STPA. Both hazard analyses are performed by the
same person (first author). This may introduce subjec-
tivity in the assessment process. Verification is per-
formed by all the authors on the presented results to
reduce the subjectivity. The case study focus is on both
method’s ability to identify hazards and produce
requirements. Therefore we decided not to do a risk
assessment for both methods.

Then, a comparison analysis is performed to answer
the RQ1. A mapping between FHA and STPA proce-
dures is required for the comparison process, which is
described later. The analysis focuses on analyzing the
cause of the similarity or difference of the results from
every step of the hazard analysis methods.

RQ2 is answered by comparing the properties of the
causal scenarios with the system properties. We utilize
the Composition, Environment, Structural, and
Mechanism (CESM) model21 as the reference system
properties. Composition refers to every component that
built the system (e.g. controller, sensor). Environment
refers to the boundary condition in which the system
may influence or be influenced by (e.g. water depth or
temperature). Structure refers to the (physical or
abstract) relation between the components or the com-
ponents and the environment in the system (e.g. com-
munication between components). Mechanism is a
process that describes the behavior of a given compo-
nent, structure, or environment (e.g. interaction in the
software function). According to Wan,22 the CESM
model can aid in investigating systemic behavior (i.e.
emergence). Thus, we can evaluate whether these four
properties in the hazard analysis method can lead to
the identification of systemic causal scenarios.

RQ3 is answered by evaluating the requirements
against the criteria for a requirement. While there is no
consensus on what makes a good requirement, Holt
et al.23 state that these eight criteria should be consid-
ered: (1) identifiable, (2) clear, (3) solution-specific, (4)
have ownership, (5) have origin, (6) verifiable, (7) able
to be validated, and (8) have priority. (1) Identifiable
refers to the ability of the requirements to be traced
back to their cause. (2) Clear refers to the need to have
unambiguous meaning for every requirement. (3)
Solution-specific refers to the application of the require-
ments to a specific system. (4) Have ownership refers to
the stakeholders that need to satisfy the requirements.
(5) Have origin refers to the targeted subjects that need
to follow the requirements. (6) Verifiable refers to the
ability of the requirements to be checked for correct-
ness by the designer. (7) Able to be validated refers to
the ability of the requirement to be demonstrated for
compliance. (8) Have priority refers to the relative level
of importance of one requirement to the other. We
assumed that the above criteria are necessary to form a
requirement that can be utilized immediately for

Table 1. Review of hazard analysis method attributes.

Methods Ability to capture undesired functional behavior Linearity of the accident model

PHA Type of functional hazards (can be expanded to other type of hazards) Complex linear model
FHA Type of functional hazards Complex linear model
SSFMEA Type of functional failures Complex linear model
HAZOP Combination of guidewords and parameters for process condition Complex linear model
STPA Type of unsafe control actions Systemic model
FRAM Aggregation of variability in the function Systemic model
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decision making. Thus, we can utilize them to evaluate
whether the hazard analysis methods can provide such
requirements.

Finally, all the research questions’ analyses results
are discussed at a higher level to conclude the selection
of the better method for hazard analysis of novel tech-
nology. The research’s implication is analyzed accord-
ing to the risk management topic in general, to indicate
the required next step for integration of the method
with the safety assessment process.

The following subsections describe the FHA and
STPA procedures. Modifications are applied based on
the identified literature. Afterward, a mapping of FHA
and STPA procedures is provided for the comparison
analysis process.

Functional hazard analysis (FHA) procedure

FHA procedures have evolved over the years. It seems
that there is no consensus on how exactly FHA should
be performed.4,5,8,24 While there are different wordings
and number of steps in FHA from different sources,
essentially, the procedure includes the following seven
steps:

(1) Describe the system. The system description may
be obtained from the conceptual design and oper-
ation of the system and functional list.5

(2) Model the interactions of the functions. The
model may be constructed based on the func-
tional list. While this step is not recognized as a
separate step in the referred documents, Ericson5

recommends using a model to aid the analysis.
Examples of the modeling methods are the func-
tional flow diagram and Functional Analysis
Structure method (FAST) diagram.

(3) Identify hazards. Hazards may be identified sys-
tematically by checking the combinations between
functions, operational modes, and functional fail-
ure modes.4 The operational modes are obtained
based on the conceptual operational procedures
for each function. The functional failure mode is a
generic list that is defined early before the hazard
identification starts. Examples of functional fail-
ure modes: functional loss, unintended activation,
and incorrect operation.24

(4) Identify consequences. Each consequence may be
identified by checking the possible propagation
effects from the functional hazard to the system
level (e.g. using an inductive method5).

(5) Analyze causal factors (or scenarios). A single (or
a combination of) causal factor(s) may form a
scenario that caused hazards. The causal factors
are based on conceptual design and operation, the
function model, and historical experiences. ARP
47614 focuses on causal factors due to failure. As
argued in the previous discussion, it may be

possible to expand the causal factors’ perspective
into possible scenarios involving multiple causal
factors with no failure. No failure means that the
system has been implemented according to the
specification, but the specification lacks the ability
to handle the scenarios.

(6) Assess risk. The risks for every hazardous event
are assessed from the magnitude of the conse-
quences and the likelihood of every causal scenar-
ios.4 According to Rausand,6 the risk analysis
process for the hazard analysis method may be
qualitative (e.g. utilizing qualitative scale) or semi-
quantitative (e.g. utilizing risk priority number).

(7) Provide recommendations or generate functional
requirements. Depending on the analysis purpose,
it is possible to either directly recommend solu-
tion(s) to prevent/mitigate the hazard or to gener-
ate a functional requirement24 as guidance during
the detailed design process. The first option is pre-
ferable for mature technology with historical
experience. For the conceptual design of new
technology, functional requirements are better as
they do not limit the possible solutions. The func-
tional requirements can be coupled with other
methods (e.g. FTA, FMEA, and common cause
analysis) to derive the non-functional require-
ments (e.g. reliability and safety performance
requirements) as performed in ARP 4761.4

Several researchers8,24 has demonstrated the FHA
for hazard analysis at the system level and find several
weaknesses of FHA. Allenby and Kelly24 argue that the
generic functional failure mode list in step 3 still has a
limitation due to the overuse of incorrect operation
hazard type as the complementary keyword to capture
abstract functional failures. They propose to utilize
HAZOP guide words to obtain more comprehensive
safety requirements.24 Besides, the processes of causal
and consequence analysis are still based on a brain-
storming process that does not guarantee the complete-
ness of the results.5,8 Wilkinson and Kelly8 claim that it
is challenging to discover coupling or dependent failure
causal scenarios using the brainstorming process.

Based on the identified weaknesses above, we made
several considerations for FHA’s application in our
study. First, system modeling was supported by using a
FAST diagram. A FAST diagram depicts the model
sequence and dependency between functions (e.g. main,
supporting, and continuous).25 Each function is mod-
eled as a box with connections to the other functions
and may have different roles in the system (e.g. main
function or supporting function). In the FAST dia-
gram, the right function is the precursor of the function
to the left (a sequence).

Next, HAZOP guidewords (i.e. omission, commis-
sion, late, early, and value) were utilized for a func-
tional failure mode list as recommended by Allenby
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and Kelly24 to have a comprehensive scope for the
analysis.

For causal scenario analysis, we utilized the FAST
diagram and the system conceptual design and opera-
tion. The possible causal scenario was obtained by iden-
tifying the potential agent (or component) performing
the function and its dependency on the next function.
Information from the conceptual design and operation
is used to infer the agent’s (e.g. temperature or pressure)
possible external effect on the system. We decided not
to go too deep into detail to maintain simplicity (e.g.
rotor, stator, or motor shaft failure would be assumed
as one pump motor hardware failure).

We developed a rule for safety requirement genera-
tion to transform the functional failure mode keywords
into functional requirement keywords. The transforma-
tion rules are listed in Table 2.

Systems-theoretic process analysis (STPA) procedure

STPA utilizes system theory and system thinking based on
STAMP. The STPA procedure consists of four steps:26

1. Define the purpose of the analysis

(a) Describe the system. The system description is
based on the conceptual design and operation of
the system and functional list.

(b) Identify System-level Loss, System-level Hazards,
and System-level Safety Constraints. They may be
obtained through a brainstorming process based
on system description and experience from similar
systems.

2. Model the control structure

(a) Identify controller responsibility and process
model. They may be developed based on a system
description. They describe how the controller
responds to new/updated information.

(b) Build the Hierarchical Control Structure (HCS)
model. The model is constructed based on the
functional list, controller responsibility, and pro-
cess model. Every agent in the system (e.g.

controller, controlled process, or supporting sys-
tem) is modeled as a box. Each box may have
connections (modeled as arrows) with other boxes
based on the functions (e.g. control actions or
feedbacks). In the HCS, the controller is an agent
responsible for controlling agents at the lower
hierarchy level.

3. Identify Unsafe Control Actions (UCA)

(a) Identify UCAs. Each UCA may be identified by
checking the combination between control
actions, environmental conditions/system states,
and UCA types. Control actions are obtained
from the controller responsibilities. Environmental
conditions are obtained from the process model.
There are six types of UCA: control action not
provided when needed, provided when not needed,
provided too late, provided too early, stopped too
soon, and applied too long.

(b) Generate Controller Constraints (CC). Each CC
may be generated by transforming the UCA type
keywords into constraint keywords (e.g. not pro-
vided is transformed into must provide).27

4. Identify Loss Scenarios (LSc). Each scenario may
be identified based on every aspect in the control
loop (e.g. controller, sensor, actuator, controlled
process, communication, and environmental
influence).

Several researchers have demonstrated STPA for
analysis of complex systems28–30 and found several
weaknesses of STPA. Due to the attempt to increase the
hazard coverage, STPA suffers from a state explosion
of the number of UCAs to be analyzed.31 Prioritization
is required as follow up to focus the available resource.
Also, the use of STPA is not straightforward since it
requires the analyst to develop an HCS. This may not
be a familiar task for the common practitioner of
hazard analysis.28 Finally, Kim et al.30 also question the
absence of stop criteria preventing the analyst from
going too deep into the details.

Based on the identified weaknesses above, we have
made considerations for applying STPA in our study.

Table 2. Transformation rule from keywords into FHA functional requirement and STPA controller constraints.

Keywords FHA functional requirements STPA controller constraints

Omission/not provided
(when needed)

. . . Must be provided. . . . . .Must provide . . .

Commission/provided
(when not needed)

. . .Must not be provided . . . . . . Must not provide . . .

Provided too late . . .Must work within required time . . . . . .Must provide within required time . . .
Provided too early . . .Must not start working too early . . . . . .Must not provide too early . . .
Stopped too soon – . . .Must provide continuously as required . . .
Applied too long – . . .Must stop providing after the condition changes . . .
Provided wrong value . . .Must be provided correctly . . . –
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First, we did not perform a prioritization for STPA
since it does not conform with the original intent of the
STPA method by Leveson.1 She argues that the main
strength of STPA is to derive a comprehensive list of
safety constraints. Those interested in the risk analysis
process for STPA may refer to the paper by Kim et al.31

Next, we utilized a recommendation by Kim et al.32

when modeling the system. They propose to include the
power supply as part of the control action and include
it for UCA identification. This may avoid the omission
of essential hazards from the analysis. The power sup-
ply was modeled as a supply function with a green
arrow in the HCS model.

Like FHA, we developed a rule to transform the type
of UCA keywords into controller constraints keywords
for controller constraint generation. The transforma-
tion rules are listed in Table 2.

Comparison analysis procedure

The descriptions of FHA and STPA procedures show
that they have different methods and perspectives on
analyzing hazards. However, the core objectives of each
step are similar. For example, step 3 identify hazards of
FHA and step 3 identify UCAs of STPA are processes
to identify hazardous events (or hazards in STPA).
Table 3 shows the mapping of both FHA and STPA
procedures based on each step’s core objectives. The
listed terms for each step of FHA and STPA denote the
different terms used by each method during the specific
phase of the analysis. Table 3 also shows how the pro-
cess of FHA (2a–6a) and STPA (2b–6b) are different.

The mapping of both method procedures allows
comparing the case studies’ results in each analysis step.
The analysis is performed at a higher level to avoid the
influence of technical discussion that may blur both
method’s characteristics and presented in separate dis-
cussions. Specific to the comparison of causal scenarios
and safety requirements, we utilized the previously
mentioned approaches to answer the RQ2 and RQ3.

Case study

The Ãsgard subsea compression system in Norway33

inspires the case study, where two protection systems
(process control and safety) exist independently of each
other. The integration of process control and safety
concept is a novel technology applied as an alternative
solution to reduce the complexity of the physical archi-
tecture.9,34 This concept is part of the use case in the
Safety 4.0 project, where the goal is to develop a stan-
dardized safety demonstration approach for novel sub-
sea technologies.34 This concept may increase software
complexity, thus decreasing the confidence in its func-
tional capability. This case study is deemed as suffi-
ciently complex and relevant for use in our study.

System description

The system process flow diagram is illustrated in
Figure 1. Redundant equipment and utility systems
(e.g. network switches) are not illustrated in the
Figure 1 for simplification. The subsea compression
system consists of a scrubber, a compressor, and a
pump. The system’s goal is to ensure high gas flows
and recovery rates from the well. The liquid mixture
is recovered from the well and goes to the scrubber
for separation. The dry gas is then compressed in a
compressor, while a pump pumps the separated
liquid. Both the dry gas and the liquid are then deliv-
ered to the topside facility for further processing. The
study focuses specifically on the control and safety
mechanism in the pump. A high voltage electronic
power unit is used to power the pump operation.
Here, the Process Control System (PCS) is utilized to
maintain the level of liquid inside the scrubber by
changing the pump’s speed. If the liquid level gets too
low, the gas can go through the pump (gas blow-by)
and cause overpressure downstream.35 The Process
Shut Down system (PSD) is implemented to increase
the pump protection system’s integrity by shutting

Table 3. Mapping of FHA and STPA procedures.

FHA term FHA (Generic) hazard
analysis procedures

STPA STPA term

– System description –

Functional analysis structure
technique diagram

System modeling Hierarchical control structure

Hazardous events Hazard identification Unsafe control action

Consequence
Consequence
identification

System-level loss and
system-level hazard

Causal scenario Causal scenario analysis Loss scenario

Safety requirement Safety requirement
generation

Controller constraints
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down the pump in case of the low-low (a technical
term to describe the low limit for PSD) level detection
in the scrubber.

The PCS loop consists of level sensors, Master
Control Station (MCS), operator, PCS node, driver
controller, and other systems. The level sensor detects
the deviation of process condition and sends the signal
to MCS for automatic logic solver response.
Information from the MCS is also provided to the
operator to see whether manual intervention is
required. Depending on the control loop mode (auto-
matic or manual), the PCS node needs to select the
prioritized response (from either the MCS or the opera-
tor command) to the driver controller for regulating
(increase or decrease) the pump speed.

The PSD loop consists of level sensors, MCS, PSD
node, relay and breaker, operator, and other systems. The
level sensor detects whether abnormal condition occurs in
the system and informs the MCS for automatic logic sol-
ving response. During an abnormal condition, MCS needs
to automatically shut down the equipment by passing
information through the PSD node to relay and breaker
to stop the pump’s power supply. It is also possible to
receive shutdown command from other systems in case of
emergency. In this case, the operator is responsible for
shutting down the power supply directly.

In this system, a physical integration with a logical
separation concept9 is implemented at the Master
Control Station. It means that the PCS and PSD share
the same hardware while separated logically in the soft-
ware architecture. They are designed to work parallel
to each other, with the safety system has higher priority
over the process control system when utilizing the same
hardware resources.

Results

FHA results

The functions of the described system were modeled in
the FAST diagram, as illustrated in Figure 2. The top

path describes the pathway for activation of safety
function while the bottom path describes the pathway
for activation of process control function. Each func-
tion’s operational mode was specified based on the out-
put of the targeted function’s preceding function and
condition. For example, the operational mode of aut.
command pump shutdown function was the output of
detect abnormal level (i.e. normal, low, or low-low) and
the condition of detect pump status (i.e. running,
unknown, or stopped). The complete functional list
and operational mode are listed in Table 4.

Examples of the FHA results for step 3a–5a are pre-
sented in Table 5. The hazard identification process
identified 64 hazardous events from 168 possible com-
binations (between functions, operational modes, and
the failure mode list). Identification of the consequences
showed that 21 HEs might result in Con1 equipment
damage, 40 HEs might result in Con2 unnecessary loss
of production, and three HEs might result in both types
of losses. The causal analysis process identified 206 pos-
sible Causal Scenarios (CaS) associated with the 64
hazardous events (HE).

Safety Requirements (SR) are generated for the func-
tions based on the identified HEs and CaSs. Sixty-four
SRs corresponded one to one to the identified HEs.
The identified CaSs were included in the SRs as gui-
dance during the formulation of prevention/mitigation
solutions. Examples of the SRs based on the HEs listed
in Table 5 are (the SR format is SRId. SR [CaSId].
SRId and CaSId refer to the numbering of the SR and
the related CaS):

� SR001. Stop pump function must be provided
within the required time when there is shutdown
command, and the pump status is running/
unknown [CaS001].

� SR015. Aut. command pump shutdown function
must not be provided when scrubber level status is
normal, and the pump status is running/unknown
[CaS050–056].

Figure 1. Simplified process flow diagram of subsea gas separation and compression to topside facility with the communication
lines for PCS and PSD.
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� SR043. Command change pump output function
must be provided correctly when the priority check
result is to change pump output, and the pump sta-
tus is running [CaS125–126].

� SR048. Aut. pump output change command func-
tion must be provided when scrubber level status is
low, and the pump status is running/unknown
[CaS142–148].

STPA results

The boundaries of STPA analysis were the System-level
losses, System-level hazards (H), and System-level
safety constraints, as listed in Table 6. The equipment
protection system was modeled as an HCS in Figure 3.
The complete list of functions, associated agents, func-
tion types, and process models are listed in Table 4.

UCAs were identified from the combination of con-
trol actions, process models, and UCA types. In total,
out of 134 identified combinations, 56 were classified
as UCAs. Fifteen UCAs might result in H1, 32 UCAs
in H2, and 9 UCAs in H3. Table 6 shows that H1 cor-
responds to L1 (15 UCAs), while both H2 and H3 cor-
respond to L2 (41 UCAs combined). Examples of
identified UCAs are (the UCA format is UCAId. UCA
[HId]. UCAId and HId refer to the numbering of
UCA and H):

� UCA001. Pump motor provides stop pump com-
mand to the pump too late when there is a shut-
down command, and the pump status is running/
unknown [H1].

� UCA015. MCS provides Aut. command pump
shutdown to the PSD node when Scrubber level

Figure 2. FAST diagram of pump protection system.

Table 6. System-level losses, hazards, and safety constraints identified on STPA.

L tag System-level loss (L) H tag System-level hazard (H) SC tag System-level safety constraint (SC)

L1 Equipment damage H1 Equipment operates outside
normal operating condition

SC1 Equipment must be protected from
extreme operating conditions that
can result into damage

L2 Unnecessary loss of
production

H2 Equipment operates outside
optimal operating condition

SC2 Equipment must be operated within
optimal operating conditions

H3 Unintended stop of equipment
when needed

SC3 equipment must be available to
work when needed

Zikrullah et al. 11



status is normal and the pump status is running/
unknown [H3].

� UCA026. Pump motor stops providing regulate
pump output to the pump too soon before the con-
dition there is a command to change pump output,
and the pump is running changes [H2].

� UCA027. Pump motor provides regulate pump
output to the pump too long after the condition,
there is a command to change pump output, and
the pump is running changes [H2].

� UCA044. MCS does not provide Aut. pump output
change command to the PCS node when scrubber
level status is low, and the pump status is running/
unknown [H2].

The control loops associated with every UCA were
analyzed further to identify the Loss Scenario (LSc).
There are 346 identified LScs. Examples of the LScs
are (The format of LSc is UCAId.LScId. LSc. UCAId
and LScId refer to the numbering of UCA and LSc.
UCAId.LScId shows the link between every LSc to the
associated UCA):

� UCA001.LSc001. Local battery as spare power pre-
vents an automatic shutdown of the pump.

� UCA015.LSc093. Problem in the control path
caused by unreliable data from topside
communication.

� UCA015.LSc094. Problem in the control path
information caused by topside communication
failure.

� UCA015.LSc095. Problem in the received informa-
tion caused by unreliable data from subsea
communication.

� UCA015.LSc096. Problem in the received informa-
tion caused by subsea communication failure.

� UCA015.LSc097. Problem in the controlled process
due to PSD node hardware failure.

� UCA015.LSc098. Problem in the controlled process
due to PSD node software error.

� UCA015.LSc099. Problem in the controller due to
MCS hardware failure.

� UCA015.LSc100. Problem in the controller due to
MCS (safety) software error.

� UCA015.LSc101. Problem in the controller due to
unintended interaction between PCS and SIS that
cause software error.

� UCA015.LSc102. Problem in the received informa-
tion due to level sensor (safety) hardware failure.

� UCA015.LSc103. Problem in the received informa-
tion due to level sensor (safety) software error.

CCs are generated based on the transformation rule
to the identified UCAs. Fifty-six CCs correspond one
to one to the identified UCAs. The identified LScs are
listed to show the possible scenarios, possibly affecting
the fulfillment of the constraint. Examples of the gener-
ated CCs are (the CC format is CCId. CC [LScId].

CCId and LScID refer to the numbering of CC and the
related LSc):

� CC001. Pump motor must provide stop pump to
the pump within the required time when there is
shutdown command, and the pump status is run-
ning/unknown [LSc001].

� CC015. MCS must not provide aut. command
pump shutdown to the PSD node when scrubber
level status is normal, and the pump status is run-
ning/unknown [LSc093–103].

� CC026. Pump motor must provide regulate pump
output to the pump continuously as required when
there is a command to change pump output, and
the pump status is running [LSc149–152].

� CC027. Pump motor must not stop providing regu-
late pump output to the pump before the condition
there is a command to change pump output, and
the pump status is running changes [LSc153–157].

� CC044. MCS must provide aut. pump output
change command to the PCS node when scrubber
level status is low, and the pump status is running/
unknown [LSc252–262].

Discussion

The following sections contain discussions of the com-
parison results from the case study.

Comparison of the modeling techniques

Both analyses utilized a model to assist hazard identifi-
cation, consequence identification, and causal scenario
analysis processes. FHA and STPA utilized different
models, the FAST diagram for the former and HCS for
the later. Three properties distinguish the two models:
model type, function type, and process flow.

The FAST diagram is a model of sequential func-
tions, while HCS is a control structure model. In the
FAST diagram, as seen in Figure 2, the focus is to
depict how each function interacts with other functions
in a structured and sequential manner to achieve the
desired function. It is unknown which agent (system or
subsystem) performs each function. Also, the interac-
tions between the system with the environment are not
modeled. Comparatively, HCS modeled the conceptual
system operation as a structure of control loops. Every
function (e.g. control action, feedback, or supply) has a
subject (performing the function) and an object (the
target of the function). For example, Figure 3 shows
that C03. aut. open circuit control action is performed
by relay and breaker (subject) to the high voltage system
(object). Due to the association of function to subject
and object, it is possible to have several agents perform-
ing the same function. For example, high voltage system
and relay and breaker has responsibility to maintain
power supply function (represented as S24 supply power
and S25 maintain power supply). These comparable
functions are only modeled as a single function Fun18

12 Proc IMechE Part O: J Risk and Reliability 00(0)



supply power in the FAST diagram. In HCS, it is possi-
ble to model the influence from the environment (any-
thing outside the system boundary) to the system in the
HCS by modeling it as a box performing a function to
the agent.

The FAST diagram and the HCS classified the func-
tions into different types. In the FAST diagram, each
function is classified either as a main, a supporting, or a
continuous function. In the HCS, each function is clas-
sified either as a control action, a feedback, or a supply
function. Since the analyzed system is the same, it is
possible to map every function’s classification between
the FAST diagram and the HCS. The summary of the
mapping is listed in Table 7. For example, the function
stop pump is classified as the main function Fun02 in the
FAST diagram and as control action C01 in the HCS
(type 1). In another example, the function detect abnor-
mal level is a main function Fun07 in the FAST diagram
and is a feedback F06 in the HCS (type 2). This map-
ping is unique for this equipment protection system and
may be different depending on the investigated system.

For the process flow, it is clear how every function’s
sequential process is modeled in the FAST diagram.
The horizontal (left-right) sequence shows how the
function to the right of the selected function is the cau-
sative function, while the function to the left is the reac-
tive function. In contrast, HCS models the hierarchy in
a vertical (top-down) relation. It depicts how one con-
troller has higher authority than the agent (e.g. another
controller or controlled process) at the lower hierarchy
level. This vertical hierarchy does not show the system
operational process (i.e. the starting, the preceding, the
following, and the finishing point).

To understand the HCS (i.e. in Figure 3), it is neces-
sary to read the controller responsibility and process
model at any given point (e.g. in Table 4). For example,
MCS’s responsibility as the controller is to provide
C05 aut. command pump shutdown to the PSD node.
From the HCS, PSD node has two output pathways,
C04 proceed shutdown command, or F08 provide process
information. From the Table 4, C04 has a process
model shutdown command status that indicates PSD

Figure 3. HCS of pump protection system.

Table 7. Differences in function classification between FAST diagram and HCS.

Modeling differences FAST function type FAST ID HCS function type HCS ID

Type 1 Main Fun02 Fun06, Fun08, Fun09,
Fun11 Fun13, Fun15, Fun16

Control action C01 C05, C09, C10,

Type 2 Main Fun07, Fun10, Fun17 Feedback F06, F11, F18
Type 3 Supporting Fun14 Control action C15
Type 4 Continuous Fun19 Supply S24, S25
Type 5 Continuous Fun18, Fun20, Fun21 Feedback F07, F08, F19, F20 F23
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node responsibility to pass the shutdown command to
the relay and breaker. In contrast, F08 shows PSD node
responsibility to provide feedback information to the
operator. F08 is not consistent with the control action
C05. It is more logical to have C04 as the following
operational sequence after C05. This way of reasoning
is necessary to gain an understanding of the system
process from the HCS. Arguably, for a more complex
controller (with a higher number of input/output func-
tions), it would be more difficult to understand the
step-by-step sequence of the function for people who
never looked into the system before the analysis.

These three differences between the modeling of the
FAST diagram and HCS may affect the latter hazard
analysis process that will be discussed in the later
section.

Comparison of the hazardous events and unsafe
control actions

Figure 4 shows statistics of the identified HEs and
UCAs from the pump protection system. It appears
that FHA captured a higher number of HEs than
STPA did with UCAs. It is due to three reasons: the
use of keywords for hazard identification, the function
type classification in the selected model, and the model-
ing approach.

The keywords comparison can be seen in Table 8.
Overlapping keywords result in the identification of the
same type of HEs and UCAs. For example, HE001 (in
Table 5) and UCA001 (in section STPA result) are
inherently the same type of hazardous events. However,
for keywords such as stopped too soon, applied too

long, and wrong value with no comparable guidewords
in the other methods (the two former keywords for
STPA and the following keywords for FHA), the
hazards identified by utilizing these keywords were
unique to the particular method. For example, STPA
did not identify UCA similar to HE043, while FHA did
not identify HE similar to UCA026 and UCA027.

Second, as mentioned during modeling technique
comparison, some functions are classified differently
between the FAST diagram and HCS. While it does
not affect FHA’s hazard analysis, the classification
affected the identification process of STPA. STPA con-
siders hazardous events as unsafe control actions. It
results in a limitation of the hazard identification pro-
cess only to include the control action and the supply
functions. Therefore, functions classified as type 2 and
type 5 from Table 7 are analyzed for possible HEs in
FHA, while not analyzed for possible UCAs in STPA.
Figure 4 shows that there is no orange-colored box
(type 2) and light blue-colored box (type 5) in both the
STPA combination and the identified UCAs.

Finally, how the FAST diagram and HCS
approached to model the system also contributed to
the number of identified hazards. Some functions can
be performed by several agents (i.e. one function in the
FAST diagram can be two or more functions in HCS).
This modeling approach increased the number of iden-
tified hazards in the STPA. For example, analysis of
S24 supply power and S25 maintain power supply in
STPA resulted in two UCAs, while analysis of Fun18
supply power in FHA resulted in one HE.

Comparison of the consequences and system-level
losses

The identified consequences and System-level Losses
for FHA and STPA are the same: equipment damage
and unnecessary loss of production. However, they
were derived differently. In FHA, consequences are
assessed as a possible effect of HEs (inductive tech-
nique). Comparatively, the loss results in STPA were
identified at the start as unwanted loss caused by a
system-level hazard that needs to be avoided (obtained
either from past experiences with a similar system or
from standards and regulations). These Ls became the
starting point for deductive analysis in STPA to

Figure 4. Comparison between the number of the assessed
combination from FHA and STPA process and the identified HEs
and UCAs (types refer to Table 7).

Table 8. Comparison between failure mode and UCA types.

Type of failure mode Type of UCA

Omission error Not provided (when needed)
Commission error Provided (when not needed)
Late Provided too late
Early Provided too early
– Stopped too soon
– Applied too long
Value –
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identify UCAs. This different perspective affects the
analysis boundary.

The identified Losses in STPA limit the boundary of
the analysis to the pre-described system-level hazards
and losses. The focus of STPA was then to determine
what type of possible UCAs can result in the pre-
described Losses. That culminated in comprehensive
top-down traceability from the Loss – Hazards –
UCAs – LScs (shown in the inclusion of various IDs
resulting from UCAs). Arguably, it is tough to have a
complete list of unwanted Ls and Hs from the start of
the analysis, especially if it is performed for novel tech-
nology. When encountering this problems, Leveson26

recommended to start the analysis at a higher level of
abstraction. This, however, caused the resulting list of
Ls and Hs to be too generic and necessitates an itera-
tion process to ensure completeness. The top-down
method of STPA shows its limitation when there are
omitted system-level losses or system-level hazards. In
this condition, it is necessary to redo the analysis from
the start to check whether there are any omitted UCAs
or LScs from the analysis. This problem soon becomes
unmanageable for a larger and complex system. In
comparison, The FHA process is not limited by the
identified consequences. When there is a change in the
system, what needs to be done is to check whether the
identified hazard’s implication results in the same/dif-
ferent consequence.

Comparison of the causal scenarios and loss
scenarios

Table 9 presents a statistic of the analyzed CaS and
LSc by FHA and STPA for the pump protection sys-
tem. It shows that in contrast to the higher number of

identified HEs than UCAs, the number of identified
LScs is significantly higher than the CaSs. This is
caused by how the utilized model aids the causal sce-
nario analysis process and the availability of other rele-
vant information.

In FHA, all HEs are associated with a function. The
analysis scope of the CaS from the FAST diagram is
limited to the respective function and its immediate
connection, as shown in Figure 5. Comparatively, the
LScs are analyzed from their associated control loops
that provide the UCAs. A control loop includes all nec-
essary functions to perform the control action function
(e.g. actuating, logic solving, and sensing function).
Therefore, the analyzed control loop may include sev-
eral agents that perform different functions, as shown
in Figure 6. This results in a higher number of identi-
fied loss scenarios. For example, HE015 and UCA015
are the same type of functional hazard for a logic solver
MCS. Causal scenario analysis of HE015 identified
seven distinct CaSs, while loss scenario analysis of
UCA015 identified eleven distinct LScs. FHA’s causal
scenario analysis process was only able to find scenar-
ios related to the MCS (that perform logic solving
function) and topside and subsea communication (that
transfer the function from the previous function and to
the following function). STPA’s loss scenario analysis
process managed to find additional unique scenarios
related to the PSD node (that perform actuating func-
tion) and the (safety) level sensor (that performs sen-
sing function).

As described in the procedure of FHA and STPA,
both the FAST diagram and HCS models are utilized
as the aid for the causal analysis process. The FAST
diagram is a model that depicts how every mechanism
in the system is connected structurally. It does not spe-
cify any components and how they interact with the
environment. The analyst must identify the C and E
properties (of the CESM model) from other informa-
tion sources. First, each function is associated with the
agent (or composition) performing it. Then conceptual
design and operation are utilized to check whether there
will be a process condition (or environmental effect)
that may cause a hazard.

Figure 5. Example of loss scenario analysis perspective
comparison based on the FAST diagram.

Figure 6. Example of loss scenario analysis perspective
comparison based on the HCS.

Table 9. Comparison between the number of analyzed
scenarios.

Type FHA count STPA count

Hazard 64 56
Causal scenario 206 346

Caused by composition 108 247
Caused by environment 0 0
Caused by structure 87 80
Caused by mechanism 11 19
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In contrast, all aspects of CESM are modeled into
the HCS (see Figure 6). An HCS depicts how the Agent
(or composition) is connected structurally to each other
by performing functions (or mechanism). Influence
from the environment can be added to the model to
consider the possible implications to the UCA. For
example, Table 9 shows the classification of the identi-
fied causal scenarios based on the CESM properties.
While both techniques cover all the CESM properties
for the causal scenario analysis, the HCS provides more
help due to the inclusion of all the model properties. It
reduces the omission possibility when checking the cau-
sal scenarios from several information sources.

Comparison of the safety requirements and controller
constraints

FHA derived 64 SRs, while STPA derived 56 CCs.
These requirements/constraints are obtained solely
from the identified hazards. The SRs and CCs are eval-
uated based on the eight criteria for requirement:23 (1)
identifiable, (2) clear, (3) solution-specific, (4) have
ownership, (5) have origin, (6) verifiable, (7) able to be
validated, and (8) have priority.

(1) Identifiable. Both SRs and CCs are derived to
ensure the safety of the system. They can be
accounted for the hazard analysis process of FHA
and STPA. If any changes arise in the system, the
listed requirement may not be applicable any-
more, depending on the implication of change to
the analyzed system.

(2) Clear. The derived SRs and CCs achieved this by
utilizing the key attributes from the HEs and
UCAs to word the requirements/constraints. The
examples of the tagging from the key attributes to the
generated SRs and CCs are shown in Figures 7 and
8. For example, an SR is identifiable by its composi-
tion of function, SR keyword, operational mode, and

causal scenario. Similarly, a CC is recognizable by its
composition of the controller, CC keyword, control
action, controlled process, process model, and loss
scenario. The transformation rule from HEs to SRs
and UCAs to CCs in Table 2 makes the derived SRs
and CCs more evident.

(3) Solution-specific. Both FHA and STPA are per-
formed to analyze a specific system. The derived
SRs and CCs are only applicable, given the con-
text and scope of the analysis initially defined.
Like the first criterion, the SRs and CCs may not
be applicable anymore if any changes occur.

(4) Have ownership. In the context of systemic hazard
analysis of functions, it is best performed during
the early design phase. Both SRs and CCs need to
be followed by the designer to develop the sys-
tem’s detailed design. The stakeholder may change
if the hazard analysis is performed at the different
phases of design.

(5) Have origin. In FHA, the SRs subject is the func-
tion itself. It does not specify which component
(system or subsystem) needs to follow the require-
ment. It allows the decision-maker to assign any
agent that needs to carry out the functions. In
STPA, the CCs subject is a specific controller (see
Figure 8) that needs to be constrained. If the con-
trol action is assigned to a different agent, the ini-
tial requirement does not apply anymore. Another
STPA process needs to be done to check whether
additional CCs are required for the new agent.

(6) Verifiable. If the requirement is too detailed and
technical, the requirements may not be satisfied
by the new technology and limit the options for
solutions. Both SRs and CCs are functional
requirements. They do not limit the possible solu-
tion as long as it is possible to achieve the
required functionality. The causal/loss scenarios
can be used as guidance to satisfy the require-
ments (e.g. by identifying the barrier to eliminate,

Figure 7. Example of key attributes tagging on the HEs and SRs (colors are used to distinguish between the key attributes).
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prevent, or mitigate the scenarios). Both SRs and
CCs also need to be checked against the system’s
original functional requirement. There may be
conflicting requirements due to the different per-
spectives in the initial requirement (e.g. between
achieving safety of the system or availability of
the production).

(7) Able to be validated. In this paper, the SRs and
CCs are qualitative requirements. It is difficult to
justify whether the derived requirements can be
achieved or not given the current form of the SRs
and CCs (without measurable criteria). FHA is
originally a semi-quantitative hazard analysis tool.
Typically, a risk assessment process is integrated
into the FHA process (see section FHA procedure)
to validate the requirements (e.g. by quantifying
the effects of risk reductions and checking them
against the risk criteria). In contrast, STPA is orig-
inally not supported by quantitative measures due
to Leveson’s skepticism with the individual num-
ber assignment (e.g. for likelihood assessment)1.
Only recently that Kim et al.31 proposed a semi-
quantitative approach for risk analysis with STPA.

(8) Have priority. In this paper, we do not perform
any prioritization of the safety requirement. As
discussed previously, the semi-quantitative mea-
sures are also used to prioritize essential require-
ments in both FHA and STPA (although still
need further research for the latter method).

Conclusion of the comparison analysis

Table 10 provides a summary of the comparison results.
To assess the implication, we need to bring the results
one step higher and reflect on the analysis to answer the
RQs and our initial objective. Based on the analysis to
answer the RQ1, the comparison indicates that both
methods are similarly suitable for analyzing novel tech-
nology. It is unnecessary to utilize FHA and STPA

simultaneously since they capture similar types of func-
tional hazards and scenarios. From the analysis to
answer the RQ2 and RQ3, STPA has two advantages
over FHA: the modeling technique captures all four
systemic properties, and the safety requirements struc-
ture complies with more criteria of a requirement.

If looking into the system model, the STPA’s model-
ing technique captures all four systemic properties of a
system, while FHA’s modeling technique can only cap-
ture two systemic properties. This makes the causal
analysis process of STPA easier than FHA due to the
latter’s need to refer to other documents/models for
support. From the criteria of a requirement, we identify
that every safety requirement in STPA has been
assigned to an agent (e.g. physical component or
human). This makes the safety requirement of STPA
ready for use, while an additional process is required in
FHA to identify the agent.

Based on the reasons above, we conclude that STPA
is more suitable than FHA to analyze novel technol-
ogy. Due to their focus on functionality, rather than
the realization, both methods are theoretically general
enough to be used across different application areas.
Our recommendation is valid in the process industry,
as demonstrated in this study, and in the aerospace
industry,19 where FHA is the recommended methods.4

STPA demonstration in other industrial applications,
for example, medical,29,36 and maritime,37 indicates its
versatility across different subject areas and implies
that our recommendation can be relevant as well.

Overall implications

This section discusses the implications of the findings
with several topics in the risk management area.

Insights into hazard analysis methods

The comparison analysis highlights the differences
between FHA and STPA procedures that can be used

Figure 8. Example of key attributes tagging on the UCAs and CCs (colors are used to distinguish between the key attributes).
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as lessons learned to improve both methods. For exam-
ple, we found several unique hazards to FHA and
STPA due to the different keywords used by each
method. FHA and STPA may increase hazards cover-
age by borrowing the missing keywords (refer to
Table 8) and used them for the identification of hazar-
dous events or UCAs.

In STPA, the feedback functions are not considered
for UCAs’ identification, which results in a lower num-
ber of the hazards. Error in the feedback functions (e.g.
detection error) are later identified as possible scenarios
that lead to the UCA (see discussion on causal scenario
comparison). Therefore, there is a lower risk of omis-
sion by not considering the feedback functions as UCA.
It is not necessary to modify the STPA procedure based
on this issue.

For the modeling technique, HCS captures more sys-
temic properties of CESM than the FAST diagram. In
FHA, this is complemented by analyzing the remaining
properties from other information sources. Utilizing
the HCS model (or similar model that captures CESM
properties in a single model) during the FHA’s causal
analysis process would reduce the omission possibility
of relevant scenarios.

The analysis using STPA in our study case produces
a significantly higher number of causal scenarios than
FHA. Most of the scenarios found by STPA are caused
by similar causal factors that are redundant with FHA
causal factors. When analyzing the type of causal fac-
tors in scenarios, we found that both methods still suf-
fer the same limitation for identifying either scenario
due to a single point causal factor (e.g. component fail-
ure or software error) or known scenario (due to simple
interaction). This is contrary to Leveson et al.19 find-
ings that analysis using STPA could find causal scenar-
ios that could not be found by analysis using FHA.
Currently, both hazard analysis methods still rely heav-
ily on expert judgment and historical experiences. For
novel technology involving complex software-intensive
systems, experts and experiences’ advantages are lower
(due to limited information). Having a systemic per-
spective when analyzing the causal scenarios does not
imply capturing systemic causal scenarios. We conclude
that the systemic model used by STPA does not have
an advantage over the complex linear model used by
FHA. Therefore, a procedure to analyze systemic sce-
narios caused by multiple point problems and unknown
scenarios is required.

Insights into the cautionary principle

Both FHA and STPA generate qualitative require-
ments with equal weight for all the identified require-
ments. This is in line with the cautionary principle that
if the consequences of an activity could be serious or sub-
ject to uncertainties, then cautionary measures should be
taken and, or the activity should not be carried out.38,39

However, according to Kim et al.,31 equal weight does
not provide decision-making support. For example,

our case studies with FHA and STPA identified many
scenarios for a small system with only 12 components.
Without prioritization, the decision-maker would not
be able to select the most critical requirements as
resources and time for implementation are limited.

When the application is safety-critical, risk and relia-
bility requirements are applied to the functions (not
treated in the paper). The requirements (expressed as
safety integrity level requirements) stem from as low as
reasonably practicable principle. Some functions may
not be implemented with the same integrity (or having
different priority levels). If the requirements have low
priorities (e.g. having minimal consequences, or less
uncertainty), they can be assumed to have an insignifi-
cant impact on the system. Thus, not conflicting with
the cautionary principle. While risk analysis is already
an established practice in FHA, the experience with
risk analysis on STPA is low. Kim et al.31 approach
has a risk of screening out essential scenarios. Further
research is vital to improve and validate the latter
approach with other study cases.

Insights into the uncertainty management

Assumptions used during the hazard analysis process
imply that the result’s validity may have uncertainties. For
example, during the modeling process, the analyst would
have an initial preconception of the system behavior.
Karanikas40 presented at least ten types of assumptions dur-
ing each step of the STPA procedure. Similarly, assump-
tions are used when performing FHA for our case study.

We found that Both FHA and STPA do not guide
on communicating both assumptions and their uncer-
tainties sufficiently. The results of FHA and STPA only
covers what were considered as hazardous scenarios
and did not record what was not found (e.g. safe sce-
narios). The omission of such results may be dangerous
as the latter scenarios’ assumptions may deviate (due to
uncertainties) and result in the need to consider such
scenarios as hazardous. Bjerga et al.41 recommended
performing a separate assessment to analyze the impli-
cation of uncertainty in the assumption in their work
for treating uncertainty in risk analysis of a complex
system. The recommended methods, the assumption-
deviation risk,42 may also be useful for the management
of uncertainties in both FHA and STPA. Here, the
strength of knowledge in every assumption is assessed
for the risk of deviation. Suppose the deviations have a
significant impact on the analysis results, an additional
study may be performed on the assumptions to increase
the strength of knowledge and minimize the deviation
effect.

Insights into the resilience management

Resilience refers to the system’s ability to react and
recover from disturbances.43 In the context of safety,
we focus only on the disturbances that may cause
losses. The safety requirements of FHA and STPA are
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limited on the prevention of hazardous events (i.e. react
part of resilience). We found that there is a lack of
attention on managing the resilience if the hazardous
events (leading into losses) (i.e. react part of resilience)
and the consequences do occur (i.e. recover part of resi-
lience). Even if the safety requirements of FHA or
STPA are fulfilled, there is no guarantee that this would
result in a perfectly safe system. Thus, management on
the missing part mentioned above would be necessary
to increase the system’s safety.

For the hazardous events leading to the losses part,
we may learn from the process to generate the safety
requirements in FHA and STPA. We suggest two-step
procedures. The first is to add safety requirements to
prevent or mitigate the losses. For example, in FHA,
the requirements may be formed as follows, hazardous
event #xx should not lead to consequence #xx. Similar
requirements can be formed for STPA by changing the
hazardous event with UCA. Then, FHA or STPA may
be coupled with consequence assessment methods (e.g.
cause-consequence diagram5 or event tree analysis5,6).
The later step is similar to the causal analysis proce-
dure, where the results are attached to the requirements
as guidance for scenarios that need to be prevented.

For the consequences part, we suggest forming the
requirements to recover from the consequences. For
example, system should be able to recover from conse-
quence #xx. The requirement allows the decision-maker
to formulate the recovery approach specific for each
system condition.

Conclusion

This paper has carried out a systematic comparison of
FHA and STPA with a case study from an equipment
protection system in the oil and gas industry. We com-
pared each step of the analysis individually (i.e. during
system modeling, hazard identification, consequence
identification, causal scenario analysis, and safety
requirement generation). We have analyzed how each
process is beneficial to identify functional hazards, pro-
vide a systemic perspective of the system, and generate
safety requirements. This study found that STPA is
more suitable than FHA to analyze the investigated
system due to the advantages of the modeling technique
used and the format of safety requirements that it gen-
erated. Recommendations are provided to improve
FHA and STPA based on the lessons learned from each
method. If the recommendations are implemented,
FHA and STPA may have a similar level of capability
and may replace each other. Obvious that this finding
differs with other research claim where STPA is shown
to be significantly better than the compared methods19

or is required as supplementary methods.20 Further
works by investigating other system with different func-
tionalities and complexities are required to verify our
claim.

The selection of STPA (or FHA as an alternative)
requires further works to be aligned with the functional
safety standard, that is, IEC 61508. We have discussed
our insights related to the cautionary principle, uncer-
tainty management, and resilience management as gui-
dance for further works. First, the risk assessment
process for prioritization of STPA results needs to be
validated. Second, there is a need to investigate the
assumption-deviation risk method to manage uncer-
tainty in the FHA or STPA results. Another future
work is to test and validate the suggested procedures
for improving the resilience management in FHA and
STPA.
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Article III

N. A. Zikrullah, M. J. P. van der Meulen, G. Skofteland, M. A. Lundteigen, A comparison of
hazardous scenarios in architectures with different integration types, in: Proceedings of the
30th European Safety and Reliability Conference and the 15th Probabilistic Safety Assess-
ment and Management Conference (ESREL 2020 PSAM15), Research Publishing Services,
2020, pp. 4001–4008.

An error has been found in one figure after the article has been published. After con-
tacting the publisher, unfortunately, the mistake was unable to be redacted. Therefore, we
provide the correct figure here in the thesis for clarifications.

Figure A.1: Revision of ’Fig. 7. Number of loss scenarios for system with different integration
types on Article III [92].
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Whether or not to allow some integration between process control and safety systems has been an ongoing debate
amongst safety researchers and practitioners. The principle of keeping it simple and the principle of having
segregation between the two systems are often considered as equal. The current trend is that traditional hardware
implemented functions are, to an increasing extent, replaced by programmed functions and that control and safety
systems rely on standard communication technologies and devices. Despite the goal of having physical segregation,
the systems are no longer simple and without dependencies. Some programmable controllers have inbuilt solutions
that can logically separate safety and non-safety (software and hardware) functions inside a single programmable
system. It is, therefore, of interest to explore if some of these technological advances can have a positive effect on
safety compared to the complexity from duplication of hardware required with segregation. Before such alternative
design concepts are selected, it is necessary to evaluate if they are as safe as with physical segregation. The main
objective of this paper is to identify and compare the hazards and hazardous scenarios for some selected hardware
architectures ranging from complete segregation of process control and safety systems to full integration. This
analysis applies the Systems-Theoretic Process Analysis (STPA) method, which has been developed to analyze
complex and software-intensive systems. The result from the analysis of the selected architectures indicates that
having integration will increase the number of possible scenarios leading to hazards. These scenarios may cause
both safety and availability losses. This research is part of Safety 4.0, a joint industry project on research-based
innovation that aims to develop a framework for safety demonstration of novel subsea technologies.

Keywords: Integration of process control and safety, subsea system, oil & gas industry, hazard analysis, systems-
theoretic process analysis, STPA.

1. Introduction
The design of control systems for the subsea
oil and gas industry has evolved throughout the
years, starting from direct hydraulic systems in the
1960s, until the most recent all-electric systems
(Bai and Bai, 2018). This evolution includes
partial replacement of mechanical equipment with
programmable controllers. Utilization of the lat-
ter components may allow various configurations
of architectures between the process control and
safety (PC&S) systems, i.e., by having different
integration types (CCPS, 2016; Zikrullah et al.,
2019).

Each architecture presents different kinds of
scenarios leading to hazard. Hazard is defined as
a system state or set of conditions that, together
with a particular set of worst-case environmental
conditions, will lead to an accident (loss) (Leve-
son, 2011). According to Leveson (2011), hazard
analysis can be described as investigating an acci-
dent before it occurs.

Systems-Theoretic Process Analysis (STPA) is
a new hazard analysis method that has been de-
veloped for the analysis of complex and software-
intensive systems. While there are other hazard
analysis methods for such systems, STPA pro-
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vides several advantages. First, STPA considers
hazard as a control problem. It allows the in-
clusion of scenarios where no failure occurs in
the system (e.g., where multiple controllers pro-
vide conflicting commands) (Thomas et al., 2012).
Also, it can identify interaction problems (e.g.,
caused by complex dependencies in the systems)
(Aps et al., 2017). Theoretically, STPA can be
used anytime during the design lifecycle. Leveson
(2020) proposes to integrate the model used in
STPA during conceptual architecture development
where detailed information is not available. For
more details on the comparison between STPA
and other hazard analysis tools, see a technical
report by Teikari (2014).

In the subsea oil & gas industry domain, STPA
has been utilized to analyze different control pro-
cedures, such as the a integrity pressure protection
system (Rachman and Ratnayake, 2015), the iso-
lation of subsea wells (Kim et al., 2018), and the
operation of subsea gas compression system (Kim
et al., 2018). Zhang et al. (2019) also used STPA
for availability assessment in subsea production.
However, nobody has applied STPA for systems
with different integration types, as presented in
this paper. The objective of this paper is to identify
and compare the hazards and hazardous scenarios
for some selected hardware architectures ranging
from complete segregation of PC&S systems to
full integration. The goal is to provide a more
unobstructed view of the effect of integration on
safety.

The remainder of this paper is organized as
follows. Section 2 introduces the alternative con-
cept design for PC&S systems, considering the
integration type. Section 3 explains the theoretical
foundation of STPA. Section 4 presents the study
case of this paper. Section 5 presents the analysis
results and discusses the findings. The final sec-
tion identifies essential areas for further work.

2. Design of Process Control and Safety
Systems for Subsea Oil & Gas
Industry

2.1. Independence vs. integration
According to Drogoul et al. (2007), segregation
(or independence) should be considered as one
of the safe design principles to enhance safety.
However, the decision to have independence or
integration between process control and safety
systems has been an ongoing debate among safety
researchers and practitioners (Gruhn and Ched-
die, 2006). IEC 61508 (2010) allows sharing
the safety and non-safety elements as long as the
requirement in part 1, clause 7.4.2.3 is followed.
There is a limitation on the maximum safety in-
tegrity level that the system can achieve.

The aim of independence is mainly to have
freedom from interference when performing the

intended function (IEC 61508, 2010). In con-
trast, applying integration introduces new inter-
actions to the system that can affect its function-
ality. While there are measures to avoid/prevent
unwanted interactions between integrated com-
ponents, the system may need additional tests,
analyses, and operational burdens to achieve the
required functional reliability (CCPS, 2016).

In the process industries, both process control
and safety systems are typically considered as a
separate protection layer to achieve safety. How-
ever, integration may remove the contribution of
the process control system as a protection layer
(CCPS, 2014).

According to CCPS (2016), there are several
issues to be addressed before claiming safety for
the integrated PC&S system, as follows:

(1.) The functional capabilities to perform the in-
tended functions.

(2.) The integrity of the functional performance.
(3.) The protection against writes.
(4.) The accessibility to control and change the

safety functions.
(5.) The barrier against cyber-threats.
(6.) The protection against environmental issues

(e.g., temperature or chemical corrosion).

In practice, for some systems (e.g., subsea oil
& gas system), the option of complete indepen-
dence may increase the complexity of the result-
ing hardware architecture. For a subsea environ-
ment with limited accessibility, performing main-
tenance on this complex hardware architecture
may be another operational burden. The devel-
opment of Commercial of The Shelf (COTS) pro-
grammable controllers that provide logical sepa-
ration between process control and safety may be
an alternative to solve this issue. To allow for
acceptance of the integration concept for practical
applications, there is a need to ensure that the inte-
grated system can achieve the requirement in IEC
61508 (2010) associated with the safety integrity
level requirements that have been derived.

2.2. Integration concept for process
control and safety (PC&S) systems

Generally, the design of PC&S systems consider-
ing integration is common to any process indus-
try. A paper by Steinhauser (2019) discusses the
integration of PC&S systems in the batch process
industry.

The integration concept may be applied to any
element in a control loop (e.g., sensor, logic
solver, actuator, and communication). It is im-
possible to include all the solution spaces for in-
tegration if one would consider all the possible
combinations. CCPS (2016) provides a classifi-
cation type for PC&S systems, focusing on the
logic solver and the communication network. A
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Table 1. Breakdown of the proposed integration type classification

CCPS classification Integration
type

Physical
components

Programmable
logic

Network
component

PC&S interaction

Air-gapped systems A. Complete
independence

Separated Separated None None

Interfaced systems B. Conditional
independence

Separated Separated Interfaced Limited by
firewall

Integrated systems
with isolated networks

B. Conditional
independence

Separated Separated Separated Limited by
firewall

Integrated systems
with shared networks

B. Conditional
independence

Separated Separated Shared Limited by
firewall

Combined system with
strong dependency

C. Partial
integration

Shared Separated Shared Limited by
logical separation

D. Complete
integration

Shared Shared Shared Depends on the
configuration

new classification has been derived to simplify the
CCPS classification, as follow:

• A. Complete independence. Each system has
its control loop without any exchange between
each other.

• B. Conditional independence. Communication
between the PC&S systems (vary depending
on the configuration) allows the exchange of
information between systems. Independence
between the two systems can still be achieved
by limiting the access from the process control
system to the safety system with a firewall to
avoid unintended interactions. In the opposite
direction access is not restricted.

• C. Partial integration. The integration occurs
only at the hardware components of the logic
solver (vary depending on the configuration).
Logical separation exists between the two sys-
tems (IEC 61508 (2010) Part 3 Annex F spec-
ifies how to achieve logical separation between
software elements on a single computer).

• D. Complete integration. Both systems com-
pletely share the use of the logic solver. No
clear distinction between process control and
safety logic in the programmed software.

Table 1 lists the breakdown of each integra-
tion type according to the associated components
and interaction between PC&S systems. There
are three architectures by CCPS (2016) that are
combined into the conditional independence type
of integration due to similarities between the use
of network components. The CCPS classification
of combined system with strong dependency is
split into two integration types to distinguish the
different types of integration that may exist in
the logic solver (e.g., logical separation or shared
software space).

3. Systems-Theoretic Process Analysis
(STPA)

The STPA processes identify hazards from the
variation of the control action that can be unsafe
during a particular set of conditions. This hazard
may develop further to become (unwanted) losses.
Typically, the application of STPA produces a set
of safety constraints that may limit the possible
system behavior from the unwanted state.

The STPA procedures are, as follows (Leveson
and Thomas, 2018):

(i) Define purpose of the analysis. The analy-
sis boundary includes the system description,
system-level losses, hazards, and safety con-
straints.

(ii) Model the control structure. A hierarchi-
cal control structure (HCS) is built based on
the system (expected) interactions and behav-
iors during the predetermined conditions (or
available information).

(iii) Identify Unsafe Control Action (UCA). Key-
words are used to determine whether every
possible control action in the system during
a set of worst-case environmental conditions
will lead to UCAs. These keywords are
(1) control action is provided, (2) not pro-
vided, (3) provided too early/too late, and (4)
stopped too soon/applied too long.

(iv) Identify loss scenarios. These scenarios are
developed based on assessing every aspect
in a control loop (including, e.g., feedback
error, control algorithm flaws, component
failures, transmission problem, incorrect ac-
tuation, and the combination between them).

4. Study Case
The study case is obtained from a subsea dry
gas compressor provided by API RP 17V (2015).
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Fig. 1. Process flow diagram of a subsea compression system
including process control and safety systems (developed based
on API RP 17V (2015))

While it is similar to the study case used in the pa-
per by Kim et al. (2018), this paper distinguished
itself by including both process control and safety
system in the loop. Also, the analyzed system is
later developed at a higher level of abstraction and
focuses solely on the analysis of the integrated
component. This is because the objective of the
paper is to compare the effect of integration, not to
perform a full hazard analysis of the compressor.

Figure 1 shows the adapted process flow dia-
gram for a subsea compression system. The sys-
tem purpose is to compress the gas from the sub-
sea flowline to the topside. Due to compression,
there is a possibility to have a high temperature
at the outlet of the compressors that needs to be
detected by (a set of) sensors. A process control
system (PCS) is used to control the compressor
speed and maintain the temperature at standard
conditions. The information from the sensor is
processed by the PCS logic solver to provide an
actuation command to the PCS actuator (in this
case, a variable speed drive (VSD)). A safety
system (SS) used similar information from other
sensor(s) at the outlet of the compressor. At very
high temperature, the SS logic solver provides a
shutdown command to the SS actuator (in this
case, a relay and switch) by releasing power to the
system. Human operators can provide a command
to the compressor through the PCS system. When
there is a need for an emergency shutdown, the hu-
man operators need to shutdown the power supply
system to stop the compressor operation. Human
operators may also perform a normal shutdown
to the system for maintenance by inhibiting the
safety system (for a predefined time) and stopping
the compressor manually through the PCS system.

5. Results and discussion
This section presents the selected results from
STPA analyses of the subsea dry gas compres-
sion systems with different integration types. The
discussions are based on thorough comparison
between the obtainable results from each step of

STPA.
At the start of the analyses, it was required to

define the system-level losses, hazards, and safety
constraints as the boundary of the analysis. The
results are captured in Table 2. The unwanted
losses were related to safety issues (environment
for SL1 and significant cost for SL2) and availabil-
ity issues (minor cost for SL3). The boundaries
of the analysis were identical for all integration
types.

The analysis results for every integration types
started to differ at step 2-4 of STPA. The differ-
ences are discussed in the following subsections.

5.1. Hierarchical control structure
comparison

The system descriptions were modelled into HCSs
for every integration type as shown in Figure 2-5.
Some elements were common in the control loop,
e.g., controller (human operator), sensor (PCS
and SS sensor), actuator (PCS and SS actuator),
and transmission line (the link between elements).
Every controller had its process model based on
the process information in the system description.

Fig. 2. Hierarchical control structure of type A. complete
independence PC&S systems

Fig. 3. Hierarchical control structure of type B. conditional
independence PC&S systems
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Table 2. System-level losses, hazards and safety constraints

System-level Losses (SL) System-level Hazards (SH) System-level Safety Constraints (SSC)

SL1. Hazardous material
release to the sea

SH1. Loss of containment of
hazardous material to the environment

SSC1. Equipment must be able to contain
dangerous material from release to the
environment

SL2. Damages to valuable
equipments

SH2. Equipment operates outside
normal operating condition

SSC2. Equipment must be protected from
extreme operating conditions

SL3. Unnecessary
interruption or reduction in
hydrocarbon production

SH3. Equipment operates outside
optimal operating condition

SSC3. Equipment must be operated within
optimal operating conditions

SH4. Unintended stop of equipment SSC4. Equipment must be available to
work as intended

Fig. 4. Hierarchical control structure of type C. partial inte-
gration PC&S systems

Fig. 5. Hierarchical control structure of type D. complete
integration PC&S systems

Every element was connected by the black ar-
row, which represents the control command, blue
arrow, which represents the feedback path, and
green arrow, which represents the physical forces
and electrical power.

Based on a discussion with experts from the
industry, it was assumed that the integration does
not change the required control action in the sys-
tems. However, information that can be provided

through the link between the PC&S systems may
be used as a consideration when performing the
specified control actions. According to Leveson
(2020), the HCS should depict the control struc-
ture that does not necessarily reflect their physical
architecture (especially during the conceptual op-
eration phase where the architecture is not known
yet). However, the HCS can be refined further
to include (known) physical interactions in the
system.

In this study case, we denote the differences
between each HCS by modifying some elements
in the HCS within the black dotted box to include
the effect of integration. For example, in Figure 4,
partial integration in the logic solver was mod-
eled into one single box that was separated by an
invisible layer (dotted lines) to show the logical
separation between PCS and SS part in the logic
solver. The links between elements (e.g., control
action or feedback) were still located under the
respective part. This model was proposed to show
the distinction with the model of separated hard-
ware, as in Figure 2 and 3.

5.2. Unsafe control action comparison
The STPA processes managed to identify 46 dis-
tinct UCAs. As shown in Figure 6, the number of
identified UCAs were identical for all integration
types. The possible reasoning is that the attempt to
have integration in the system does not inherently

Fig. 6. Number of the UCAs for system with different
integration types
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change how the control action is performed (as per
our initial assumption). Therefore, the develop-
ment of a control action into unsafe control action
during a particular set of conditions is similar for
every configuration.

The only difference between the different inte-
gration types is the element performing the control
action. While there were slight differences in the
name of controller for integration type C and D,
they were inherently the same controller as the one
from integration type A and B (e.g., PCS logic
solver, PCS part of the logic solver and PC&S
logic solver are the hardware that has the same
PCS controller responsibilities). To summarize,
human operators contributed the highest number
of UCAs (20) as compared to UCAs by PCS (16)
and SS (11).

Some examples of UCAs are presented in Ta-
ble 3. These UCAs correspond only to SH2 (10
UCAs), SH3 (23 UCAs), and SH4 (13 UCAs).
More UCAs correspond to availability issues (36
UCAs from SH3 and SH4 that are linked to SL3)
than safety issues (10 UCAs from SH2 that is
linked to SL2).

5.3. Loss scenario comparison
Every UCA was analyzed further to identify the
loss scenarios (LSc). Figure 7 shows the number
of LScs for all the integration types.

A breakdown of the LScs shows that for all
integration types, component failures (70 LScs)
contribute the most to the number of scenarios.
Erroneous feedback (37 LScs in type A, 40 LScs
in type B-D) and human error (35 LScs in type
A and 32 LScs in type B-D) provide a significant
number of hazardous scenarios. For integration
type C and D, unintended interaction (36 LScs)
represents new hazardous scenarios that do not
exist in the system with integration type A and B.
This results in more scenarios in integration type
C and D than type A and B.

Some examples of loss scenarios associated
with their UCAs are presented in Table 3.

Fig. 7. Number of the loss scenarios for system with different
integration types

5.4. Discussion
Identification of hazards and hazardous scenarios
by STPA on the PC&S system with different in-
tegration types provides several useful insights.
They are supported by selected examples that are
presented in Table 3.

First, from the table, UCA 22 is one ex-
ample of UCA that is identical for every in-
tegration type. It has been previously dis-
cussed that integration does not change how each
controller should respond to a particular con-
dition. However, having more integration in
the system (e.g., in type C and D) may result
in different scenarios that can cause hazards.
Both A.LSc118.UCA22 and B.LSC120.UCA22
are scenarios that are identical for every inte-
gration type. However, C.LSc122.UCA22 and
D.LSc121.UCA22 are unique scenarios that may
occur only due to the integration of the logic
solver hardware.

Second, for a system with integration type A,
it has a higher reliance on the human operator
for its decision making. In this configuration,
there is no direct link between PCS and SS (see
Figure 2). The human operator is an essential
layer of protection in case of problems in the auto-
mated systems. The difference between scenario
A.LSc118.UCA22 and B.LSC120.UCA22 shows
that human error can be prevented by having an
algorithm that can check whether it is possible to
select the prohibited command (during a particular
condition). For a system with integration type B-
D, the algorithm can be implemented due to the
ability to communicate directly between the two
systems to allow PCS/SS condition check.

Third, there is no difference between the identi-
fied scenarios for a system having integration type
C and D. One main reason is that having logical
separation does not mean that the possibility of
unintended interaction is removed. It just means
that the engineers have, to the best of their ability,
defined and limited the possible interaction paths.
This issue will affect the safety demonstration
process later (based on the produced safety con-
straints). Arguably, the system with integration
type C has an easier safety demonstration process
than type D due to clear separation between the
PCS and SS logical architecture.

Fourth, the availability issues are more ap-
parent when the system has more integration
(type C and D). On scenarios C.LSc199.UCA35
and D.LSc199.UCA35, component failure of the
shared hardware still represents a possible and
major scenario leading to hazards. Countermea-
sures such as redundancy are vital to ensure that
the availability of the systems is achieved. For
the system with integration type A and B, the
availability issues are shared by both PCS and SS
logic solver (with possible redundancy on both
controllers).
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Table 3. Examples of UCAs and LScs for every integration type

Integration
type

UCAs Loss scenarios

A. Complete
independence

A.UCA22 SS logic solver provides shutdown
equipment command to SS actuator too late
when the gas temperature is very high and the
compressor is running [SH2]

A.LSc118.UCA22 Problem in the transmitted
information (e.g., due to delay) prevents immediate
response by the logic solver

A.UCA25 SS logic solver does not provide
shutdown equipment command to SS actuator
when there is normal shutdown request, the
compressor is running, and the PCS condition
is not ok [SH3]

A.LSc131.UCA25 During this condition it is
necessary for the human operator to provide
shutdown command from the SS instead of SS
inhibition command. However, human error (e.g.,
due to wrong procedure or no feedback information)
prevents the provision of such command

B. Conditional
independence

B.UCA22 SS logic solver provides shutdown
equipment command to SS actuator too late
when the gas temperature is very high and the
compressor is running [SH2]

B.LSc120.UCA22 Algorithm flaw in the SS logic
solver (e.g., due to timer or conditional algorithm)
increases the processing time to provide the required
response

B.UCA25 SS logic solver does not provide
shutdown equipment command to SS actuator
when there is normal shutdown request, the
compressor is running, and the PCS condition
is not ok [SH3]

B.LSc135.UCA25 During this condition it is
necessary for the human operator to provide
shutdown command from the SS instead of SS
inhibition command. A combination failure due to
human error (that provide wrong response) and flaws
in the software algorithm (that should have prevent
the availability to choose inhibition command) may
cause the UCA

C. Partial
integration

C.UCA22 SS part of the logic solver provides
shutdown equipment command to SS actuator
too late when the gas temperature is very high
and the compressor is running [SH2]

C.LSc122.UCA22 Resource sharing problem on the
hardware delays the execution time of the command

C.UCA35 PCS part of the logic solver
provides normal shutdown command to PCS
actuator when there is no normal shutdown
request and the compressor is running [SH4]

C.LSc199.UCA35 Component failure of the shared
logic solver may move the system to a safe state

D. Complete
integration

D.UCA22 PC&S logic solver provides
shutdown equipment command to SS actuator
too late when the gas temperature is very high
and the compressor is running [SH2]

D.LSc121.UCA22 Unintended overwrites from the
PCS to SS part in the logic solver delays the proper
command from SS part to the system

D.UCA35 PC&S logic solver provides normal
shutdown command to PCS actuator when
there is no normal shutdown request and the
compressor is running [SH4]

D.LSc199.UCA35 Component failure of the PC&S
logic solver may move the system to a safe state

Finally, STPA provides help when addressing
some issues (listed by CCPS) before claiming
safety for the system with integration. For exam-
ple, it provides us information on what scenarios
that can hinder the functional capabilities of the
system to perform its intended function. Other
issues such as protection against writes, accessi-
bility to control and change the safety function,
barrier against cyber-threats, and the protection
against environmental issues are covered by as-
sessing whether these issues may lead to possible
loss scenarios at a detail level (for every UCA).
However, due to the qualitative nature of its anal-

ysis, STPA provides little help to identify whether
the integrity of the functional performance has
been achieved or not.

6. Conclusion and further work
This paper has discussed the application of STPA
for analysis of various architectures of process
control and safety system in the subsea oil &
gas industry with different integration types. The
discussion has been made on selected results and
observable findings from the analysis.

One of the main takeaway from the analysis
is that applying more integration to the PC&S
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will change how the system behaves and results
in more scenarios that can lead to both safety
and availability losses. The designer of such a
system needs to prepare countermeasures to avoid
or prevent the occurrence of the scenarios.

Furthermore, the analysis of loss scenarios in
STPA still has a heavy reliance on the knowl-
edge about the possible system behavior and its
assumptions. This problem, however, is similar to
other hazard analysis methods. For the knowledge
of the system, it is recommended that the system
follows a technology qualification plan to let the
analyst have more experience with the system. For
the assumptions, a procedure to check and update
assumptions (including the affected analysis re-
sults) during the later development of the system
is needed.

Finally, the produced safety constraints from
STPA should be used as guidance for the safety
demonstration process. Demonstration of safety
against complex scenarios in a software-intensive
system still proves to be a major problem even if
the possible scenarios are known. Focus on the
hardware in the loop tests or digital twin proce-
dures to provide evidence is needed as an essential
research area for development.
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