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a b s t r a c t

The weighted essentially non oscillating (WENO) concept is well established in research and its
advantages are known, however, implementation details such as memory demand hindered the usage
for general applications and general purpose libraries for many open source CFD tools do not yet exist.
This paper introduces a WENO library for OpenFOAM and describes an efficient implementation. The
large memory demand of the scheme is solved be reusing already calculated stencil sets and storing
them in a data bank, giving a possible memory reduction of over 90%. A new class is implemented to
allow the reconstruction of the stencil list on highly decomposed meshes by reconstructing a regional
mesh around each processor. This avoids accuracy deficiency and stability problems at the processor
boundary. Lastly, the performance of the implemented scheme is demonstrated by a standard Taylor
Green Vortex test case.
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1. Motivation and significance

Computational fluid dynamics (CFD) have become a standard
tool in research and industrial development. Commercial tools
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rovide a wide range of applications but licensing costs may be
igh which provokes an ever increasing interest in open source
nd free to use software such as OpenFOAM. OpenFOAM provides
versatile and easy to use tool set to develop and write CFD

oftware for structured and unstructured grids [1]. It already
hips with a wide range of solvers and discretization schemes.
et, one class of discretization schemes, derived to handle flows
ith discontinuities and a high order of accuracy, is still missing.
While linear schemes are most suitable to resolve the com-

lete wave number spectrum, they suffer from Gibbs instabilities
round large discontinuities which make them unsuitable for
imulations containing shocks. This problem is overcome by using
ybrid schemes that fall back to a more stable first order, often
pwind biased, solution for regions around discontinuities. One
lass of these kind of schemes are the total variation diminish-
ng (TVD) and normalized variation diminishing (NVD) schemes
ith an appropriate limiter. However, these schemes are too
iffusive, even in smooth regions, and their use in LES simula-
ions is questionable [2–5]. Essentially non oscillating schemes
ENO) have been developed to achieve high-order discretization
n smooth regions and to retain the TVD property, required to
esolve discontinuities [2]. This type of scheme uses a recon-
tructed polynomial to modify the flux to achieve TVD properties.
he stability and accuracy of the scheme has then been greatly
dvanced by using a weighted set of the polynomial stencils
nstead of choosing the smoothest stencil [6,7]. These schemes
re commonly referred to as WENO schemes.
Although WENO schemes have originally been developed for

tructured grids, they have been extended to be applicable for
ny cell shape as well as unstructured grids [3,8] and tested
penFOAM implementations exist [9,10]. However, the straight-
orward implementation of the WENO scheme raised perfor-
ance issues concerning parallelization, CPU costs, and memory
anagement. These issues rendered WENO unfeasible for gen-
ral purpose, large scale simulations. The work presented here
mproves some major drawbacks of the WENO scheme in Open-
OAM, especially memory requirement. Further, parallelization is
ow improved and uses a full reconstruction instead of a 0-halo
pproach to represent the multi-stencil algorithm of the WENO
cheme.

. Software description

.1. Theoretical background of the WENO scheme

The principal idea of the WENO scheme is to replace the cell
verage value Φ i of cell i and volume Vi, by a polynomial repre-

sentation pi. To prevent scaling effects due to mesh stretching,
e.g. in unstructured mesh, the polynomial is constructed in a
reference space ξ⃗ = ξ⃗ (x, y, z) which can be transformed into the
physical space by its affine transformation x⃗ = x⃗(ξ, η, ζ ),

Φ i =
1

|Vi|

∫
Vi

Φ(x⃗)dxdydz =
1

|V ′

i |

∫
V ′
i

Φ(ξ⃗ )dξdηdζ =
1

|V ′

i |

∫
V ′
i

p(ξ⃗ )dξdηdζ .

(1)

Here, V ′

i is the mapped cell Vi in the reference space and p is the
representing polynomial which can be expressed by an expansion
over local basis functions Ωk with the degrees of freedom K as,

pi(ξ⃗ ) = Φ i +

K∑
k=1

akΩk(ξ⃗ ). (2)

he basis functions are summed up over the degrees of free-
om which depend on the order of the polynomial r [8]. The

central idea of the WENO scheme is to use a weighted convex
combination of the polynomial of each stencil [6],

pi,weno(ξ⃗ ) =

NSi∑
m=0

ωmp
(m)
i (ξ⃗ ), (3)

where NSi is the number of stencils. The stencil list includes one
central stencil and n sectorial stencils, where n is the number
of faces of the cell Vi. The weighting of the stencil follows the
approach presented in Pringuey [9] and Henrick et al. [11] and it
is referred to these references for further detail.

The basis function Ωk of Eq. (2) satisfy the constrain of Eq. (1)
for

Ωk(ξ⃗ ) = Ψk(ξ⃗ ) −
1

|V ′

i |

∫
|V ′

i |

Ψk(ξ⃗ )dξdηdζ (4)

and Ψk as an arbitrary orthogonal basis function. A suitable basis
function is found using a Taylor series expansion around the
center of Vi [12,13].

The final equation system to calculate the coefficients ak is
derived by calculating the average value Φ j of all cells in stencil
m by replacing p(m) in,

Φ j =
1

|V ′

j |

∫
V ′
j

p(m)(ξ⃗ )dξdηdζ (5)

with Eq. (2) of the central cell i which leads to,

Φ j =
1

|V ′

j |

∫
V ′
j

(
Φ i +

K∑
k=1

a(m)
k Ωk(ξ⃗ )

)
dξdηdζ (6)

Φ j − Φ i =

K∑
k=1

a(m)
k

(
1

|V ′

j |

∫
V ′
j

Ωk(ξ⃗ )dξdηdζ

)
(7)

Φ j − Φ i =

K∑
k=1

a(m)
k Ajk (8)

The matrix Ajk is calculated under consideration of the basis
functions of Eq. (4) with,

Ajk =
1

|V ′

j |

∫
V ′
j

Ψkł(ξ⃗ )dξdηdζ −
1

|V ′

i |

∫
|V ′

i |

Ψk(ξ⃗ )dξdηdζ . (9)

The solution of the volume integrals through a transformation
and using surface integrals is described in detail in the work
of Martin and Shevchuk [10].

2.1.1. Solving the equation system
To solve the equation system of Eq. (8), at least K cells have

to be considered for each stencil, e.g. with the matrix dimension
AK×K . Using this minimum number of cells often leads to ill
conditioned matrix systems which is why a surplus of cells is
considered, AN×K , where N is typically chosen to be two times
the degree of freedom [3,8].

It is obvious that the matrix A only depends on geometrical
parameters and thus can be computed and stored before run
time. Typically a QR decomposition is used to efficiently com-
pute ak at run time. However, as mentioned above, the memory
requirement of this scheme is one main concern and the QR de-
composition requires storage of the Q N×N and the RN×K matrices.
Therefore, it is more feasible to use a singular value decomposi-
tion (SVD) to calculate and then store the Moore–Penrose pseudo
inverse A+ of A.

2.2. Challenges of WENO schemes in OpenFOAM

The stencil collection and calculation of the Moore–Penrose

inverse is the computationally most expensive part. From the

2
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resented implementation it is obvious, that most of the work
equired for the WENO scheme can be done in a pre-processing
tep. The solution is then stored in memory and written to the
ard disk for future use. Pre-processing and storage of the data,
owever, leads to a large memory demand. This becomes espe-
ially important when the scheme is used in an LES context, in
hich grids with more than 1 million cells are not uncommon.

n addition, standard OpenFOAM routines cannot be used for
arallelization as they only consider the next direct neighbor of
ells and do not represent the multi stencil approach. Therefore,
wo main concerns have been identified that hinder the use of
he WENO scheme in a general purpose OpenFOAM code:

(1) Memory demand for the pseudo inverse matrix A+

(2) Stencil collection on parallel decomposed meshes

oth of these concerns are addressed in the following section.

.2.1. Memory demand
The huge memory demand required for a straight forward

mplementation is illustrated by this example. Assuming a grid
ize of 1 million cubic cells, a WENO scheme of third order has to
tore 7 matrices with 19 × 38 coefficients. This leads to a memory
emand of 40 GB for the matrices alone. For 5th order scheme
38 GB of memory would be required.
As the pseudo inverse only depends on the geometry of the

esh it can be potentially different for each stencil and cell. In
ost cases, however, we deal with somewhat structured grids.
herefore, most of the matrices are not unique and it would be
esirable to store only the unique matrices and pointing to them
here they are needed. This can be achieved by replacing the
sed list with a new data structure, in the following called the
atrix data bank.

atrix data bank system. The underlying data structure for this
data bank is an STL standard multimap which has a lookup time
of log(n). During the calculation of the inverse matrices A+ for
ach stencil and cell it is checked if a similar matrix is already
tored within the data bank. To check if this matrix already exists
he key of the multimap is calculated by summation over the
atrix coefficients. It is favorable to convert the floating point
alue of the coefficients to a representing integer, so that similar
atrices are grouped together. To do so, the matrix is normalized
y the largest element and then multiplied by 1 × 106. This
ashing algorithm is preferred over standard algorithms, like
rrays.hashCode() of java, as it is not sensitive to round off
rrors. After the key k is calculated all matrices for the key below
− up to the key above k+ are looked up and compared to the
ew matrix. Hereby, a matrix A∗ is defined as similar if none of
he coefficients differs by more than 1 × 10−9 to the reference
atrix Ak stored in the data bank,∑
(A∗

− Ak)
max (A∗)

< 1 × 10−9. (10)

If such a matrix is found the new matrix A∗ is not added and
the iterator to the previously stored matrix is returned. Here, it
shall be stressed that a writing precision for ASCII files below 9
significant digits will lead to many matrices that should in theory
be equal but are due to the inaccuracy of the read in mesh data
not. Thus, it is advised to use a high writing precision to generate
the mesh, or best using a binary format. If no similar matrix is
found, A∗ is added to the data bank and the iterator is returned
as well. Now, only the iterators to the matrices within the data
bank have to be stored. Storing the iterators instead of the map
key allows constant lookup times during the run time of the
simulation.

Table 1
Memory demand for a case on a regular cubic and a cylinder mesh using a
WENO 2nd order scheme.
Case Memory matrix

databank [GB]
Relative reduction

No matrix DB 8 –
With matrix DB 0.1 98%
Best conditioned 0.1 98%
Grading & matrix DB 0.1 98%

Cylinder Mesh & no matrix DB 3.0 –%
Cylinder Mesh & matrix DB 0.2 93%

Best conditioned matrix system. Tsoutsanis et al. [8]
recommended to use twice the number of cells to achieve con-
vergence. However, this leads to a significantly increased memory
demand for higher orders. Further, the accuracy of the matrix
system,

Ax = b, (11)

depends on the square of the condition of A [14]. As the condition
of the matrix A does not necessarily improve with more cells,
a new algorithm is implemented that calculates the best condi-
tioned matrix of the matrix list AK×K to A2K×K . Thus, giving the
potential to decrease the memory demand if the best conditioned
matrix has a dimension less than 2K cells.

2.3. Stencil collection for parallel runs

The parallelization of the WENO scheme is not as straight
forward as for any other OpenFOAM scheme. In difference to
other schemes, such as the linear or TVD schemes, not only the
direct neighbor of a cell is taken into account but a wider stencil.
This means that for the collection of the stencil list the neighbor
cells of a processor patch are not sufficient. Yet, OpenFOAM only
provides information about the direct neighbor cells. To solve
this issue each processor reconstructs a regional mesh including
its direct neighboring processors and their neighbors to get a
fully closed mesh around the processors own mesh. This process
allows to collect the stencil list with all the information of the
mesh present, while, at the same time, only a part of the mesh
needs to be reconstructed for each processor.

3. Illustrative examples

3.1. Memory reduction

To test the efficiency of the matrix data bank, three meshes
one cube without and with mesh grading containing 100 × 100 ×

100 cells and one cylinder (320k cells) are used. The memory
demand is listed in Table 1 showing clearly that for such regular
grids large memory reduction is possible. Further, the results
show that the mesh grading has no effect on the pseudo inverse
matrices. In fact, the most important factor for a high memory
reduction is the accuracy of the mesh data. If the writing precision
is too low, the calculated cell centers for theoretically equal cells
are off and thus the reference space changes and as a consequence
with it the matrices for each stencil. For the chosen test cases a
writing precision of 9 was sufficient.

3.2. Achieved accuracy

To show the potential accuracy of the scheme the standard
Taylor Green vortex (TGV) test case with a Reynolds number of
1600 is chosen. The test case is run on structured meshes with
643 up to 2563 cells and unstructured meshes with a similar cell
3
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Fig. 1. Enstrophy of the Taylor Green vortex test case for a structured mesh with 1283 cells (a) and the integrated error to the reference solution (b). Results for
the unstructured mesh is shown in (c) and (d).

number. The structured meshes are generated with OpenFOAM
blockMesh and the unstructured with the software SALOME using
the Netgen-3D algorithm. A reference solution generated with
a dealiased pseudo spectral code on a mesh with 5123 cells is
used to compare to the finite volume OpenFOAM results [15]. As
the validating parameter the enstrophy is chosen [15,16]. Note,
that the reference solution uses a finer mesh than used for this
study. For comparing the implemented WENO scheme, the built
in linear scheme and limited linear TVD scheme are selected
for the velocity divergence. The TGV is then solved with the
incompressible pimpleFoam solver of OpenFOAM.

Fig. 1(a) shows the development of the enstrophy over time
for the structured grid and 2563 cells. The results show, that the
WENO scheme, with a third order polynomial, gives results in
the range of the linear scheme and performs significantly better
then the limitedLinear scheme. To compare the results for varying
mesh size the difference to the reference solution is calculated as
the relation of the integrated area under the curve. Figs. 1(b) and
1(d) display the integrated error over the mesh size. This shows
that the WENO scheme is at least as accurate as the linear scheme
and shows significant improvements for unstructured grids.

3.3. Resolving shocks in two phase flows

In fully flashing sprays the evaporating liquid exits the injector
with a pressure higher than the ambient value which leads to an
under expanded jet [17–20]. The resulting complex shock system
is difficult to simulate as most multi phase solvers are using a
pressure based approach while commonly transonic flows are

solved by a density based approach. Whereas TVD schemes can
aid to solve the discontinuity at the shock front, they fail to
deliver the required accuracy, and are not stable enough. The
developed WENO scheme can overcome this problem and allows
for a stable and accurate simulation.

This is shown in Fig. 2 which depicts a 2D simulation of a fully
flashing cryogenic liquid nitrogen jet representing the case ’LN2-
2’ of Gärtner et al. [20] with a superheat ratio of Rp = 48.1.
In this test case liquid nitrogen at 89.7K is injected through
an injector with 1mm diameter and an L/D ratio of 2.9 into a
near vacuum chamber with the same temperature. The jet exits
the injector with a pressure 37 times higher than the ambient
pressure, leading to the shock system typical in under expanded
jets. The case is simulated with a compressible multiphase solver
developed in the same work using the Homogeneous Relaxation
model (HRM) for the phase change.

With increasing mesh resolution, required for LES simulations,
the shock front can no longer be resolved by the limitedLinear
TVD scheme, see Fig. 2. In difference to this, the WENO scheme
captures the shock accurately and allows for a correct resolution
of the shock front while maintaining a high order accuracy in
smooth regions. This shows the applicability of the WENO scheme
for such problems especially in a multi phase context.

4. Impact and conclusion

In this work a high order WENO scheme library is introduced
to OpenFOAM and made for the first time publicly available. The
4
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c
t

Fig. 2. Velocity magnitude at a shock front for fully flashing sprays comparing
WENO scheme (top) and limitedLinear scheme (bottom) for the discretization
of the momentum equation.

inherent problems of memory demand of a WENO scheme for un-
structured grids is overcome by using an efficient data structure.
Further, a new stencil collection strategy is implemented to solve
the problem of processor boundaries for decomposed domains.
The performance of the new data management is proven and
makes the WENO scheme now applicable for large scale research
or engineering applications. The accuracy of the scheme is in-
vestigated with the standard Taylor Green Vortex test case and
has shown for structured grids equal performance as the central
difference linear scheme. For unstructured grids the implemented
WENO scheme gives far better results than the linear scheme
and reduces the error by over 40%. Lastly, an example is given in
which the WENO scheme is used to solve transonic flows within
a multiphase context. While the formally stable TVD scheme
fails to resolve the shock front accurately the WENO scheme
delivers smooth and accurate results. Giving now the possibility
to solve transonic multiphase problems in OpenFOAM with a high
accuracy and stability.
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