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## Sammendrag

Nanoelektronikk er er fagfelt som blir mer og mer relevant nå som elektronikk blir mindre og raskere, og med rask utvikling av teknologier som superledere og kvantedatamaskiner. Dette er et forskningsfelt der det har vært mye fremgang i mange tiår. Denne fremgangen ser ikke ut til å stoppe. Et spesifikt område der det forsatt er stor utvikling er kvantemekanisk optoelektronikk, hvor vi ser på interaksjonen mellom lys og molekylære ledere, som det transporteres elektroner gjennom. Det finnes enda ikke et godt rammeverk for å teoretisk modellere denne interaksjonen. I denne avhandlingen introduserer vi en metode basert på lineær responsteori, et rammeverk hvor det å beskrive optiske egenskaper til molekyler er vanlig, for å beskrive elektronisk transport mellom forskjellige deler av et lukket molekylært system. Med dette gir vi noen enkle proof-of-concept beregninger for to enkle molekyler, ett hvor vi ser på transporten mellom et hydrogenatom og et litiumatom, og ett annet hvor vi ser på transport mellom et berylliumatom og et oksygenmolekyl. Disse beregningene er basert på modelperturbasjoner som ikke vil representere kvantitativt nøyaktige forutsigelser, men heller er gjort for å vise potensialet for videreutviklingen av en slik metode for å gi en god beskrivelse av like transportfenomener. For noen former av slike perturbasjoner har vi observert en forflytning på rundt 0.9 elektroner per perturbasjonsstyrke på 1 a.u. Dette har blitt gjort sammen med en beregning av elektrisk strøm gjennom et modellsystem av tre hydrogenmolekyl under en påført spenning, ved å bruke en ikke-likevekts Greens funksjonsmetode (Non-Equlibrium Green's Function, NEGF), som er en av de fundamentale metodene for å beskrive kvantemekanisk transport. Dette er gjort for å ha en lignende beregning for å kunne sammenligne responseteorimetoden med, både den interne matematikken av de to metodene, og de beregnede resultatene. Likevel, siden responseteorimetoden ikke enda inkluderer en beskrivelse av kontakter til elekstronreservoarer som er essensielt for å ha kontinuerlig strøm. Derfor kan vi ikke direkte sammenligne resultatene fra disse to metodene, som vi kunne ha gjort dersom metodene beregnet samme størrelse.


#### Abstract

The field of nanoelectronics is becoming increasingly relevant as electronics become smaller and faster and with the rapid development in technologies such as superconductors and quantum computers. This is a field that has seen a lot of progress for the last many decades and continues to do so. One particular area that is still seeing a lot of development is quantum optoelectronics, where we look at the interaction between light and molecular conducting channels undergoing electronic transport. There does not yet exist a rigorous framework for theoretically modeling this interaction properly. In this thesis we introduce a method based on linear response theory, a framework where describing optical properties of molecules is commonplace, for describing electronic transport between different parts of a closed molecular system. With this, we provide some simple proof-of-concept calculations for two simple molecules, one where we calculate the transport of electrons between a hydrogen and lithium atom, and the other calculating transport between a beryllium atom and an oxygen molecule. These calculations are based on model perturbations that will not represent quantitatively accurate predictions, but rather serves to show the potential of the method to be further developed for a good description of such transport phenomena. For certain types of perturbations, we observed a movement of the electronic density corresponding to about 0.9 electrons per perturbation strength of 1 a.u. This has been done alongside a calculation of the steady state current through a model system consisting of three hydrogen molecules under a potential bias, using the Non-Equilibrium Green's Function (NEGF) method, which is one of the fundamental pillars of describing quantum transport. This is done to have a similar calculation to compare the response theory method to, both in terms of the internal mathematics of the two methods, and the predicted results. However, the response theory method does not yet include a description of contacts to external electron reservoirs, which is required for steady state transport. As such, the results from the two methods is not as directly comparable as if they both calculated the same quantity.
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## Chapter 1

## Introduction

Electronic transport at the nanoscale is an important field of research which has seen a lot of development, both experimentally and theoretically for the last few decades. Consumer-grade microelectronics have reached the point of having a manufacturing node of $5 \mathrm{~nm}[1,2]$, roughly relating to the size of the active region of transistors. This is only about 40 silicon atoms and the research and development is happening for even smaller scales [3, 4]. Working at this scale, a good theoretical description of electronic transport is essential. A lot of models have been made and used over the years, using both empirical and ab-initio approaches [5, 6]. Many of these methods have shown great success for describing certain phenomena[7], but there are a lot of areas which still need a lot of research[8]. A well studied system is the molecular junction, in which a single molecule is placed between and coupled to some, usually two, electrodes, usually made of some gold or semiconductor material. There have been a lot of both theoretical $[7$, [8] and experimental[9, 10] studies into various properties of these molecular junctions, with theoretical calculations of the characteristics of a single molecule rectifier going back to the 1970s [7]. This includes electrical [9], mechanical [1], thermoelectric (12] and optical (13] properties as well as other quantum properties like Coulomb, Frank-Condon and spin blockades 14 16], interference/decoherence [17, 18] and much more. The field of molecular optoelectronics, which concerns itself with the interaction between such molecular junctions and light, is a rapidly expanding field, with many important applications such as light controlled switches 10 . [13, 19] and transistors [14], that can be used for electronic components as photonic memory devices [20]. However, no current theory of transport exists which treat the electronic structure of the system explicitly in a framework where accurately predicting optical properties is possible. Having such a theory would enable the theoretical modeling of many phenomena in molecular junctions that is not currently possible.

Another system where the interaction between light and molecules undergoing electronic transport is photoredox catalysis $|21| 24]$, where light is used to initiate otherwise energetically difficult reactions. A classic example of this in nature is photosynthesis, in which sunlight is catalysing the construction of sugar from the very energetically stable raw materials, carbon dioxide and water. A good theoretical description of such photo-activated processes would further enable the development and testing of photoredox catalysis methods for synthesising
various organic substances that might otherwise need expensive, dangerous, or environmentally hurtful chemicals to make.

### 1.1 Current Descriptions of Transport

Theoretical descriptions of macroscopic transport have been well understood for some time 25 . On the large scale (larger than about $1 \mu \mathrm{~m}$ ), transport through conducting channels act "diffusive" because the mean free path of an electron is significantly smaller than the channel, and the electrons are scattered many times before leaving. The conductance of a channel is then determined by the familiar Ohm's law for materials. Smaller than this, channels act as "ballistic" conductors, where electrons travel through the whole channel without being scattered. To describe transport at this scale there exists a few transport theories. The Boltzmann transport equation (BTE) gives a semi-classical description of transport, and can be used for electrical transport 25], but currently is used mostly for describing phonons (vibrational motion) 26, 27, and the effects of coupling between electrons and phonons on electrical transport [28]. The state-of-the-art quantum description of electronic transport has for a long time been the Non Equilibrium Green's Function (NEGF) method [25, 29, 30] which describes a quantum system in contact with non-interacting leads. Green's function methods in general have been used a lot in quantum mechanics 31, mostly because it allows for easy incorporation of effects such as temperature [32], and contacts, which is what gives rise to the NEGF method. In the NEGF formalism however, the electronic structure in the channel, mostly the effects of electronic correlation, is not well described as the NEGF method is usually based on density functional theory. This has been somewhat addressed by applying a self-consistent $G W$ self energy approach within the NEGF formalism[33]37], but there does not currently exist a framework for describing the electronic structure, and its properties, in systems undergoing transport. There is therefore still a lot of work to be done in this area, for example relating to the description of excited states and optical properties of the molecules in the channel.

### 1.2 Response Theory

In computational chemistry it is often desirable to be able to predict the effects of external potentials, such as external electric or magnetic fields, on a molecular system. Doing this, one can describe phenomena such as the electrical polarizability 38 and hyperpolarizabilities 39] of molecules due to an external electric field, or the magnetic polarizability[40], due to a magnetic field. Perhaps most notably it gives the framework to describe optical properties of molecules [41, since light (and other electromagnetic radiation) is just some oscillating electric and magnetic fields. Quantifying the responses molecular systems have to external potentials, with what is referred to as response functions, is what the field of response theory aims to achieve. Such external potentials are usually very small compared to the internal potentials in the molecule. Electric fields in the hydrogen atom are on the order of $10^{11} \mathrm{~V} \mathrm{~m}^{-1}[24]$ while the
electric field strengths in normal laser light is on the order of $1 \mathrm{Vm}^{-1}$. This is makes it possible to use perturbation theory to obtain expressions for the response functions.
Perturbation theory is an extremely powerful and widely used idea throughout quantum mechanics. It is used to include correlation energy in the electronic wavefunction of molecules in what is known as Møller-Plesset perturbation theory[42], and it is one of the fundamental pillars of quantum field theory 43]. The essence of perturbation theory is that there is some small perturbation to the system, and the problem of finding the change to the properties of the system is solved order by order. In the context of quantum chemistry the perturbation of the system is represented as a small perturbation to the system Hamiltonian so that

$$
\begin{equation*}
\hat{H}=\hat{H}^{(0)}+\hat{H}^{(1)} \tag{1.2.1}
\end{equation*}
$$

where the unperturbed Hamiltonian of the system is the zeroth order Hamiltonian $\left(H^{(0)}\right)$ and the perturbation is added as a first order Hamiltonian. In some cases one may chose to further divide the perturbation into even more orders. Using the expansion of the Hamiltonian, we expand the wave function and expectation values of observables into orders as well, such that

$$
\begin{equation*}
|\psi\rangle=|\psi\rangle^{(0)}+|\psi\rangle^{(1)}+|\psi\rangle^{(2)}+\ldots, \quad\langle A\rangle=\langle A\rangle^{(0)}+\langle A\rangle^{(1)}+\langle A\rangle^{(2)} \ldots, \tag{1.2.2}
\end{equation*}
$$

for some observable A. These expansions will go on to infinity, but in practice we will, truncate them to some order. The power of perturbation theory is that the equations for determining the correction at each order is found and solved separately.

### 1.2.1 Why Response Theory for Transport?

Transport of charge (electrical current) through a system, be that a large bulk system as a wire, or a nanoscale system as a molecule, is the response of the system to an external potential field, namely the voltage across the wire/molecule. This should therefore be possible to describe using response theory. Methods based on response theory have previously been used to describe current through molecular rectifiers[7]. In many cases, the DFT and GW NEGF methods are more then fine for predicting properties, however, they do not easily extend to include the description of optical properties. It is therefore desirable to develop a new method based on response theory, a framework where the description of optical is well understood, for describing transport processes. This will open up a new virtual playground for nanoelectronics/optoelectronics where we can investigate the properties of the molecules undergoing transport as we would any other system using response theory. This includes looking at how the optical properties of the molecules change as they undergo transport, and how the transport properties change in different electromagnetic fields. In this thesis, we illustrate the possibility of using the framework of response theory to describe molecular transport, comparing the theory and results with that of a simplified implementation of the NEGF method.

## Chapter 2

## Theoretical Background

In this chapter we introduce the necessary theory that lays the ground work that further chapters build upon. First we give a brief introduction to the main parts of electronic structure theory in the language of second quantization, including a description of post-Hartree-Fock correlated wave function models, discussing Configuration Interaction in particular. Further we go through the fundamentals of damped response theory, which introduces the equations that the main part of the thesis builds upon. Last we introduce the fundamentals of Green's function theory for quantum mechanics, which we build upon in later chapters where we discuss the NEGF method.

### 2.1 Electronic Structure Theory

The field of quantum chemistry is concerned with solving the molecular Schrödinger equation

$$
\begin{equation*}
\hat{H}|\psi(t)\rangle=i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle, \tag{2.1.1}
\end{equation*}
$$

for different systems. For molecules, the Hamiltonian operator, $\hat{H}$ (Total energy operator), contains the total energy of the electrons and nuclei of the molecule, which includes the kinetic energy of both $\hat{T}_{e}, \hat{T}_{n}$, and the potential energy between all the particles $V_{e e}, V_{e n}, V_{n n}$. In electronic structure theory, we work within the Born-Oppenheimer approximation[44], which states that the wave function of the molecule can be separated into a product of the electronic part of the wave function and the nuclear part of the wavefunction

$$
\begin{equation*}
|\psi(r, R)\rangle=\left|\psi_{e}(r ; R)\right\rangle \otimes\left|\psi_{n}(R)\right\rangle . \tag{2.1.2}
\end{equation*}
$$

This way we can separate the problem of solving the molecular Schrödinger equation into first solving for the electronic wave function, then the nuclear wave function. In the field of electronic structure theory, we are concerned with the electronic wave function.
For most time independent molecular properties, such as ground state geometry, we do not need the full time dependent Schrödinger equation, but rather the time independent Schrödinger equation. We get this by assuming that the spatial electronic density, i.e. the modulus square
of the wave function, is constant, and that the only time dependence present is in the form of a phase factor $|\psi(t)\rangle=e^{-\frac{i E t}{\hbar}}|\psi\rangle$. Inserting this into the time dependent Schrödinger equation and cancelling the time dependent phase factor, we obtain the familiar time independent Schrödinger equation

$$
\begin{equation*}
\hat{H}|\psi\rangle=E|\psi\rangle . \tag{2.1.3}
\end{equation*}
$$

In coordinate representation, this is a $3 N$-dimensional partial differential equation so solving this analytically for many-electron systems is impossible, and directly solving exactly numerically is almost impossible. One of the most common approximations, which also serves as the starting point for many other methods, is the Hartree-Fock (HF) method 45]. In this method, the wave function is approximated by a single Slater-determinant and every electron effectively only feels the average potential of all the other electrons. This simplifies the problem from a single $3 N$-dimensional problem to $N 3$-dimensional problems.
From the HF method we obtain a set of molecular orbitals (1-electron wave functions), which the Slater-determinant consists of. These are known as the occupied molecular orbitals. We also obtain a set of molecular orbitals which are not used in the Slater determinant, known as the virtual molecular orbitals. Using different combinations of occupied and virtual orbitals we can construct several Slater-determinants, or configuration state functions.

### 2.1.1 Second Quantization

As a way to neatly describe these different Slater-determinants we use the language of second quantization where in addition to the energy levels being quantized, the state itself is quantized using ladder operators. These ladder operators are the electron creation operator $a_{p \sigma}^{\dagger}$ which creates an electron in orbital number $p$ with spin $\sigma$, and the annihilation operator $a_{p \sigma}$ which conversely removes an electron from the same spin orbital. A Slater-determinant is then represented by applying creation operators on the vacuum ket (|vac )) which represents the Slater-determinants with 0 electrons. To represent the HF Slater-determinant we introduce the indexing convention where the indices $i, j, k, l$ are used for occupied orbitals, $a, b, c, d$ are used for the virtual orbitals and $p, q, r, s$ are used as general indices. The HF state is then written as all the occupied creation operators applied on the vacuum ket

$$
\begin{equation*}
|\mathrm{HF}\rangle=\left(\prod_{i} a_{i \alpha}^{\dagger} a_{i \beta}\right)|\mathrm{vac}\rangle . \tag{2.1.4}
\end{equation*}
$$

We can now also write the electronic Hamiltonian operator as

$$
\begin{equation*}
\hat{H}=h_{\mathrm{nuc}}+\sum_{p q} h_{p q} E_{p q}+\frac{1}{2} \sum_{p q r s} g_{p q r s} e_{p q r s} . \tag{2.1.5}
\end{equation*}
$$

$h_{\text {nuc }}$ is the potential energy between the nuclei

$$
\begin{equation*}
h_{\mathrm{nuc}}=\frac{1}{2} \sum_{I \neq J} \frac{Z_{I} Z_{J}}{r_{I J}} \tag{2.1.6}
\end{equation*}
$$

The one-electron integral matrix $h_{p q}$ contains all of the integrals of the molecular orbitals over the one electron part of the normal Hamiltonian. This includes the kinetic energy of the electrons, and the potential energy between the electrons and the nuclei

$$
\begin{equation*}
h_{p q}=\left\langle\phi_{p}\right| \hat{h}\left|\phi_{q}\right\rangle . \tag{2.1.7}
\end{equation*}
$$

The two-electron integral matrix $g_{p q r s}$ contains the integrals over the two electron operator, which only contains the potential energy between all the electrons. We usually write this in Mulliken notation

$$
\begin{equation*}
g_{p q r s}=(p q \mid r s)=\left\langle\phi_{p}(1) \phi_{r}(2)\right| \hat{g}\left|\phi_{q}(1) \phi_{s}(2)\right\rangle \tag{2.1.8}
\end{equation*}
$$

The one- and two-electron singlet excitation operators ( $E_{p q}$ and $e_{p q r s}$ ) are defined as

$$
\begin{gather*}
E_{p q}=a_{p \alpha}^{\dagger} a_{q \alpha}+a_{p \beta}^{\dagger} a_{q \beta}=\sum_{\sigma} a_{p \sigma}^{\dagger} a_{q \sigma}  \tag{2.1.9}\\
e_{p q r s}=\sum_{\sigma \tau} a_{p \sigma}^{\dagger} a_{r \tau}^{\dagger} a_{s \tau} a_{q \sigma} . \tag{2.1.10}
\end{gather*}
$$

Using these excitation operators, we can express the different N-electron Slater-determinants as different excitations of the HF determinant. Determinants differing by one spin orbital (singly excited) can be written as $\left|\phi_{i}^{a}\right\rangle=\frac{1}{\sqrt{2}} E_{a i}|\mathrm{HF}\rangle$, while those differing by two (doubly excited) as $\left|\phi_{i j}^{a b}\right\rangle=\frac{1}{2} E_{b j} E_{a i}|\mathrm{HF}\rangle$, etc. Most of the mathematics is done using some elementary commutator rules for the excitation, creation and annihilation operators. A defining property of the annihilation and creation operators is that they anti-commute, that is $a_{p \sigma}^{\dagger} a_{q \tau}^{\dagger}=-a_{q \tau}^{\dagger} a_{p \sigma}^{\dagger}$, giving the anti-symmetry of the wave function required by the Pauli principle for fermions. This is equivalent to the anti commutator being zero,

$$
\begin{array}{r}
{\left[a_{p \sigma}^{\dagger}, a_{q \tau}^{\dagger}\right]_{+}=a_{p \sigma}^{\dagger} a_{q \tau}^{\dagger}+a_{q \tau}^{\dagger} a_{p \sigma}^{\dagger}=0,} \\
{\left[a_{p \sigma}, a_{q \tau}\right]_{+}=0 .} \tag{2.1.12}
\end{array}
$$

The other fundamental anti-commutator rule is:

$$
\begin{equation*}
\left[a_{p \sigma}, a_{q \tau}^{\dagger}\right]_{+}=\delta_{p q} \delta_{\sigma \tau} \tag{2.1.13}
\end{equation*}
$$

where $\delta$ is the Kronecker delta. Using these commutators it is possible to derive some more useful commutator rules for the excitation operators

$$
\begin{align*}
{\left[E_{p q}, E_{r s}\right] } & =\delta_{q r} E_{p s}-\delta_{p s} E_{r q}  \tag{2.1.14}\\
{\left[E_{m n}, e_{p q r s}\right] } & =\delta_{p n} e_{m q r s}-\delta_{q m} e_{p n r s}+\delta_{r n} e_{p q m s}-\delta_{s m} e_{p q r n} \tag{2.1.15}
\end{align*}
$$

### 2.1.2 Correlated Wave Function Models

As previously stated, the HF method is the starting point for so-called post-Hartree-Fock methods. These methods utilize that the set of possible Slater-determinants provides quite a good basis of anti-symmetric N-electron wave functions. In fact the set of all possible Slaterdeterminants is a complete basis of N -electron wave functions for a given basis of MOs. Taking into account all of the determinants is called the Full Configuration Interaction (FCI), but in practice this is computationally infeasible. The run time and memory requirements are binomial (far exceeding exponential), so even with recent advances in computing, this can only be used on small systems, with small basis sets, as a benchmark to test the accuracy of more computationally efficient methods. A simple solution to the problem is to include fewer determinants, where including only the ones differing from the HF determinant by a few spin orbitals leads to the truncated Configuration Interaction (CI) methods, such as CISD, where those determinants only differing from the HF state by 1 (singly excited) and 2 (doubly excited) spin orbitals. These methods have some problems, mainly not being size-consistent[46]. Other approaches include the aforementioned Møller-Plesset (MP) perturbation theory methods, as well as Coupled Cluster (CC) methods, which employ an exponential parameterization of the wave function, together with subspace projections, to obtain a corrected wave function. Both these methods have seen huge success, with MP2 being a very good method for describing properties of relatively large organic molecules [47, 48], and CC methods being a very good method of computing ground state properties of molecules 49 and more exotic properties, like light matter interaction in optical cavities $[50]$.
In this thesis we use the Configuration Interaction truncated to Singles and Doubles (CISD) method for the ground state calculation for some systems. CI methods express the wavefunction as an explicit linear combination of Slater-determinants generated from a HF state, which we can write as

$$
\begin{equation*}
|\psi\rangle=C_{\mathrm{HF}}|\mathrm{HF}\rangle+\sum_{a i} C_{i}^{a}\left|\phi_{i}^{a}\right\rangle+\sum_{a b i j} C_{i j}^{a b}\left|\phi_{i j}^{a b}\right\rangle+\ldots \tag{2.1.16}
\end{equation*}
$$

The variational theorem now states that the expectation value of the energy is always greater than, or equal to, the energy of the exact ground state, that is

$$
\begin{equation*}
\langle\psi| \hat{H}|\psi\rangle \geq E_{0} \tag{2.1.17}
\end{equation*}
$$

so to get as close as possible to the actual ground state, we the minimize this expectation value variationally with respect to the expansion coefficients, while keeping the wave function normalized. Truncated CI methods are obtained by simply truncating the linear combination in eq. 2.1.16) to only include certain Slater-determinants. In CISD we only include single and double excited determinants, so the expansion of the wave function is

$$
\begin{equation*}
|\psi\rangle=C_{\mathrm{HF}}|\mathrm{HF}\rangle+\sum_{a i} C_{i}^{a}\left|\phi_{i}^{a}\right\rangle+\sum_{a b i j} C_{i j}^{a b}\left|\phi_{i j}^{a b}\right\rangle . \tag{2.1.18}
\end{equation*}
$$

### 2.2 Response Theory

A time dependent quantum system is described by the electronic Schrödinger equation

$$
\begin{equation*}
\hat{H}|\psi(t)\rangle=i \hbar \frac{\partial}{\partial t}|\psi(t)\rangle, \tag{2.2.1}
\end{equation*}
$$

where $\hat{H}$ is the system Hamiltonian. Depending on the system, the Hamiltonian may or may not be time dependent. We can separate the Hamiltonian into a time independent ground state Hamiltonian $\left(\hat{H}^{(0)}\right)$ and a (possibly) time dependent perturbation $\left(\hat{H}^{(1)}\right)$ such that

$$
\begin{equation*}
\hat{H}=\hat{H}^{(0)}+\hat{H}^{(1)}(t) . \tag{2.2.2}
\end{equation*}
$$

We here assume that we posses the solutions of the zeroth order time independent Schrödinger equation, i.e. we have the eigenfunctions and eigenvalues of $\hat{H}^{(0)}$,

$$
\begin{equation*}
\hat{H}^{(0)}|n\rangle=E_{n}|n\rangle, \tag{2.2.3}
\end{equation*}
$$

and in particular the zeroth order ground state $|0\rangle$. This might for example be a HF, CI, CC or Multi Configurational (MCSCF) state. A common parametrization of the wave function $(|\psi(t)\rangle)$ is by directly expressing it as a linear combination of the zeroth order eigenfunctions as

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{n} c_{n}(t)|n\rangle \tag{2.2.4}
\end{equation*}
$$

where the time dependence is captured in the coefficients $c_{n}(t)$. The coefficients can be found by projecting the wave function onto each of the eigenfunctions,

$$
\begin{equation*}
\langle m \mid \psi\rangle=\sum_{n} c_{n}\langle m \mid n\rangle=c_{m}, \tag{2.2.5}
\end{equation*}
$$

which is easily seen by the orthogonality of the eigenfunctions. This approach is very common when explicitly describing the time evolution of systems where the Hamiltonian is time independent and we can assume the system having a known initial condition $|\psi(0)\rangle$. This way we can determine the initial expansion coefficients from eq. 2.2.5), and because of the time independent Hamiltonian, the time evolution of the coefficients is simply the time evolution phase factor for the corresponding eigenfunction $e^{-\frac{i E t}{\hbar}}$. However, to keep the wave function normalized, the following constraint on the coefficients has to be fulfilled,

$$
\begin{equation*}
\sum_{n}\left|c_{n}\right|^{2}=1 \tag{2.2.6}
\end{equation*}
$$

This makes this parametrization somewhat inconvenient to use for the perturbation theory we will employ in this thesis. A more convenient approach that we will use, is to parameterize the wave function by a unitary transformation of the ground state $|0\rangle$,

$$
\begin{equation*}
|\psi(t)\rangle=e^{i \hat{P}(t)}|0\rangle, \tag{2.2.7}
\end{equation*}
$$

where $\hat{P}(t)$ is a hermitian operator that captures the time dependence. In this parametrization we avoid the need for a separate normalization constraint which we can see by,

$$
\begin{equation*}
\langle\psi \mid \psi\rangle=\langle 0| e^{-i \hat{P}(t)} e^{i \hat{P}(t)}|0\rangle=\langle 0 \mid 0\rangle=1 . \tag{2.2.8}
\end{equation*}
$$

One way to parameterize $\hat{P}(t)$ is 51

$$
\begin{equation*}
\hat{P}(t)=\sum_{n>0}\left(P_{n}(t)|n\rangle\langle 0|+P_{n}^{*}(t)|0\rangle\langle n|\right) . \tag{2.2.9}
\end{equation*}
$$

We can reformulate this parametrization in terms of second quantization as 39

$$
\begin{equation*}
\hat{P}(t)=\sum_{a i}\left(\kappa_{a i} E_{a i}+\kappa_{i a} E_{i a}\right)+\sum_{a i b j}\left(S_{a i b j} E_{a i} E_{b j}+S_{j b i a} E_{j b} E_{i a}\right)+\ldots \tag{2.2.10}
\end{equation*}
$$

Where the coefficients $(\kappa, S, \ldots)$ are functions of time, and constrained to make $\hat{P}(t)$ hermitian $\left(\kappa_{a i}=\kappa_{i a}^{*}, S_{a i b j}=S_{j b i a}^{*}\right)$. Similar to CI we can truncate the amount of operators to include in the expansion of $\hat{P}$, usually for the sake of being easier to implement and more computationally efficient at the cost of accuracy. We discuss the truncation of this in the following chapter. To be able to determine the coefficients in a peturbative manner, we must expand them in different orders. We then have,

$$
\begin{align*}
\kappa_{a i} & =\kappa_{a i}^{(0)}+\kappa_{a i}^{(1)}+\kappa_{a i}^{(2)}+\ldots,  \tag{2.2.11a}\\
S_{a i b j} & =S_{a i b j}^{(0)}+S_{a i b j}^{(1)}+S_{a i b j}^{(2)}+\ldots, \tag{2.2.11b}
\end{align*}
$$

which gives

$$
\begin{equation*}
\hat{P}(t)=\hat{P}^{(0)}(t)+\hat{P}^{(1)}(t)+\hat{P}^{(2)}(t)+\ldots, \tag{2.2.12}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{P}^{(n)}(t)=\sum_{a i}\left(\kappa_{a i}^{(n)} E_{a i}+\kappa_{i a}^{(n)} E_{i a}\right)+\sum_{a i b j}\left(S_{a i b j}^{(n)} E_{a i} E_{b j}+S_{j b i a}^{(n)} E_{j b} E_{i a}\right)+\ldots \tag{2.2.13}
\end{equation*}
$$

By assuming $|0\rangle$ to solve the zeroth order equation, all zeroth order terms will disappear [39]. To illustrate this we expand the operator

$$
\begin{equation*}
e^{i \hat{P}}=1+i \hat{P}-\frac{\hat{P}^{2}}{2}+\ldots, \tag{2.2.14}
\end{equation*}
$$

and using eq. 2.2.12, we can expand $\hat{P}^{n}$ into a zeroth order term and a term containing all higher orders

$$
\begin{equation*}
\hat{P}^{n}=\left(\hat{P}^{(0)}(t)+\hat{P}^{(1)}(t)+\hat{P}^{(2)}(t)+\ldots\right)^{n}=\hat{P}^{(0) n}+\hat{\Omega}^{(1)} . \tag{2.2.15}
\end{equation*}
$$

This way we can also separate the exponential expansion into a zeroth order term and a higher order term,

$$
\begin{equation*}
e^{i \hat{P}}=e^{i \hat{P}^{(0)}}+\hat{\Omega}^{(1)} . \tag{2.2.16}
\end{equation*}
$$

Inserting this into the Schrödinger equation (eq. 2.2.1)), we can separate the zeroth order equation as,

$$
\begin{equation*}
\hat{H}^{(0)} e^{i P^{(0)}(t)}|0\rangle=i \hbar \frac{\partial}{\partial t} e^{i P^{(0)}(t)}|0\rangle \tag{2.2.17}
\end{equation*}
$$

but $|0\rangle$ already fulfils the zeroth order equation by itself, meaning the equation

$$
\begin{equation*}
\hat{H}^{(0)} e^{-i \frac{E t}{\hbar}}|0\rangle=i \hbar \frac{\partial}{\partial t} e^{-i \frac{E t}{\hbar}}|0\rangle, \tag{2.2.18}
\end{equation*}
$$

is fulfilled. This means that the zeroth order part of $\hat{P}(t)$ only includes the total phase factor of the wave function, which has no impact on the observables we are considering in this thesis. It is, however, important to note that the assumption that the ground state, $|0\rangle$, is a solution to the zeroth order function breaks down when the ground state is approximated by for example CISD. For quantitatively accurate results, this deviation will need to be considered and zeroth order orbital rotations and configurations might need to be included, but we are presenting proof of concept calculations where simplicity for the sake of understandability and ease of implementation takes precedence over accuracy. Thus we will be neglecting the zeroth order terms of $\hat{P}(t)$ so that we are left with

$$
\begin{equation*}
\hat{P}(t)=\hat{P}^{(1)}(t)+\hat{P}^{(2)}(t)+\ldots \tag{2.2.19}
\end{equation*}
$$

### 2.2.1 Ehrenfest Theorem and First Order Equation

Response theory is concerned with finding response functions for observables, $\delta\langle\hat{A}\rangle$, which gives the change in the expectation value of an observable, A , as a response to a perturbation. The usual starting point for this is looking at the time derivative of the expectation value, $\frac{\partial}{\partial t}\langle\hat{A}\rangle$. This leads to the generalized Ehrenfest theorem, being the key equation that we use to determine the response functions. The generalized Ehrenfest theorem states

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=\frac{1}{i \hbar}\langle[\hat{A}, \hat{H}]\rangle \tag{2.2.20}
\end{equation*}
$$

for a time independent operator, $\hat{A}$. In many cases, a dampening factor, $\gamma$, is added to the equation to account for the finite lifetimes of energy levels that we observe in real systems 52 . This factor is added phenomenologically to account for all the interactions the system has with the environment, such as collisions between molecules, that would lead to the energy levels having finite lifetimes. This dampening parameter is often necessary to include to avoid singularities, which we will see below. In the context of electronic transport, the interactions that would lead to the finite lifetimes is the interaction with electron reservoirs creating an
open system. For steady state transport it would not make sense to have transport if electrons could not jump between energy levels in a finite amount of time. Including this dampening factor, we obtain what we may refer to as the damped Ehrenfest theorem that looks like

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=\frac{1}{i \hbar}\langle[\hat{A}, \hat{H}]\rangle+\gamma\langle\hat{A}\rangle . \tag{2.2.21}
\end{equation*}
$$

These equations are what we use to determine expressions for the parametrization coefficients (eq. (2.2.7)). Here we present the derivation for the first order equations. To obtain the equation for determining the expansion coefficients to first order, we insert the wave function parameterization into the damped Ehrenfest theorem (eq. (2.2.21)). We then have two expectation values to expand. We start by inserting the parametrization into $\langle\hat{A}\rangle$,

$$
\begin{equation*}
\langle A\rangle=\langle\psi| \hat{A}|\psi\rangle=\langle 0| e^{-i \hat{P}} \hat{A} e^{i \hat{P}}|0\rangle, \tag{2.2.22}
\end{equation*}
$$

then using the Baker-Campbell-Hausdorf expansion,

$$
\begin{equation*}
e^{-i \hat{P}} \hat{A} e^{i \hat{P}}=\hat{A}+i[\hat{A}, \hat{P}]-\frac{1}{2}[[\hat{A}, \hat{P}], \hat{P}]-\frac{i}{3!}[[[\hat{A}, \hat{P}], \hat{P}], \hat{P}]+\ldots, \tag{2.2.23}
\end{equation*}
$$

we get

$$
\begin{equation*}
\langle\hat{A}\rangle=\langle 0| \hat{A}|0\rangle+i\langle 0|[\hat{A}, \hat{P}]|0\rangle+\ldots \tag{2.2.24}
\end{equation*}
$$

Separating $\hat{P}$ into orders and grouping the expression by order, we get the zeroth and first order expansion

$$
\begin{gather*}
\langle\hat{A}\rangle^{(0)}=\langle 0| \hat{A}|0\rangle,  \tag{2.2.25a}\\
\langle\hat{A}\rangle^{(1)}=i\langle 0|\left[\hat{A}, \hat{P}^{(1)}\right]|0\rangle . \tag{2.2.25b}
\end{gather*}
$$

Next we expand $\langle[\hat{A}, \hat{H}]\rangle$ similarly to get

$$
\begin{gather*}
\langle[\hat{A}, \hat{H}]\rangle^{(0)}=\langle 0|\left[\hat{A}, \hat{H}^{(0)}\right]|0\rangle  \tag{2.2.26a}\\
\langle[\hat{A}, \hat{H}]\rangle^{(1)}=\langle 0|\left[\hat{A}, \hat{H}^{(1)}\right]|0\rangle+i\langle 0|\left[\left[\hat{A}, \hat{H}^{(0)}\right], \hat{P}^{(1)}\right]|0\rangle \tag{2.2.26b}
\end{gather*}
$$

Now we have what we need to write down the first order equation

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle^{(1)}=\frac{1}{i \hbar}\langle[\hat{A}, \hat{H}]\rangle^{(1)}+\gamma\langle\hat{A}\rangle^{(1)} . \tag{2.2.27}
\end{equation*}
$$

Inserting the first order expansions we get

$$
\begin{equation*}
i \frac{\partial}{\partial t}\langle 0|\left[\hat{A}, \hat{P}^{(1)}\right]|0\rangle=\frac{1}{i \hbar}\langle 0|\left[\hat{A}, \hat{H}^{(1)}\right]|0\rangle+\frac{1}{\hbar}\langle 0|\left[\left[\hat{A}, \hat{H}^{(0)}\right], \hat{P}^{(1)}\right]|0\rangle+i \gamma\langle 0|\left[\hat{A}, \hat{P}^{(1)}\right]|0\rangle . \tag{2.2.28}
\end{equation*}
$$

For a given operator, $\hat{A}$, this gives a single equation. To get enough equations, we insert all of the excitation and de-excitation operators from the parametrization $\hat{P}(t)\left(E_{a i}, E_{i a}, E_{a i} E_{b j}, \ldots\right)$. This will give the right amount of equations for a square linear system of differential equations for the coefficients. To express this nicely in a matrix equation we introduce the vectors

$$
\boldsymbol{\alpha}^{(n)}(t)=\left(\begin{array}{c}
\kappa_{a i}^{(n)}  \tag{2.2.29}\\
\vdots \\
S_{a i b j}^{(n)} \\
\vdots \\
\kappa_{i a}^{(n)} \\
\vdots \\
S_{j b i a}^{(n)} \\
\vdots
\end{array}\right), \quad \boldsymbol{\Lambda}=\left(\begin{array}{c}
E_{a i} \\
\vdots \\
E_{a i} E_{b j} \\
\vdots \\
E_{i a} \\
\vdots \\
E_{j b} E_{i a} \\
\vdots
\end{array}\right)
$$

with $\boldsymbol{\alpha}$ being the column vector of coefficients, and $\boldsymbol{\Lambda}$ being the row vector of excitation/deexcitation operators. This way we can replace $\hat{A}$ with $\Lambda_{\mu}^{\dagger}$ and express $\hat{P}^{(n)}(t)$ as

$$
\begin{equation*}
\hat{P}^{(n)}(t)=\sum_{\nu} \alpha_{\nu}^{(n)} \Lambda_{\nu} \tag{2.2.30}
\end{equation*}
$$

Inserting this into the first order eq. (2.2.28) we get

$$
\begin{gather*}
i \sum_{\nu}\langle 0|\left[\Lambda_{\mu}^{\dagger}, \Lambda_{\nu}\right]|0\rangle \frac{\partial \alpha_{\nu}^{(1)}}{\partial t}=  \tag{2.2.31}\\
\frac{1}{i \hbar}\langle 0|\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(1)}\right]|0\rangle+\frac{1}{\hbar} \sum_{\nu}\langle 0|\left[\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(0)}\right], \Lambda_{\nu}\right]|0\rangle \alpha_{\nu}^{(1)}+i \gamma \sum_{\nu}\langle 0|\left[\Lambda_{\mu}^{\dagger}, \Lambda_{\nu}\right]|0\rangle \alpha_{\nu}^{(1)} .
\end{gather*}
$$

We now define the matrices $\boldsymbol{S}$ and $\boldsymbol{M}$ as well as the vector $\boldsymbol{V}$ as

$$
\begin{equation*}
S_{\mu \nu}=\langle 0|\left[\Lambda_{\mu}^{\dagger}, \Lambda_{\nu}\right]|0\rangle, \quad M_{\mu \nu}=\langle 0|\left[\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(0)}\right], \Lambda_{\nu}\right]|0\rangle, \quad V_{\mu}=\langle 0|\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(1)}\right]|0\rangle . \tag{2.2.32}
\end{equation*}
$$

We can now cast eq. 2.2.31) in matrix form as

$$
\begin{equation*}
i \boldsymbol{S} \frac{\partial \boldsymbol{\alpha}}{\partial t}=\frac{1}{i \hbar} \boldsymbol{V}+\frac{1}{\hbar} \boldsymbol{M} \boldsymbol{\alpha}+i \gamma \boldsymbol{S} \boldsymbol{\alpha} . \tag{2.2.33}
\end{equation*}
$$

We are not interested in the explicit time evolution of the wave function, but rather the response after some infinite time. For this it is more convenient to have the equation in the frequency domain rather than the time domain. Time dependent perturbations representing some frequencies of light, for example, is much more conveniently represented as functions of frequency rather than time. This is done by applying the Fourier transform to the equation

$$
\begin{equation*}
-\omega \boldsymbol{S} \boldsymbol{\alpha}=\frac{1}{i \hbar} \boldsymbol{V}+\frac{1}{\hbar} \boldsymbol{M} \boldsymbol{\alpha}+i \gamma \boldsymbol{S} \boldsymbol{\alpha} \tag{2.2.34}
\end{equation*}
$$

which is rearranged into

$$
\begin{equation*}
(\boldsymbol{M}+\hbar(\omega+i \gamma) \boldsymbol{S}) \boldsymbol{\alpha}=i \boldsymbol{V} \tag{2.2.35}
\end{equation*}
$$

This is similar to equation 44 in 39 , but with $\gamma$ serving as an imaginary part to the frequency. It is now important to keep in mind that both $\boldsymbol{\alpha}$ and $\boldsymbol{V}$ are now functions of the frequency $\omega$. The process of solving the equation given a perturbation, $\boldsymbol{V}(t)$, would be to find its Fourier transform, $\boldsymbol{V}(\omega)$, solve for $\boldsymbol{\alpha}(\omega)$, then take the inverse Fourier transform to get $\boldsymbol{\alpha}(t)$.
The necessity of the dampening parameter, $\gamma$, is now also more apparent as this equation is only solvable when the matrix $(\boldsymbol{M}+\hbar(\omega+i \gamma))$ is non-singular. If $\gamma=0$, the matrix is singular if $\hbar \omega$ is a generalized eigenvalue of M , so by adding a non-zero dampening, we avoid going directly through the eigenvalues, making it possible to integrate over all frequencies. If we have the special case where $\boldsymbol{V}(t)=\boldsymbol{V}$ is a constant (time independent) perturbation, we have

$$
\begin{equation*}
\boldsymbol{V}(\omega)=\sqrt{2 \pi} \delta(\omega) \boldsymbol{V} \tag{2.2.36}
\end{equation*}
$$

where $\delta(\omega)$ is the Dirac-delta function. The equation can then be solved as

$$
\begin{equation*}
\boldsymbol{\alpha}(\omega)=i \sqrt{2 \pi} \delta(\omega)(\boldsymbol{M}+i \hbar \gamma \boldsymbol{S})^{-1} \boldsymbol{V}, \tag{2.2.37}
\end{equation*}
$$

where we can apply the inverse Fourier transform to obtain a time independent $\boldsymbol{\alpha}$

$$
\begin{equation*}
\boldsymbol{\alpha}(t)=i(\boldsymbol{M}+i \hbar \gamma \boldsymbol{S})^{-1} \boldsymbol{V} . \tag{2.2.38}
\end{equation*}
$$

We can also recognize this as a steady state solution of eq. 2.2.33). The solutions of this equation gives us the first order correction to the wave function which we use to further calculate the first order corrections to properties like for example the energy of the system. In this thesis we use the coefficients to determine the amount of electrons transported between parts of the system.

### 2.3 Green's Function Theory

Green's function methods are common throughout many fields in physics, electrical engineering, and quantum mechanics, as they are in general a useful way to approach problems where linear differential equations show up. Here we present the relevant background for the NonEquilibrium Green's Function method that we use later in this thesis.
A Green's function is defined as being the solution to a linear differential equation of the form

$$
\begin{equation*}
(E-\hat{H}(r)) G\left(r, r^{\prime} ; E\right)=\delta\left(r-r^{\prime}\right), \tag{2.3.1}
\end{equation*}
$$

where $H$ is a linear operator, $G$ is the Green's function, $E$ is some parameter (real or complex) and $\delta$ is the Dirac delta function 31. For operators in matrix form we define the Green's function matrix as the solution of the equation 53

$$
\begin{equation*}
(E \boldsymbol{I}-\boldsymbol{H}) \boldsymbol{G}(E)=\boldsymbol{I} \tag{2.3.2}
\end{equation*}
$$

where $\boldsymbol{H}$ and $\boldsymbol{G}$ are replaced with their matrices, and the Dirac delta function is replaced with the identity matrix. That is, the Green's function matrix is the inverse of the matrix $(E \boldsymbol{I}-\boldsymbol{H})$,

$$
\begin{equation*}
\boldsymbol{G}(E)=(E \boldsymbol{I}-\boldsymbol{H})^{-1} . \tag{2.3.3}
\end{equation*}
$$

When we in this thesis refer to the Green's function, we refer to this matrix. This Green's function gives us the solutions to the Schrödinger equation with a constant perturbation $s 25$

$$
\begin{equation*}
\boldsymbol{H} \boldsymbol{\psi}=E \boldsymbol{\psi}+\boldsymbol{s} \tag{2.3.4}
\end{equation*}
$$

as we can rewrite this into

$$
\begin{equation*}
(E \boldsymbol{I}-\boldsymbol{H}) \boldsymbol{\psi}=-\boldsymbol{s} \quad \Rightarrow \quad \boldsymbol{\psi}=-\boldsymbol{G}(E) \boldsymbol{s} \tag{2.3.5}
\end{equation*}
$$

An important quantity we can obtain from the Green's function is what is known as the spectral function, which is the anti-hermitian part of the Green's function 25

$$
\begin{equation*}
\boldsymbol{A}=i\left(\boldsymbol{G}-\boldsymbol{G}^{\dagger}\right) . \tag{2.3.6}
\end{equation*}
$$

For this to make sense, the Green's function needs to be non-hermitian, but the inverse of a hermitian matrix is hermitian, so $(E \boldsymbol{I}-\boldsymbol{H})$ must be non-hermitian. This is done by adding a small imaginary part to the energy parameter $(E \rightarrow E+i \eta)$. This $\eta$ is usually made to approach zero. The resulting limits gives rise to the solutions of the normal Schrödinger equation $H \psi=E \psi$. This can be seen in section 2.3 of [53]. For many non-equilibrium situations, however, this parameter is not set to approach zero, but rather exist as a finite dampening parameter, leading to energy levels having finite lifetimes and being broadened, similar to what we have seen for damped response theory above (eq. (2.2.21).

## Chapter 3

## Transport from Response Theory

In this chapter we use the equations presented in section 2.2 to obtain an expression for the electronic transport between two subsystems of a closed system. This consists of a few main parts. First we will briefly discuss the truncated version of the wave function parametrization from eq. 2.2.7) that we have used here. We also give a derivation of the damped Ehrenfest theorem we presented in eq. 2.2 .21 to highlight some of the main similarities to the NEGF method. Then we need to explicitly find the coefficients of our truncated parametrization of the perturbed wavefunction. This involves finding explicit expressions for the matrix elements of the three matrices in eq. 2.2 .32 , which are used in eq. 2.2 .38 to solve for the parametrization coefficients contained in $\boldsymbol{\alpha}$. We then finally need an expression for the transport based on this parametrization of the perturbed wave function, which needs an explicit description of how we partition the system into subsystems that the electrons will be transported between.

### 3.1 Truncation of the Parametrization

As discussed in the previous chapter, we may truncate the expansion of the hermitian operator, $\hat{P}(t)$, in the parametrization for the perturbed wave function. In this thesis we are interested in presenting the simplest possible proof-of-concept method that yield any interesting results. We will therefore be using an aggressively truncated parametrization, only including orbital rotations in the expansion of $\hat{P}(t)$ such that it now looks like

$$
\begin{equation*}
\hat{P}(t)=\sum_{a i}\left(\kappa_{a i} E_{a i}+\kappa_{i a} E_{i a}\right) . \tag{3.1.1}
\end{equation*}
$$

This further leads to the $\boldsymbol{\alpha}(t)$ and $\boldsymbol{\Lambda}$ vectors being simplified to

$$
\boldsymbol{\alpha}^{(n)}(t)=\left(\begin{array}{c}
\kappa_{a i}^{(n)}  \tag{3.1.2}\\
\vdots \\
\kappa_{i a}^{(n)} \\
\vdots
\end{array}\right), \quad \boldsymbol{\Lambda}=\left(\begin{array}{c}
E_{a i} \\
\vdots \\
E_{i a} \\
\vdots
\end{array}\right)
$$

which will lead to the expressions for the matrix elements in eq. 2.2.32) being significantly easier to compute, which we will see below.

### 3.2 Derivation of the Damped Ehrenfest Theorem

In this section we give a simple derivation of the Ehrenfest theorem with the purpose of highlighting some key similarities between the damped Ehrenfest theorem, and the equation we use in the NEGF method to get an expression for the steady state current through a channel. We begin by applying the product rule on the time derivative of the expectation value of some general time independent operator $\hat{A}$

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=\frac{\partial}{\partial t}\langle\psi| \hat{A}|\psi\rangle=\left(\frac{\partial}{\partial t}\langle\psi|\right) \hat{A}|\psi\rangle+\langle\psi|\left(\hat{A} \frac{\partial}{\partial t}|\psi\rangle\right) . \tag{3.2.1}
\end{equation*}
$$

We can then use the time dependent Schrödinger equation, and its adjoint

$$
\begin{equation*}
\frac{\partial}{\partial t}|\psi\rangle=\frac{1}{i \hbar} \hat{H}|\psi\rangle \quad \Rightarrow \quad \frac{\partial}{\partial t}\langle\psi|=\left(\frac{\partial}{\partial t}|\psi\rangle\right)^{\dagger}=\left(\frac{1}{i \hbar} \hat{H}|\psi\rangle\right)^{\dagger}=-\frac{1}{i \hbar}\langle\psi| \hat{H}^{\dagger} \tag{3.2.2}
\end{equation*}
$$

to replace the time derivatives, giving us

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=-\frac{1}{i \hbar}\langle\psi| \hat{H}^{\dagger} \hat{A}|\psi\rangle+\frac{1}{i \hbar}\langle\psi| \hat{A} \hat{H}|\psi\rangle=\frac{1}{i \hbar}\langle\psi| \hat{A} \hat{H}-\hat{H}^{\dagger} \hat{A}|\psi\rangle \tag{3.2.3}
\end{equation*}
$$

which for a hermitian Hamiltonian becomes the familiar Ehrenfest theorem in eq. 2.2.20). However if the Hamiltonian contains a non-hermitian part, $\hat{\Sigma}$, such that we can replace the Hamiltonian as

$$
\begin{equation*}
\hat{H} \rightarrow \hat{H}+\hat{\Sigma} \tag{3.2.4}
\end{equation*}
$$

eq. (3.2.3) would simplify to

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=\frac{1}{i \hbar}\langle[\hat{A}, \hat{H}]\rangle+\frac{1}{i \hbar}\left\langle\hat{A} \hat{\Sigma}-\hat{\Sigma}^{\dagger} \hat{A}\right\rangle \tag{3.2.5}
\end{equation*}
$$

The reason for wanting to consider a non-hermitian Hamiltonian, is again to draw parallels to the NEGF method, where the addition of a non-hermitian term to the Hamiltonian is how the incorporation of contacts to electron reservoirs is done. If the non-hermitian part were to take a particularly simple form, for example an imaginary number $\hat{\Sigma}=i \hbar \frac{\gamma}{2}$, eq. 3.2.5 would further simplify to

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle\hat{A}\rangle=\frac{1}{i \hbar}\langle[\hat{A}, \hat{H}]\rangle+\gamma\langle\hat{A}\rangle, \tag{3.2.6}
\end{equation*}
$$

which is the damped Ehrenfest theorem from eq. (2.2.21). Now, if we go back to eq. (3.2.5) and exchange the general operator for a state change operator $\hat{A}=|n\rangle\langle m|$, we can rearrange eq. (3.2.5) into

$$
\begin{equation*}
\frac{\partial}{\partial t}\langle m| \hat{D}|n\rangle=\frac{1}{i \hbar}\langle m|[\hat{H}, \hat{D}]|n\rangle+\frac{1}{i \hbar}\langle m| \hat{\Sigma} \hat{D}-\hat{D} \hat{\Sigma}^{\dagger}|n\rangle \tag{3.2.7}
\end{equation*}
$$

where $\hat{D}$ is the density operator $|\psi\rangle\langle\psi|$. This is element $(m, n)$ of the same equation with the operators in matrix form

$$
\begin{equation*}
\frac{\partial}{\partial t} \boldsymbol{D}=\frac{1}{i \hbar}[\boldsymbol{H}, \boldsymbol{D}]+\frac{1}{i \hbar}\left(\boldsymbol{\Sigma} \boldsymbol{D}-\boldsymbol{D} \boldsymbol{\Sigma}^{\dagger}\right) \tag{3.2.8}
\end{equation*}
$$

which describes the time evolution of the density matrix. We will see in the next chapter how this equation is very similar to the equation used in the NEGF formalism to describe the time evolution of the density matrix.

### 3.3 Expressions for Matrix Elements

Detailed derivations of the matrix elements of $\boldsymbol{S}, \boldsymbol{M}$ and $\boldsymbol{V}$ can be found in appendix A. Here we present the main points of the derivation as well as the resulting expressions. The expressions for the matrix elements that we present here are heavily dependent on our specific choice of parametrization of the perturbed wave function, but depends on the MO-integrals and oneand two-electron density matrices of a general post-HF ground state wave function. All the matrices are written as 2 by 2 block matrices. This is a result of the $\boldsymbol{\Lambda}$ vector containing two major blocks, which we refer to as the exctiation and de-excitation operators written as

$$
\begin{equation*}
\boldsymbol{\Lambda}=\binom{\boldsymbol{\Lambda}^{(e)}}{\boldsymbol{\Lambda}^{(d)}} \tag{3.3.1}
\end{equation*}
$$

where $\boldsymbol{\Lambda}^{(e)}$ is the excitation block of $\boldsymbol{\Lambda}$ as it contains all the excitation operators $E_{a i}$, and likewise the de-excitation block $\boldsymbol{\Lambda}^{(d)}$ contains all the de-excitation operators $E_{i a}$. The blocks of the matrices are then defined by if which elements of $\boldsymbol{\Lambda}$ are used. For the (de) block of a matrix, the first element comes from the $\boldsymbol{\Lambda}^{(d)}$ and the second is from $\boldsymbol{\Lambda}^{(e)}$. The three block matrices then generally looks like

$$
\boldsymbol{S}=\left(\begin{array}{cc}
\boldsymbol{S}^{(e e)} & \boldsymbol{S}^{(e d)}  \tag{3.3.2}\\
\boldsymbol{S}^{(d e)} & \boldsymbol{S}^{(d d)}
\end{array}\right), \quad \boldsymbol{M}=\left(\begin{array}{cc}
\boldsymbol{M}^{(e e)} & \boldsymbol{M}^{(e d)} \\
\boldsymbol{M}^{(d e)} & \boldsymbol{M}^{(d d)}
\end{array}\right), \quad \boldsymbol{V}=\binom{\boldsymbol{V}^{(e)}}{\boldsymbol{V}^{(d)}} .
$$

The expressions for elements of the matrices are thus given block by block.
The $\boldsymbol{S}$ matrix is given by

$$
\boldsymbol{S}=\left(\begin{array}{cc}
\boldsymbol{S}^{(e e)} & \mathbf{0}  \tag{3.3.3}\\
\mathbf{0} & -\boldsymbol{S}^{(e e)},
\end{array}\right), \quad S_{\mu \nu}^{(e e)}=\delta_{i j} D_{a b}^{(0)}-\delta_{a b} D_{j i}^{(0)}
$$

The $M$ matrix is given by

$$
\boldsymbol{M}=\left(\begin{array}{ll}
\boldsymbol{M}^{(e e)} & \boldsymbol{M}^{(d e) \dagger}  \tag{3.3.4a}\\
\boldsymbol{M}^{(d e)} & \boldsymbol{M}^{(e e) \dagger}
\end{array}\right)
$$

$$
\begin{align*}
& \quad M_{\mu \nu}^{(e e)}=h_{a b} D_{i j}^{(0)}+h_{j i} D_{b a}^{(0)} \\
& +\sum_{p q}\left(g_{p q a b} d_{p q i j}^{(0)}+g_{p b a q} d_{p j i q}^{(0)}-g_{j p a q} d_{b p i q}^{(0)}+g_{p q j i} d_{p q b a}^{(0)}-g_{p b q i} d_{p j q a}^{(0)}+g_{j p q i} d_{b p q a}^{(0)}\right)  \tag{3.3.4b}\\
& -\delta_{i j} \sum_{p} h_{a p} D_{b p}^{(0)}-\delta_{a b} \sum_{p} h_{p i} D_{p j}^{(0)}-\delta_{i j} \sum_{p q r} g_{p q a r} d_{p q b r}^{(0)}-\delta_{a b} \sum_{p q r} g_{p q r i} d_{p q r j}^{(0)} . \\
& \\
& \quad M_{\mu \nu}^{(d e)}=h_{i b} D_{a j}^{(0)}+h_{j a} D_{b i}^{(0)}  \tag{3.3.4c}\\
& \\
& \sum_{p q}\left(g_{p q i b} d_{p q a j}^{(0)}+g_{p b i q} d_{p j a q}^{(0)}-g_{j p i q} d_{b p a q}^{(0)}+g_{p q j a} d_{p q b i}^{(0)}-g_{p b q a} d_{p j q i}^{(0)}+g_{j p q a} d_{b p q i}^{(0)}\right)
\end{align*}
$$

The elements of the vector $\boldsymbol{V}$ depends on the specific form of the perturbation operator, $\hat{H}^{(1)}$. Here we have assumed it taking the form of an effective one-electron operator of the form

$$
\begin{equation*}
\hat{H}^{(1)}=\sum_{p q} W_{p q} E_{p q}, \tag{3.3.5}
\end{equation*}
$$

where we have considered two special cases of this $W_{p q}$ matrix, which we discuss in detail below. For a general matrix $\boldsymbol{W}$ the expression for the vector $\boldsymbol{V}$ is given by

$$
\begin{equation*}
\boldsymbol{V}=\binom{\boldsymbol{V}^{(e)}}{-\boldsymbol{V}^{(e) *}} \quad V_{\mu}^{(e)}=V_{a i}^{(e)}=\sum_{p} W_{a p} D_{i p}^{(0)}-W_{p i} D_{p a}^{(0)} \tag{3.3.6}
\end{equation*}
$$

where $\boldsymbol{D}^{(0)}$ is the the one electron density matrix of the ground state wave function.

### 3.4 Partitioning of the System

Since we are interested in looking at the transport of electrons caused by the perturbation, we need a partitioning of the system into subsystems that electrons can move between. In this thesis we will be considering a partitioning into two subsystems, where we are looking for the transport of electrons from one of the subsystems to the other as illustrated in fig. 3.4.1. This type of system is relevant for describing transport processes like redox reactions. For processes involving steady state current it would be more natural to divide the system into three subsystems, like we do for the NEGF method which is discussed below. That way we could have a system where electrons on average move from system 1 to system 2, and further from system 2 to system 3 as illustrated in fig. 4.1.1. For other systems, perhaps something like a molecular transistor, it might make sense to divide into even more subsystems.
All of the occupied and virtual orbitals of the system is partitioned such that each orbital is assigned to a single subsystem. This is a simple and convenient partitioning which is sufficient when looking at weakly coupled molecules. When systems are highly coupled, for example when there are covalent bonds between the two systems, the picture is more complex, but this will be a reasonable assumption when the orbitals are localized to one of the subsystems. This can be
improved upon by running some orbital localization scheme[54], but this will not be discussed here. Orbitals are assigned to the subsystem it has the most atomic orbital contributions from. For the mathematical notation we will be considering one of the two subsystems as the "main" system, which the equations are with respect to. This main system is often referred to as the device, with the remaining subsystem referred to as the contact or environment subsystem, depending on the context. We label the orbital indices corresponding to the main system with a bar $(\bar{p}, \bar{a}, \bar{i})$ and orbital indices of the other system with tildes $(\tilde{p}, \tilde{a}, \tilde{i})$, which can be seen in fig. 3.4.1. For indices running over the total system, normal indices will be used ( $p, a, i$ ).


Figure 3.4.1: System partitioned into two subsystems. The arrow depicts electronic density moving from system 1 to system 2 with the response of the average number of electrons in system 1 being reduced by $\delta\langle N\rangle$ and similarly increased by the same amount in system 2. Credit: Ylva Os

### 3.4.1 Special cases of perturbation operators

For any practical application, the exact form of the perturbation operator would be derived from some physical interaction, possibly to do with the dipole operator, but for the proof-ofconcept work here, we assume some simple special cases of the matrix $\boldsymbol{W}$. The first special case is the $\boldsymbol{W}$ matrix being diagonal where some orbitals are raised by some potential shift, and the other orbitals lowered by the same amount. This is a simplified model for having an external voltage applied to the system, which should raise the potential energy of one part of the system, and lower the potential energy of another part of the system. For a real system connected to some contacts applying the voltage, the increases and decreases would of course not be uniform as we are doing here, but rather having parts of the system closer to the contacts being affected the most, and parts that are more in between will be affected less. The perturbation matrix for this uniform shift looks like

$$
\begin{equation*}
W_{\bar{p} \bar{p}}=\frac{\Delta \mu}{2}, \quad W_{\tilde{p} \tilde{p}}=-\frac{\Delta \mu}{2}, \quad W_{p q}=0 \quad \forall \quad p \neq q \tag{3.4.1a}
\end{equation*}
$$

where the different blocks are defined using the index notation from the previous section. The
resulting $\boldsymbol{V}$ vector now looks like

$$
\begin{equation*}
V_{\bar{a} \tilde{i}}^{(e)}=\Delta \mu D_{\bar{i} \bar{a}}^{(0)}, \quad V_{\tilde{a} \bar{i}}^{(e)}=\Delta \mu D_{\bar{i} \tilde{a}}^{(0)}, \quad V_{\bar{a} \bar{i}}^{(e)}=V_{\tilde{a} \tilde{i}}^{(e)}=0 \tag{3.4.1b}
\end{equation*}
$$

The other special case is where we couple a specific occupied orbital in a subsystem to a specific virtual orbital in the other subsystem. This looks like the $\boldsymbol{W}$ matrix having some (real or complex) off-diagonal coupling element $\tau$ in the $b, j$ and $j, b$ positions, $W_{b j}=W_{j b}^{*}=\tau$, where $b$ and $j$ are the indices of the virtual and occupied orbitals. The rest of the $\boldsymbol{W}$ matrix is left as zero. No actual perturbation would ever only contain a single element coupling two specific orbitals, but contain many couplings of varying strengths as well as diagonal elements like the ones from the potential shift above. The important thing to note here is that any real perturbation of the form described in eq. (3.3.6) will be a linear combination of different simple coupling perturbations like this, with different orbitals being coupled, as well as different shifts of diagonal elements. This means that together with the fact that the equations for determining the parametrization coefficients and the equations for determining the transport, which are discussed below, are all completely linear in the perturbation operator, the predicted transport will also be a linear combination of the transport from such model perturbations. It is therefore very useful to look at the results from these model perturbations as that gives insight into the components that build up the result in an actual computation. The $\boldsymbol{V}$ vector from such coupling perturbations looks like

$$
\begin{equation*}
\boldsymbol{V}=\binom{\boldsymbol{V}^{(e)}}{-\boldsymbol{V}^{(e) *}} \quad V_{\mu}^{(e)}=\left(\delta_{a b} D_{i j}^{(0)}-\delta_{i j} D_{b a}^{(0)}\right) \tau \tag{3.4.2}
\end{equation*}
$$

### 3.5 Expression for Transport

We want to look at the transported number of electrons from one subsystem to the other. We therefore start by defining the number operator for each of the orbital subspaces as the sum of the number operators for each orbital in the subspace, here for the barred indices, but also identically for the tilded indices,

$$
\begin{equation*}
\bar{N}=\sum_{\bar{p}} E_{\bar{p} \bar{p}} \tag{3.5.1}
\end{equation*}
$$

The average amount of electrons in a subsystem is then the trace of the part of the density matrix corresponding to the main subsystem,

$$
\begin{equation*}
\langle\bar{N}\rangle=\sum_{\bar{p}} D_{\bar{p} \bar{p}}, \tag{3.5.2}
\end{equation*}
$$

so we need the density matrix elements of our parameterization. We start with the definition of the one-electron density in the MO basis

$$
\begin{equation*}
D_{p q}=\left\langle E_{p q}\right\rangle, \tag{3.5.3}
\end{equation*}
$$

then inserting into eq. 2.2.25)

$$
\begin{gather*}
D_{p q}^{(0)}=\left\langle E_{p q}\right\rangle^{(0)}=\langle 0| E_{p q}|0\rangle,  \tag{3.5.4a}\\
D_{p q}^{(1)}=\left\langle E_{p q}\right\rangle^{(1)}=i\langle 0|\left[E_{p q}, \hat{P}^{(1)}\right]|0\rangle, \tag{3.5.4b}
\end{gather*}
$$

we see that the zeroth order density matrix is indeed the density matrix of the zeroth order wavefunction, and we have an expression for the first order correction. We insert for $\hat{P}^{(1)}$ giving

$$
\begin{equation*}
\left[E_{p q}, \hat{P}^{(1)}\right]=\sum_{a i} \kappa_{a i}\left[E_{p q}, E_{a i}\right]+\kappa_{i a}\left[E_{p q}, E_{i a}\right]=\sum_{r} \kappa_{q r} E_{p r}-\kappa_{r p} E_{r q}, \tag{3.5.5}
\end{equation*}
$$

which gives the first order correction to the density as

$$
\begin{equation*}
D_{p q}^{(1)}=i \sum_{r} \kappa_{q r} D_{p r}^{(0)}-\kappa_{r p} D_{r q}^{(0)}, \tag{3.5.6}
\end{equation*}
$$

with the diagonal elements

$$
\begin{equation*}
D_{p p}^{(1)}=i \sum_{q} \kappa_{p q} D_{p q}^{(0)}-\left(\kappa_{p q} D_{p q}^{(0)}\right)^{*}=-2 \sum_{q} \operatorname{Im}\left(\kappa_{p q} D_{p q}^{(0)}\right) \tag{3.5.7}
\end{equation*}
$$

Again, we are interested in the trace over some subspace changing, which would mean the trace of the first order correction is non-zero. We have the trace of the main subspace as

$$
\begin{equation*}
\delta\langle\bar{N}\rangle=\sum_{\bar{p}} D_{\bar{p} \bar{p}}^{(1)} \tag{3.5.8}
\end{equation*}
$$

$\bar{N}$ now represents the number operator for the main system, with $\tilde{N}$ as the number operator for the other subsystem. The total number operator is the sum of these two $\hat{N}=\bar{N}+\tilde{N}$ with an expectation value $\langle\hat{N}\rangle=0$, as the total system here is a closed system. Inserting eq. 3.5.7) into eq. (3.5.8) we obtain

$$
\begin{equation*}
\delta\langle\bar{N}\rangle=-2 \sum_{\bar{p} p} \operatorname{Im}\left(\kappa_{\bar{p} p} D_{\bar{p} p}^{(0)}\right)=-2 \sum_{\bar{a} i} \operatorname{Im}\left(\kappa_{\bar{a} i} D_{\bar{a} i}^{(0)}\right)-2 \sum_{\bar{i} a} \operatorname{Im}\left(\kappa_{\bar{a} a} D_{\bar{i} a}^{(0)}\right) . \tag{3.5.9}
\end{equation*}
$$

Expanding the indices running over the whole system into the two subspaces ( $i=\bar{i}, \tilde{i}, a=\bar{a}, \tilde{a}$ ) we get

$$
\begin{align*}
\delta\langle\bar{N}\rangle= & -2 \sum_{\overline{\bar{a}} \bar{i}} \operatorname{Im}\left(\kappa_{\bar{a} \bar{i}} D_{\bar{a} \bar{i}}^{(0)}\right)-2 \sum_{\overline{\bar{i}} \bar{a}} \operatorname{Im}\left(\kappa_{\overline{\bar{a}}} D_{\bar{i} \bar{a}}^{(0)}\right) \\
& -2 \sum_{\bar{a} \tilde{i}} \operatorname{Im}\left(\kappa_{\bar{a} \tilde{i}} D_{\tilde{a} \tilde{i}}^{(0)}\right)-2 \sum_{\overline{\bar{i} \tilde{a}}} \operatorname{Im}\left(\kappa_{\bar{i} \tilde{a}} D_{\bar{i} \tilde{a}}^{(0)}\right)  \tag{3.5.10}\\
= & -2 \sum_{\bar{a} \tilde{i}} \operatorname{Im}\left(\kappa_{\tilde{a} \tilde{i}} D_{\tilde{a} \tilde{i}}^{(0)}\right)-2 \sum_{\bar{i} \tilde{a}} \operatorname{Im}\left(\kappa_{\bar{i} \tilde{a}} D_{\bar{i} \tilde{a}}^{(0)}\right) .
\end{align*}
$$

We will not be looking at any systems where the zeroth order density matrix contains any imaginary parts, so we can simplify this expression to

$$
\begin{equation*}
\delta\langle\bar{N}\rangle=-2 \sum_{\tilde{a} \tilde{i}} \operatorname{Im}\left(\kappa_{\tilde{a} \tilde{i}}\right) D_{\tilde{a} \tilde{i}}^{(0)}-2 \sum_{\bar{i} \tilde{a}} \operatorname{Im}\left(\kappa_{\bar{i} \tilde{a}}\right) D_{\bar{i} \tilde{a}}^{(0)}, \tag{3.5.11}
\end{equation*}
$$

Which is the ultimate equation we use to calculate whether there is transport between two subsystems. In the following section we discuss the implications the form of this equation has on the choice of the ground state wave function model.

### 3.6 Choice of Ground State Wave Function

The equation we obtained for the transport between subsystems (eq. (3.5.11)) is a sum over the blocks of the zeroth order density coupling the occupied in one system with the virtual in the other and vice versa. For any state where these elements are zero, which means any diagonal (HF) state, or a state where the two subsystems are initially not coupled with each other, will not give rise to any transport in this approximation. These off diagonal density matrix elements are a result of having a state where there is simultaneous contributions from determinants differing by exactly one electron. A simple post-HF ground state method that includes such contributions is the CISD method. It would be useful to have a simplified CISD state only considering a subset of the excited state determinants, for a more transparent and understandable system to run proof of concept calculations on. Our original goal was to implement a CISD method only considering the single and double excited determinants including only excitations between orbitals traditionally considered in transport, e.g. HOMO in one subsystem and LUMO in
the other. However, it turned out to be difficult obtaining correct expressions for the twoelectron density matrix elements which as previously discussed are needed in the expression for the elements of the $\boldsymbol{M}$ matrix (eq. (3.3.4)). We therefore switched to use an off-theshelf implementation of the CISD method from the python module PySCF 55. It should be noted that for a real world implementation, CISD would not be an optimal choice of ground state calculation. Only the configuration coefficients are variationally optimized, so orbital coefficients are not relaxed and the assumption of the ground state being a solution of the zeroth order equation (eq. $(2.2 .18)$ ), is not valid. A more suitable ground state method would perhaps be some MCSFC method.

### 3.7 Implementation

Here we give a brief overview of the proof-of-concept calculations we have implemented for the response theory method described in this chapter. A summary in the form of a flow chart is given in fig. 3.7.1. The systems we have tested have been small/simple enough to be run on a personal computer, so the performance gain of implementing optimized solvers in a high performance quantum computation software like $e^{T}[56]$ is not needed. We have instead opted for an implementation using the quite new programming language Julia[57] which is a high performance, high level language for scientific computing, allowing for faster and easier development, as well as easy visualization of the results. The implementation consists of a few main steps. Firstly we need the relevant information from the ground state calculation, which includes one- and two-electron integrals and density matrices. As mentioned we are using a CISD implementation from the PySCF 55] python module for the ground state calculation, from which we obtain all the required matrices. Next we determine the localization orbitals as described in section 3.4 , which is needed for computation of the $\boldsymbol{V}$ vector in eq. (3.4.1b) and the final computation of transported electron density from eq. (3.5.11). We then need to compute the matrix elements from sections 3.3 and 3.4.1. In the current implementation, the computation of the $\boldsymbol{M}$ is the most time consuming part of the total calculation as it involves a triple nested sum in the calculation of the (ee) block. This results in the computational complexity being proportional to $n_{o c c} n_{v i r}\left(n_{o c c}+n_{v i r}\right) n_{a o}^{3}$ which is $O\left(n_{o c c} n_{a o}^{5}\right)$. In the computation of the $\boldsymbol{V}$ vector we need to chose a value for the parameters we use ( $\Delta \mu$ or $\tau$ ), and since the final result will change linearly with this parameter, we have set this to be 1 a.u, or $1 i$ for the imaginary coupling perturbation operator. When we have the $\boldsymbol{M}$ and $\boldsymbol{S}$ matrices and the $\boldsymbol{V}$ vector, we can compute the transported electron density from eq. 3.5.11) for many different values of the dampening parameter $\gamma$, only having to solve this equation for each new value of $\gamma$. This way we can easily plot the transported electron density as a function of $\gamma$.


Figure 3.7.1: A brief summary of the steps to compute the electronic transport using the equations described in this chapter. Blue parallelogram nodes represent some parameters we chose as inputs to the computation. Yellow nodes represent a calculation done using the PySCF 55 module. Orange nodes represents a calculation done using equations presented in this thesis implemented in Julia 57 .

## Chapter 4

## Transport from NEGF

NEGF methods are commonly used in physics for describing transport through conducting channels 31. In this chapter we present a brief overview of the NEGF equations with the purpose of calculating transport in some simple model systems, such that we can compare and draw parallels to the response theory method described in the previous chapter, both in terms of the equations, and the resulting transport.

### 4.1 Partitioning the System

The reason for wanting to calculate the Green's function is that we can describe a system with some contacts where the effects of the contacts are projected onto the device subspace. This way the problem size is essentially no larger than the size of the device subsystem.


Figure 4.1.1: System partitioned into three subsystems with arrows depicting a current $I$ from system 1 to system 3 through system 2. Credit: Ylva Os

To do this we separate our system into device and contact subspaces. An illustration of the imagined system is given in fig. 4.1.1 where system 1 and 3 are the contacts conected to electron reservoirs, and system 2 is the device. With this separated system we can write the
time independent Schrödinger equation as

$$
\left(\begin{array}{ccc}
\boldsymbol{H}_{1} & \boldsymbol{\tau}_{1} & \mathbf{0}  \tag{4.1.1}\\
\boldsymbol{\tau}_{1}^{\dagger} & \boldsymbol{H}_{d} & \boldsymbol{\tau}_{2}^{\dagger} \\
\mathbf{0} & \boldsymbol{\tau}_{2} & \boldsymbol{H}_{2}
\end{array}\right)\left(\begin{array}{l}
\boldsymbol{\psi}_{1} \\
\boldsymbol{\psi}_{d} \\
\boldsymbol{\psi}_{2}
\end{array}\right)=E\left(\begin{array}{l}
\boldsymbol{\psi}_{1} \\
\boldsymbol{\psi}_{d} \\
\boldsymbol{\psi}_{2}
\end{array}\right)
$$

where we here have two contacts, but this can be any number of contact, depending on the system. $\boldsymbol{H}_{1}$ and $\boldsymbol{H}_{2}$ are the contact Hamiltonian matrices, and $\boldsymbol{H}_{d}$ is the device Hamiltonian matrix. $\boldsymbol{\tau}_{1}$ and $\boldsymbol{\tau}_{2}$ are matrices describing the coupling between the device and each contact respectively. There is assumed to be no direct coupling between contacts. Good explanations of how to obtain the device and electrode Hamiltonians as well as the coupling Hamiltonians are found in the appendices of $25,29,30$.
We can now expand eq. (2.3.2) in terms of subspaces

$$
\left(\begin{array}{ccc}
E \boldsymbol{I}-\boldsymbol{H}_{1} & -\boldsymbol{\tau}_{1} & \mathbf{0}  \tag{4.1.2}\\
-\boldsymbol{\tau}_{1}^{\dagger} & E \boldsymbol{I}-\boldsymbol{H}_{d} & -\boldsymbol{\tau}_{2}^{\dagger} \\
\mathbf{0} & -\boldsymbol{\tau}_{2} & E \boldsymbol{I}-\boldsymbol{H}_{2}
\end{array}\right)\left(\begin{array}{ccc}
\boldsymbol{G}_{1} & \boldsymbol{G}_{1 d} & \boldsymbol{G}_{12} \\
\boldsymbol{G}_{d 1} & \boldsymbol{G}_{d} & \boldsymbol{G}_{d 2} \\
\boldsymbol{G}_{21} & \boldsymbol{G}_{2 d} & \boldsymbol{G}_{2}
\end{array}\right)=\left(\begin{array}{ccc}
\boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I}
\end{array}\right)
$$

from which we extract the second column

$$
\begin{align*}
\left(E \boldsymbol{I}-\boldsymbol{H}_{1}\right) \boldsymbol{G}_{1 d}-\boldsymbol{\tau}_{1} \boldsymbol{G}_{d}=\mathbf{0},  \tag{4.1.3a}\\
-\boldsymbol{\tau}_{1}^{\dagger} \boldsymbol{G}_{1 d}+\left(E \boldsymbol{I}-\boldsymbol{H}_{d}\right) \boldsymbol{G}_{d}-\boldsymbol{\tau}_{2}^{\dagger} \boldsymbol{G}_{2 d}=\boldsymbol{I},  \tag{4.1.3b}\\
\left(E \boldsymbol{I}-\boldsymbol{H}_{2}\right) \boldsymbol{G}_{2 d}-\boldsymbol{\tau}_{2} \boldsymbol{G}_{d}=\mathbf{0} . \tag{4.1.3c}
\end{align*}
$$

Looking at eqs. 4.1.3a and 4.1.3c), it is useful to introduce what we refer to as the surface Green's functions for the contacts

$$
\begin{align*}
\left(E \boldsymbol{I}-\boldsymbol{H}_{i}\right) \boldsymbol{g}_{i} & =\boldsymbol{I}  \tag{4.1.4a}\\
\boldsymbol{g}_{i} & =\left(E \boldsymbol{I}-\boldsymbol{H}_{i}\right)^{-1} \tag{4.1.4b}
\end{align*}
$$

which are the green's functions for each of the isolated contacts. This way we can nicely solve for $\boldsymbol{G}_{1 d}$ and $\boldsymbol{G}_{2 d}$ in terms of $\boldsymbol{G}_{d}$,

$$
\begin{align*}
\boldsymbol{G}_{1 d} & =\boldsymbol{g}_{1} \boldsymbol{\tau}_{1} \boldsymbol{G}_{d},  \tag{4.1.5a}\\
\boldsymbol{G}_{2 d} & =\boldsymbol{g}_{2} \boldsymbol{\tau}_{2} \boldsymbol{G}_{d} \tag{4.1.5b}
\end{align*}
$$

This can then be substituted into eq. 4.1.3b to obtain

$$
\begin{array}{r}
-\boldsymbol{\tau}_{1}^{\dagger} \boldsymbol{g}_{1} \boldsymbol{\tau}_{1} \boldsymbol{G}_{d}+\left(E \boldsymbol{I}-\boldsymbol{H}_{d}\right) \boldsymbol{G}_{d}-\boldsymbol{\tau}_{2}^{\dagger} \boldsymbol{g}_{2} \boldsymbol{\tau}_{2} \boldsymbol{G}_{d}=\boldsymbol{I} \\
\left(-\boldsymbol{\tau}_{1}^{\dagger} \boldsymbol{g}_{1} \boldsymbol{\tau}_{1}+E \boldsymbol{I}-\boldsymbol{H}_{d}-\boldsymbol{\tau}_{2}^{\dagger} \boldsymbol{g}_{2} \boldsymbol{\tau}_{2}\right) \boldsymbol{G}_{d}=\boldsymbol{I} \tag{4.1.6b}
\end{array}
$$

We now introduce an important quantity known as the self-energy of the device with respect to each contact

$$
\begin{align*}
\boldsymbol{\Sigma}_{i} & =\boldsymbol{\tau}_{i}^{\dagger} \boldsymbol{g}_{i} \boldsymbol{\tau}_{i}  \tag{4.1.7a}\\
\boldsymbol{\Sigma} & =\sum_{i} \boldsymbol{\Sigma}_{i} \tag{4.1.7b}
\end{align*}
$$

Note that it is in the computation of these self-energy matrices we include the non-zero dampening parameter, $\eta$, such that it is the self-energies that include the non-hermiticity of the total Green's function. Specifically, the parameter is included in the computation of the surface Green's functions as

$$
\begin{equation*}
\boldsymbol{g}_{i}=\left(E \boldsymbol{I}-\boldsymbol{H}_{i}\right)^{-1} \rightarrow \boldsymbol{g}_{i}=\left(E \boldsymbol{I}+i \eta \boldsymbol{I}-\boldsymbol{H}_{i}\right)^{-1} \tag{4.1.8}
\end{equation*}
$$

We can then finally write down the device Green's function neatly as

$$
\begin{equation*}
\boldsymbol{G}_{d}=\left(E \boldsymbol{I}-\boldsymbol{H}_{d}-\boldsymbol{\Sigma}\right)^{-1} \tag{4.1.9}
\end{equation*}
$$

We will only really be considering this device Green's function, so to avoid clutter, from now on when $\boldsymbol{G}$ is written this refers to $\boldsymbol{G}_{\boldsymbol{d}}$ unless otherwise specified. We see that these self-energies give rise to an effective Hamiltonian

$$
\begin{equation*}
\boldsymbol{H}_{e f f}=\boldsymbol{H}_{d}+\boldsymbol{\Sigma} \tag{4.1.10}
\end{equation*}
$$

with $\boldsymbol{G}_{\boldsymbol{d}}$ being the Green's function of this Hamiltonian. This it not a hermitian Hamiltonian, with all the non hermitian parts included in the self-energy terms. Further we introduce the matrices $\boldsymbol{\Gamma}$ as the anti-hermitian part of the self-energies (similarly to the spectral function in eq. (2.3.6))

$$
\begin{gather*}
\boldsymbol{\Gamma}_{i}=i\left(\boldsymbol{\Sigma}_{i}-\boldsymbol{\Sigma}_{i}^{\dagger}\right),  \tag{4.1.11a}\\
\boldsymbol{\Gamma}=i\left(\boldsymbol{\Sigma}-\boldsymbol{\Sigma}^{\dagger}\right)=\sum_{i} \boldsymbol{\Gamma}_{i} . \tag{4.1.11b}
\end{gather*}
$$

We can use this to express the spectral function in terms of $\boldsymbol{\Gamma}$ and $\boldsymbol{G}$ as

$$
\begin{equation*}
A=G \Gamma G^{\dagger} \tag{4.1.12}
\end{equation*}
$$

This is shown by starting with the anti-hermitian part of the inverse Green's function (using $\boldsymbol{G}^{-\dagger}$ as a shorthand for the inverse of $\boldsymbol{G}^{\dagger}$ )

$$
\begin{equation*}
i\left(\boldsymbol{G}^{-\dagger}-\boldsymbol{G}^{-1}\right)=i\left(E \boldsymbol{I}-\boldsymbol{H}-\boldsymbol{\Sigma}^{\dagger}-E \boldsymbol{I}+\boldsymbol{H}+\boldsymbol{\Sigma}\right)=i\left(\boldsymbol{\Sigma}-\boldsymbol{\Sigma}^{\dagger}\right)=\boldsymbol{\Gamma} \tag{4.1.13}
\end{equation*}
$$

then multiplying by $\boldsymbol{G}$ from the left and $\boldsymbol{G}^{\dagger}$ from the right to get

$$
\begin{equation*}
i\left(\boldsymbol{G} \boldsymbol{G}^{-\dagger} \boldsymbol{G}^{\dagger}-\boldsymbol{G} \boldsymbol{G}^{-1} \boldsymbol{G}^{\dagger}\right)=i\left(\boldsymbol{G}-\boldsymbol{G}^{\dagger}\right)=\boldsymbol{G} \boldsymbol{\Gamma} \boldsymbol{G}^{\dagger} \tag{4.1.14}
\end{equation*}
$$

which arrives at the definition of the spectral function.

### 4.2 Equations for Electrical Current

We start with the time dependent Schrödinger equation for the device part of the system in matrix form perturbed by a constant source term vector $s$

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \boldsymbol{\psi}=\boldsymbol{H} \boldsymbol{\psi}+\boldsymbol{\Sigma} \boldsymbol{\psi}+\boldsymbol{s} \tag{4.2.1}
\end{equation*}
$$

where we have the Green's function matrix

$$
\begin{equation*}
\boldsymbol{G}=(E \boldsymbol{I}-\boldsymbol{H}-\boldsymbol{\Sigma})^{-1} \tag{4.2.2}
\end{equation*}
$$

and the solution to the time independent equation

$$
\begin{equation*}
\psi=G s \tag{4.2.3}
\end{equation*}
$$

We also define what is commonly called the in-scattering function

$$
\begin{equation*}
\Sigma^{i n}=s s^{\dagger} . \tag{4.2.4}
\end{equation*}
$$

We want to look at the time derivative of the electron density matrix

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \boldsymbol{D}=i \hbar \frac{\partial}{\partial t} \boldsymbol{\psi} \boldsymbol{\psi}^{\dagger} \tag{4.2.5}
\end{equation*}
$$

using the product rule to get

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \boldsymbol{\psi} \boldsymbol{\psi}^{\dagger}=\left(i \hbar \frac{\partial}{\partial t} \boldsymbol{\psi}\right) \boldsymbol{\psi}^{\dagger}+\boldsymbol{\psi}\left(i \hbar \frac{\partial}{\partial t} \boldsymbol{\psi}^{\dagger}\right) . \tag{4.2.6}
\end{equation*}
$$

Now we can use the Schrödinger equation to substitute into

$$
\begin{align*}
& =((\boldsymbol{H}+\boldsymbol{\Sigma}) \boldsymbol{\psi}+\boldsymbol{s}) \boldsymbol{\psi}^{\dagger}-\boldsymbol{\psi}\left(\boldsymbol{\psi}^{\dagger}\left(\boldsymbol{H}+\boldsymbol{\Sigma}^{\dagger}\right)+\boldsymbol{s}^{\dagger}\right)  \tag{4.2.7}\\
& =(\boldsymbol{H}+\boldsymbol{\Sigma}) \boldsymbol{\psi} \boldsymbol{\psi}^{\dagger}-\boldsymbol{\psi} \boldsymbol{\psi}^{\dagger}\left(\boldsymbol{H}+\boldsymbol{\Sigma}^{\dagger}\right)+\boldsymbol{s} \boldsymbol{\psi}^{\dagger}-\boldsymbol{\psi} \boldsymbol{s}^{\dagger}
\end{align*}
$$

then exchanging $\boldsymbol{\psi} \boldsymbol{\psi}^{\dagger}$ for $\boldsymbol{D}, \boldsymbol{\psi}$ for $\boldsymbol{G} s$ and $\boldsymbol{s} \boldsymbol{s}^{\dagger}$ for $\boldsymbol{\Sigma}^{i n}$ we get

$$
\begin{align*}
& (\boldsymbol{H}+\boldsymbol{\Sigma}) \boldsymbol{D}-\boldsymbol{D}\left(\boldsymbol{H}+\boldsymbol{\Sigma}^{\dagger}\right)+\boldsymbol{s} \boldsymbol{s}^{\dagger} \boldsymbol{G}^{\dagger}-\boldsymbol{G} \boldsymbol{s} \boldsymbol{s}^{\dagger} \\
& =\left[\boldsymbol{H} \boldsymbol{D}-(\boldsymbol{H} \boldsymbol{D})^{\dagger}\right]+\left[\boldsymbol{\Sigma} \boldsymbol{D}-(\boldsymbol{\Sigma} \boldsymbol{D})^{\dagger}\right]-\left[\boldsymbol{G} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right]  \tag{4.2.8}\\
& =\left[\boldsymbol{\Sigma} \boldsymbol{D}-(\boldsymbol{\Sigma} \boldsymbol{D})^{\dagger}\right]-\left[\boldsymbol{G} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right],
\end{align*}
$$

where the first term disappears because of hermiticity of both $\boldsymbol{H}$ and $\boldsymbol{D}$. The final equation is then

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \boldsymbol{D}=\left[\boldsymbol{\Sigma} \boldsymbol{D}-(\boldsymbol{\Sigma} \boldsymbol{D})^{\dagger}\right]-\left[\boldsymbol{G} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right] \tag{4.2.9}
\end{equation*}
$$

We will return to this equation a bit later on to discuss the similarities with damped response theory. Since electrical current is the amount of charge moving, we want to look at the change in the average number of electrons which is the trace of the one-electron density matrix, just as we did for response theory in eq. (3.5.2). Taking the trace of eq. (4.2.9) then gives

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} N=\operatorname{Tr}\left[\boldsymbol{\Sigma} \boldsymbol{D}-(\boldsymbol{\Sigma} \boldsymbol{D})^{\dagger}\right]-\operatorname{Tr}\left[\boldsymbol{G} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right] \tag{4.2.10}
\end{equation*}
$$

which using hermiticity of $\boldsymbol{D}$ and $\boldsymbol{\Sigma}^{i n}$ and the cyclic property of trace can be easily rearranged into

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} N=\operatorname{Tr}\left[\left(\boldsymbol{\Sigma}-\boldsymbol{\Sigma}^{\dagger}\right) \boldsymbol{D}\right]-\operatorname{Tr}\left[\left(\boldsymbol{G}-\boldsymbol{G}^{\dagger}\right) \boldsymbol{\Sigma}^{i n}\right] . \tag{4.2.11}
\end{equation*}
$$

Using eqs. (2.3.6) and (4.1.11), we can further simplify to

$$
\begin{equation*}
\frac{\partial}{\partial t} N=\frac{1}{\hbar} \operatorname{Tr}\left[\boldsymbol{A} \boldsymbol{\Sigma}^{i n}-\boldsymbol{\Gamma} \boldsymbol{D}\right] \tag{4.2.12}
\end{equation*}
$$

and multiplying by the charge per electron, $e$, we obtain the net current into the system

$$
\begin{equation*}
\boldsymbol{I}=\frac{e}{\hbar} \operatorname{Tr}\left[\boldsymbol{A} \boldsymbol{\Sigma}^{i n}-\boldsymbol{\Gamma} \boldsymbol{D}\right] . \tag{4.2.13}
\end{equation*}
$$

At steady state, this should be zero (no charge buildup). We can, however, consider the effects of each contact separately 25 to obtain the current into the device from each contact

$$
\begin{equation*}
\boldsymbol{I}_{i}=\frac{e}{\hbar} \operatorname{Tr}\left[\boldsymbol{A} \boldsymbol{\Sigma}_{i}^{i n}-\boldsymbol{\Gamma}_{i} \boldsymbol{D}\right], \tag{4.2.14}
\end{equation*}
$$

which is the equation we will be using. To do some example calculations we need to be able to calculate the density, $\boldsymbol{D}$, and the in-scattering functions, $\boldsymbol{\Sigma}_{i}^{i n}$, for each of the contacts. We get the density from the total in-scattering function

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{\psi} \boldsymbol{\psi}^{\dagger}=\boldsymbol{G} \boldsymbol{s} \boldsymbol{s}^{\dagger} \boldsymbol{G}^{\dagger}=\boldsymbol{G} \boldsymbol{\Sigma}^{i n} \boldsymbol{G}^{\dagger} \tag{4.2.15}
\end{equation*}
$$

and the different in-scattering functions are found from the anti-hermitian parts of the selfenergy terms, $\boldsymbol{\Gamma}_{i}$, and the Fermi energy distribution functions, $f_{i}(E)$,

$$
\begin{equation*}
\Sigma_{i}^{i n}=f_{i}(E) \boldsymbol{\Gamma}_{i} . \tag{4.2.16}
\end{equation*}
$$

For simple molecules we will make these Fermi functions simple Heaviside step functions such that

$$
f_{i}(E)= \begin{cases}1 & E \leq E_{f i}  \tag{4.2.17}\\ 0 & E>E_{f i}\end{cases}
$$

where $E_{f i}$ is the Fermi energy of contact $i$. For testing simple molecules, we will set the Fermi energy of the contacts equal to the HOMO energy of the contact.
It is important to note that the current in eq. (4.2.14) is a function of the energy level. Evaluated at a single energy this would give the amount of current transported at that energy. To get the total current we need to integrate over all energy

$$
\begin{equation*}
I_{\mathrm{tot}}=\int_{\infty}^{\infty} I(E) d E \tag{4.2.18}
\end{equation*}
$$

### 4.2.1 Note on the comparison with damped response theory

Now that both the damped response theory and NEGF equations have been introduced, we explicitly point out the main similarity in the derivation of the final equations. Earlier from the derivation of the damped Ehrenfest theorem, we obtained eq. (3.2.5) which we wrote in matrix form as eq. (3.2.8), expressing the time derivative of the density matrix. This is very similar to eq. 4.2.9 from the NEGF equations which we can see, writing the two side by side

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \boldsymbol{D} & =[\boldsymbol{H}, \boldsymbol{D}]  \tag{4.2.19a}\\
i \hbar \frac{\partial}{\partial t} \boldsymbol{D} & \left.=-\left(\boldsymbol{\boldsymbol { G }} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right)+\boldsymbol{D} \boldsymbol{\Sigma}^{\dagger}\right) \tag{4.2.19b}
\end{align*}
$$

The $\boldsymbol{\Sigma}$ from the first equation is the part of the Hamiltonian matrix containing any and all non-hermiticity, with $\boldsymbol{H}$ being the remaining hermitian part of the Hamiltonian. In the second equation, $\boldsymbol{\Sigma}$, is the total self-energy matrix which is obtained from the surface Green's functions of the contacts, and serves as a non-hermitian part of the effective Hamiltonian in eq. 4.1.10). If somehow this non-hermitian effective Hamiltonian was the Hamiltonian used in the Ehrenfest theorem, we could equate the remaining part of the equations as

$$
\begin{equation*}
[\boldsymbol{H}, \boldsymbol{D}]=-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}-\left(\boldsymbol{G} \boldsymbol{\Sigma}^{i n}\right)^{\dagger}\right) \tag{4.2.20}
\end{equation*}
$$

directly connecting the response theory equations to the NEGF equations.

## Chapter 5

## Results and Discussion

### 5.1 Results from Response Theory

In this section we present the results from the computations we have done using he response theory based transport equations we have discussed in previous chapters. We have tested the procedure described in section 3.7 for a collection of different simple molecules with different geometries and basis sets. For all molecules we present three different forms of the perturbation operator. The first is the potential difference perturbation described in eq. (3.4.1). The other two are both the coupling perturbation in eq. (3.4.2), one with $\tau$ being a real number and the other with it being an imaginary number. For all the molecules we have plotted the transport as a function of the dampening factor. It would in general also be interesting to plot the transport against the perturbation strength, but as can be seen from eqs. (2.2.38), (3.4.1), (3.4.2) and (3.5.11), the relationship between the perturbation and the transport is purely linear, so plotting as a function of the perturbation strength (either $\Delta \mu$ for eq. (3.4.1) or $\tau$ for eq. (3.4.2)) would result in straight lines, which are not very interesting. The peak values for the calculated transport with respect to the dampening parameter, $\gamma$, is given in table 5.1.1 for all systems tested.

### 5.1.1 LiH

The first molecule we present here is the lithium hydride ( LiH ) molecule with a bond length of $2 \AA$ using the minimal basis set STO-3G, of which the results can be seen in fig. 5.1.1. The choice of lithium hydride is motivated by it being a small molecule with few electrons and for which oxidation states $\mathrm{Li}^{+}$and $\mathrm{H}^{-}$are plausible. Looking at the movement of charge between the atoms should not be to far from something that could realistically happen. The crystalline form of LiH is ionic and has also experimentally been shown to have interesting optical properties 58 .

## Coupling

We see in table 5.1.1 that for the real coupling perturbation we get a transport of a whole electron per perturbation strength of one with no dampening. This is the peak we see in

Table 5.1.1: This table contains the peak values for the calculated transport for the different systems we have tested. The system column describes the molecular formula, geometry and basis set of the total system. The subsystem column specifies the atoms we are looking at transport to/from. The $\left\langle\bar{N}_{\mathrm{HF}}\right\rangle$ column is the trace of the HF one-electron density matrix, describing the amount of electrons in the orbitals of the subsystem in the HF state. The $\left\langle\bar{N}_{\text {CISD }}\right\rangle$ similarly is the same trace for the CISD state, which represents the amount of electrons in the subsystem in the ground state. The transported electron density we calculate is telling how much the amount of electrons differs from this value. The ground state is identical for all three perturbations. The $\delta\langle\bar{N}\rangle$ column is giving the peak amount of transported electrons into the subsystem for a perturbation strength of 1 a.u. The $\gamma$ column gives the value of the dampening factor, $\gamma$, that gives the largest absolute value for the transport in the previous column.

| System | Subsystem | Perturbation | $\left\langle\bar{N}_{\mathrm{HF}}\right\rangle$ | $\left\langle\bar{N}_{\text {CISD }}\right\rangle$ | $\delta\langle\bar{N}\rangle$ | $\gamma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LiH | Li | Real coupling | 2.000 | 1.904 | 1.050 | 0.0 |
| STO-3G |  | Imag coupling |  |  | $\pm 0.573$ | $\pm 0.19$ |
|  |  | Potential diff |  |  | -0.063 | 0.0 |
| $\mathrm{BeO}_{2}$ | Be | Real coupling | 4.000 | 3.675 | -0.200 | 0.0 |
| L-Shaped |  | Imag coupling |  |  | $\pm 0.341$ | $\mp 0.19$ |
| STO-3G |  | Potential diff |  |  | -0.003 | 0.0 |
| $\mathrm{BeO}_{2}$ | Be | Real coupling | 4.000 | 4.010 | 0.000 | 0.0 |
| $\mathrm{C}_{2 \mathrm{~V}}$ |  | Imag coupling |  |  | 0.0 | 0.0 |
| $\mathrm{STO}-3 \mathrm{G}$ |  | Potential diff |  |  | -0.070 | 0.0 |
| $\mathrm{BeO}_{2}$ | Be | Real coupling | 2.000 | 2.095 | 0.894 | 0.0 |
| $\mathrm{~L}-\mathrm{Shaped}^{2}$ |  | Imag coupling |  |  | $\pm 0.518$ | $\pm 0.05$ |
| cc-pVDZ |  | Potential diff |  |  | -0.034 | 0.0 |



Figure 5.1.1: Transport equations from response theory applied on LiH with a bond length of $2 \AA$ using the basis set STO-3G. The transport is with respect to the hydrogen atom, meaning a positive value of $\delta\langle N\rangle$ is an increase of electron density around the hydrogen atom. Mind the difference in scale on the $y$-axis between the two figures.
the blue graph in fig. 5.1.1b, For the imaginary coupling we see a peak of about half of the real coupling peak, with a dampening factor of $\gamma= \pm 0.19$. The coupling perturbation (both real and imaginary) here is coupling the highest occupied (HOMO) and lowest unoccupied (LUMO) canonical molecular orbitals, meaning the indices $j$ and $b$ from eq. 3.4.2) are 2 and 3 respectively. The LUMO orbital here is almost completely localized on the lithium atom, in the sense that $97 \%$ of the atomic orbital (AO) contributions are from AOs from lithium. The HOMO orbital however is very delocalized between the two atoms, having about half the AO contributions from each atom. The calculated transport is therefore to be interpreted as electrons moving from being shared between the atoms to belonging to the lithium atom, meaning the actual transported electron density from the hydrogen atom to the lithium atom would be closer to half of what we have shown here.

For the imaginary coupling, we see that the behaviour with respect to the dampening factor is completely different, in mainly two ways. Firstly, when the dampening factor is zero, we observe no transport. This mathematically makes sense, as if we let $\gamma$ be zero in eq. 2.2.38), we only have $i \boldsymbol{M}^{-1} \boldsymbol{V}$. M is a real matrix, so the product here involves a factor $i$ at the front, and a factor $i$ in the perturbation $\boldsymbol{V}$, making the whole resulting vector $\boldsymbol{\alpha}$ real. Since the transport is a sum over the imaginary parts of this vector (eq. 3.5.11), it is natural that having no imaginary part results in having no transport. The other difference from the real is that the transport dies of significantly slower as $\gamma$ tends towards infinity. This is because eq. (2.2.38) essentially behaves like the function $\frac{1}{1+i x}$, where for the real perturbation it is the real part of this that carries through, and for the imaginary perturbation it is the imaginary part. Splitting this into real and imaginary parts we have $\frac{1}{1+i x}=\frac{1}{1+x^{2}}-i \frac{x}{1+x^{2}}$, where the real part dies off as $\frac{1}{x^{2}}$ for large x , and the imaginary part only dies of as $\frac{1}{x}$, explaining the observed result. Of course, the actual equation being a matrix equation, the reality is a lot more complicated, but this gives a quick intuition.

## Potential Difference

For the potential difference perturbation we see significantly less transport compared to the coupling perturbations, with a peak value of only 0.063 with no dampening. Mathematically, this is easy to see why. Looking at eqs. (3.4.1b) and (3.4.2), the potential difference perturbation gets contributions from the off-diagonal elements coupling occupied and virtual orbitals in the one-electron density matrix for the ground state, which are inherently small (usually not much larger than $10^{-2}$ for the systems we have looked at) for post-HF methods such as CISD as we have used here. For such systems the HF state is usually a good approximation for the ground state, with the correlation energy only making up a small portion of the energy. The perturbation operator on the other hand have contributions from elements coupling different occupied with each other, and different virtual with each other. Most notably this includes the diagonal of the occupied block, where elements are close to 2 .

### 5.1.2 $\quad \mathrm{BeO}_{2}$

The next molecule we present here is the beryllium peroxide molecule $\mathrm{BeO}_{2}$ for two different geometries, where we treat the beryllium atom as one system and the oxygen molecule as the other. This serves as a bit larger test system than LiH where we can test the effects of different geometries. The ions $\mathrm{Be}^{2+}$ and $\mathrm{O}_{2}{ }^{2-}$ are common, so looking at electrons transported between the two ions should not be unreasonable, but the conditions for $\mathrm{BeO}_{2}$ to exist is an active research topic 59. . In all our calculations we work with closed shells, and since the ground state of the oxygen molecule is a triplet state, our ground state calculation will not actually find the true ground state, but rather the excited singlet oxygen state. This will be problematic for quantitative accuracy and will need to be considered, but for these proof of concept calculations, this calculations will still give some insight. In the first geometry the atoms are arranged in an L-shape with the bond length of the oxygen molecule is $1.2 \AA$, and the distance between the beryllium atom and the closest oxygen atom is $1.6 \AA$. In the second geometry the atoms are arranged in a $\mathrm{C}_{2 \mathrm{v}}$ symmetry with the bond length of the oxygen molecule still being $1.2 \AA$, but the distance from the beryllium atom to the center of the oxygen molecule is increased to $1.75 \AA$. This increase in distance is done because the HF calculation converged to a different minimum if this distance is below about $1.7 \AA$. In the other solution the HOMO/LUMO orbitals had switched places such that the HOMO orbital now was more localized around oxygen molecule rather than the beryllium atom, in addition to both HOMO and LUMO now being much more delocalized between the two systems. The two geometries are illustrated in fig. 5.1.2,

(a) L-shaped geometry.

(b) $\mathrm{C}_{2 \mathrm{v}}$ symmetric geometry.

Figure 5.1.2: The two geometries we have tested for the $\mathrm{BeO}_{2}$ molecule.

## L-shaped

We see that for the L-shaped beryllium peroxide using the STO-3G basis set, the transport is about the same order of magnitude as for the lithium hydride molecule, especially for the potential difference which is almost identical. The coupling perturbation sees three main differences from the lithium hydride molecule, the first one being that the magnitude is about $20-30 \%$ of the lithium hydride. The other two differences are that there is a sign change, and that the imaginary coupling gives almost double the transport (at its peak) compared to the real coupling. The sign difference is not something we can draw any meaningful conclusions from here, as the effect of the sign of the off-diagonal elements of such matrices depend on the sign of all the other off-diagonal matrix elements in the calculation (one- and two-electron Hamiltonian matrices, density matrices, etc.), which depend on the sign of the orbital coefficients from the HF calculation. The fact that the imaginary coupling with dampening is larger

(a) Potential difference perturbation for the L-shaped geometry, using the STO-3G basis set.

(c) Potential difference perturbation for the $\mathrm{C}_{2 \mathrm{v}}$ geometry, using the STO-3G basis set.

(e) Potential difference perturbation for the L-shaped geometry, using the cc-pVDZ basis set.

(b) Coupling perturbation for the L-shaped geometry, using the STO-3G basis set.

(d) Coupling perturbation for the $\mathrm{C}_{2 \mathrm{v}}$ geometry, using the STO3G basis set.

(f) Coupling perturbation for the L-shaped geometry, using the cc-pVDZ basis set.

Figure 5.1.3: Transport equations from response theory applied on the $\mathrm{BeO}_{2}$ molecules with the two geometries illustrated in fig. 5.1.2 using the STO-3G basis set for both geometries, and also the cc-pVDZ basis set for the L-shaped geometry. The transport is with respect to the beryllium atom, meaning a positive value of $\delta\langle N\rangle$ is an increase of electron density around the beryllium atom. Mind the difference in scale on the $y$-axis between the figures.
than the real coupling, however, is interesting as this shows that the dampening factor could be needed to show any significant transport for certain systems. Though it is not easy to say based on the equations why this happens for specific systems.

## $\mathrm{C}_{2 \mathrm{v}}$ Coupling

In the $\mathrm{C}_{2 \mathrm{v}}$ arranged molecule, we see that for the coupling perturbation, the computation completely breaks down, and the resulting transport is on the order of magnitude of rounding errors. We include this to show that the current implementation is somewhat "fragile" in that small changes to the system, which should not have a large physical effect on the system changes the result completely. Mathematically, it is hard to pinpoint the exact cause of this specific result becoming zero, but it is reasonable to imagine that the symmetry of basis functions resulting in all the terms cancelling out. In the presented results for the coupling perturbation we have chosen a single occupied MO in one subsystem to be coupled to a single virtual MO in the other subsystem. A more physical perturbation would of course include much more complexity, with more couplings between all of the different molecular orbitals as well as diagonal elements. This would help considerably with the inconsistent results we get between the different systems, as the form of the perturbation would actually take into consideration the molecule, rather than just being a model perturbation as we are using here. However, it is very insightful to look at these model perturbations as any actual perturbation, assuming it is represented as a one-electron operator, will just be a linear combination of different such model perturbations. Since all the equations here are completely linear in terms of the perturbation, the resulting transport will also be a linear combination of the transport from different model perturbations. This means that if all the different model perturbations result in zero, or insignificant transport, so will a more realistic perturbation. However, if using a physical perturbation, there should be nothing wrong with the wave function described in eq. (2.2.7), as this is just a (mostly) standard first order damped response theory wave function, so if the predicted transport is not acting properly, the fault should lie elsewhere. This is most likely in our crude way of determining if a MO belongs to which system. For these proof-of-concept calculations, we simply use the AO coefficients as a way of determining whether an orbital belongs to one system or the other, which does not take into account the spacial extent of the orbitals, so orbitals where the majority of the electronic density is actually located between the systems would be set as completely belonging to one of the systems. A better approach might involve looking at the spacial localization of orbitals or the partial charges on the atoms in the different subsystems. The orbital partitioning we have done will however work for proof of concept calculations as these as long as we keep in mind that the results will jump around depending on which subsystem the different orbitals happens to be attributed to.

## $\mathrm{C}_{2 \mathrm{v}}$ Potential Difference

The potential difference perturbation on the $\mathrm{C}_{2 \mathrm{v}}$ molecule, however, does produce some nonezero result, but this is rather small, more than an order of magnitude smaller than the corresponding result for the L-shaped geometry. For the potential difference, the problem of the choice of which specific orbitals to couple disappears, as we increase the potential of all orbitals in one subsystem, while decreasing the potential of all the other. The problem of the specific partitioning of the orbitals is however amplified, as now in addition to the calculation of the transport from the perturbed wave function, the perturbation is also determined by the partitioning.

## L-Shaped with larger basis set

We have also included the computation on the L-shaped molecule using the larger basis set cc-pVDZ, to show the heavy basis set dependence in the current formulation. The effect of the orbitals being partitioned into the different systems will be potentially much greater now that there exists many more virtual orbitals that are partitioned. We see from table 5.1.1 that the amount of electrons in the Be subsystem is only 2 for the HF state compared to 4 for the STO-3G calculation. From the orbital contributions we see that this is because of the HOMO/LUMO orbitals having "switched places" compared to the STO-3G calculation. The HOMO orbital in the STO-3G calculation has $72 \%$ of its AO-contributions from Be AOs, but in the cc-pVDZ, this is only $24 \%$, so by our partitioning scheme, the two electrons in that orbital is now no longer in the Be subsystem and we only have the 2 remaining 1 s core electrons. Another important point for having larger basis sets is that the amount of potential coupling elements in the two-electron density matrix for the CISD state is much larger, which could lead to a larger predicted amount of electrons transported, as the equation we have for transport explicitly sum over those elements. For this system we see that this is the case, with a peak value of 0.894 electrons per perturbation strength of 1 for the real coupling perturbation, over 5 times as much as for the STO-3G calculation.

### 5.1.3 Coupling vs Potential Difference

For all the cases we see that the transport from the potential difference perturbation, although similarly small, all have the same sign. This is in contrast to the coupling perturbation where the sign has no direct meaning, as a coupling has no "direction". When we increase the potential of one atom and reduce the potential of another, we expect that electrons would want to move towards the system with the lower potential, which is what we see in all the example calculations we have done. We see that when we decrease the potential of the system we are looking at, we see an increase in the electronic density in that system, shown by the blue curve in the plots, and since all the equations are linear, flipping the sign of the perturbation flips the sign of the output. It should also not be very surprising that the transport from the potential difference is not very large, as we are looking at a closed system and not an open system
with a coupling to infinite electron reservoirs. The strength of static electric fields needed to move entire electrons between weakly coupled atoms are very large, and would probably not be appropriately described using response theory based on linear perturbation theory. The fact that all of the systems tested, not only gives non-zero answer, but consistently has the expected sign and magnitude, is a good sign for the ability of the method to give answers that make sense for actual systems.

### 5.2 Results from NEGF

In this section we present the results from the computations we have done using the NEGF equations presented in chapter 4 as well as discussing some comparisons to the results from the response theory method. The test setup is a system of three $\mathrm{H}_{2}$ molecules with a steady state electrical current flow, and is described in more detail below. It is important to note that the results will not be directly comparable to the results from response theory as the calculated quantity is describing two different phenomena, with the response theory describing a static perturbation, more similar to static electricity, while the NEGF equations describe steady state current flow.

### 5.2.1 Setting up the System

The system we have used as a test system to show the transport predicted by the NEGF equations is a simplified model system of three $\mathrm{H}_{2}$ molecules. Each of the $\mathrm{H}_{2}$ molecules has a bond length of $0.71 \AA$, as this gives about the minimum energy for a RHF calculation using the STO-3G basis set, which is what we have based the calculations on. This energy surface is found in fig. 5.2.2. The illustration of the test system is found in fig. 5.2.1. To determine the coupling strength between the three $\mathrm{H}_{2}$ molecules, we have done some calculations on a system of two $\mathrm{H}_{2}$ molecules. From this we have arbitrarily chosen a coupling strength giving about the same split in molecular orbital energies as we get from the system of two $\mathrm{H}_{2}$ molecules when the distance between the molecules is about $2.3 \AA$, as this gave a splitting of the MO-energies of the hydrogen molecules that was not too large and not too small. The couplings of the MO-energies of two $\mathrm{H}_{2}$ molecules is illustrated in fig. 5.2.3. The split of the two bonding MOs is about 0.055 a.u. at $2.3 \AA$.


Figure 5.2.1: Illustration of the model system for the NEGF calculations. The bond length of the three hydrogen molecules is $0.71 \AA$ and the distance between them is $2.3 \AA$.

To use the NEGF equations as we have presented them, we need to have an expression for the Hamiltonian matrix in eq. 4.1.1). For the device Hamiltonian we will use the Fock matrix of the isolated non-interacting $\mathrm{H}_{2}$ molecule with a bond length of $0.71 \AA$ in the MO basis, using the STO-3G basis set. For the contact Hamiltonians we use the same Fock matrix shifted up or down in energy by some electrochemical potential imagined to be applied by some potential


Figure 5.2.2: RHF energy surface of the $\mathrm{H}_{2}$ molecule using the minimal basis set STO-3G. Calculated using the PySCF python module.
field like illustrated by the battery in fig. 5.2.1. We then have

$$
\begin{equation*}
\boldsymbol{H}_{d}=\boldsymbol{F}_{d,}, \quad \boldsymbol{H}_{1}=\boldsymbol{F}_{d}+\boldsymbol{I} \frac{\Delta \mu}{2}, \quad \boldsymbol{H}_{2}=\boldsymbol{F}_{d}-\boldsymbol{I} \frac{\Delta \mu}{2} . \tag{5.2.1}
\end{equation*}
$$

For the coupling Hamiltonian, $\tau$, we need something that gives the resemblance of the MO-split we see from fig. 5.2.3. As a simple model coupling that did this is the uniform 1 matrix,

$$
\boldsymbol{\tau}=t\left(\begin{array}{ll}
1 & 1  \tag{5.2.2}\\
1 & 1
\end{array}\right)
$$

for some parameter $t$. This is a very simple coupling which will couple all the orbitals of one $\mathrm{H}_{2}$ molecule with all the orbitals in the other molecule. In the minimal basis, this is only four couplings, occ-occ, occ-vir, vir-occ and vir-vir, which in reality would be of different strengths. To see that this gives a reasonable effect on the orbitals, we can diagonalize the Fock matrix for two interacting $\mathrm{H}_{2},\left(\begin{array}{cc}\boldsymbol{F} & \boldsymbol{\tau} \\ \boldsymbol{\tau}^{\dagger} & \boldsymbol{F}\end{array}\right)$, and look at the split of the new eigenvalues as a function of the parameter $t$. This plot is found in fig. [5.2.4 The split with $t=0.025$ gives a split of about 0.05 a.u. which is the same magnitude as the split of the MOs of the two $\mathrm{H}_{2}$ system with a distance of $2.3 \AA$. Now having found this coupling Hamiltonian that emulates the splitting of MOs for a system of two $\mathrm{H}_{2}$ molecules, we will use this in the system of three $\mathrm{H}_{2}$ molecules for the NEGF calculations.


Figure 5.2.3: Plot of the molecular orbital energies of the system of two $\mathrm{H}_{2}$ molecules with a bond length of $0.71 \AA$, using the minimal basis set STO-3G. Calculated using the PySCF python module.


Figure 5.2.4: Plot of eigenvalues of the Fock-matrix of a system of two $\mathrm{H}_{2}$ molecules coupled by the coupling Hamiltonian in eq. (5.2.2).

### 5.2.2 Computing Transport from the NEGF Equations

Using the model system we now have set up, we can calculate the steady state current, either as a function of the energy level using eq. (4.2.14), or the total current from eq. (4.2.18). In fig. 5.2 .5 we have a plot of the current from eq. 4.2.14, with and without the Fermi energy distribution functions present. We see that when the Fermi distribution functions are present, we have essentially the same plot, but cut off at the Fermi energies. This means that the method only allows for the energy of the transported electrons being between the Fermi energies, such that there exists electrons to take from in one electrode and space to put that electron in the other electrode. We also see from this plot that the current at the two terminals are complete mirror images of each other, meaning in this simple picture that electrons coming into the device carry the same energy as it does leaving the device. Now the energy that we are plotting on the x -axis here is not a parameter of the calculation, but just a variable to be integrated over to get the complete transport. Doing this allows us to plot the transport as a function of the two parameters of the calculation; the dampening factor $\eta$, and the potential difference $\Delta \mu$. These plots are found in figs. 5.2.6 and 5.2.7. The total current as a function of both parameters both have a remarkably similar shape to that of the transport predicted by the response theory equations using the imaginary coupling perturbation Hamiltonian (fig. 5.1.3). For the dampening parameter $(\eta, \gamma)$, this should not really be surprising, as both in the response theory equation and the NEGF equations the dampening parameter enter the equations in a similar fashion, as an imaginary (almost) diagonal part of a matrix to be inverted, ( $\boldsymbol{M}+$ $\hbar \omega \boldsymbol{S}+i \hbar \gamma \boldsymbol{S})^{-1}$ from the response equations (eq. (2.2.35) and $(E \boldsymbol{I}+i \eta-\boldsymbol{H})^{-1}$ from the NEGF equations (eq. 4.1.8). Keeping in mind that $E=\hbar \omega$, these equations look very similar.


Figure 5.2.5: The current from eq. 4.2.14 as a function of energy level, with and without the Fermi energy distribution functions enabled, using $\eta=0.01$ a.u. and $\Delta \mu=0.1$ a.u.


Figure 5.2.6: Total current from eq. 4.2.18 plotted as a function of the dampening factor $\eta$ and the potential difference $\Delta \mu$ respectively. Both of these are just slices of the 3D plot in fig. 5.2.7.


Figure 5.2.7: 3 D plot of the total current from eq. 4.2.18 plotted as a function of both the dampening factor $\eta$ and the potential difference $\Delta \mu$. Interactive version of this plot can be found at https: //folk.ntnu.no/marcustl/master/2d_current.html

## Chapter 6

## Summary and Conclusions

In this thesis we have presented proof-of-concept calculations using a damped response theory based method for calculating electronic transport. The transport calculated by the method in its current formulation is describing the movement of electrons between parts of a closed system, something resembling a redox reaction. The calculations have been carried out on three test molecules, using small basis sets. The most successful result we obtained was from a LiH molecule with a bond length of $2 \AA$, where we looked at the transport from the bonding orbital localized between the two atoms to being localized around the lithium atom. This gave a predicted transport of a whole electron per perturbation strength of 1 a.u., illustrating that linear response theory has the potential to give significant results describing electronic transport in sufficiently coupled systems. For the two other systems we tested, both being two different geometries of a $\mathrm{BeO}_{2}$ molecule, we did not achieve as good, but still promising results. For one of the geometries we got about a third of the transport of the LiH molecule, and for the more symmetric geometry we got virtually zero transport for one of the perturbations we tested. A difference in transport in molecules with different atoms is to be expected, but the fact that a small change in geometry leads to the method breaking down shows that the somewhat arbitrary choices we have made for the partition of the system into different orbital spaces has a huge effect on the results.
The response theory calculations have been done alongside a similar calculation, using a Non Equilibrium Green's Function (NEGF) method to calculate the steady state current through a simple model system of three hydrogen molecules. The purpose of this is to highlight the similarities of the two methods, with the NEGF methods being a pinnacle of modern descriptions of quantum transport. As we have not yet adapted the response theory method to include contacts to electron reservoirs, we can not use the method to describe steady state transport, so the results for the two methods can not be directly compared. Right now the comparison lies more in the mathematical nature of the methods, and for future reference as the method is further developed.
Another fundamental difference between that is important to note, is the difference in ground state calculations. While NEGF methods build upon a HF or DFT ground state, the current simplified formulation of the response theory method would not work for an uncorrelated
ground state model. This makes it more difficult to use the response theory method for simple qualitative calculations, but for any real calculation the ease of incorporating well developed correlated wave function models is a massive strength.

## Chapter 7

## Further Work

In this chapter we give some ideas on what are the next steps in the further development of response theory based methods for electronic transport. The ultimate goal is to have a rigorous framework for describing different kinds of electronic transport processes in open as well as closed systems, based on response theory. The method we have presented in this thesis is still far from achieving this goal, but we have some ideas for how to continue developing the method. There are two main directions that need development.
First is the incorporation of contacts to electron reservoirs to allow for steady state current, making the method more directly comparable the NEGF methods. This would involve augmenting the current parametrization to allow for a fluctuation of the amount of electrons in the system, making it an open system. This could perhaps be done by adding some types of annihilation/ creation to the parametrization operator in eq. 2.2.10 which would add contributions from stated with different numbers of electrons. It would also be useful to further explore the use of non-hermitian perturbations, investigating the connection between NEGF and response theory discussed in eq. 4.2.19).
Second is developing the method towards being quantitatively accurate, using real physically based systems and perturbations. This would involve expanding many of the truncated equations presented in this thesis to higher orders, and comparing results to other proven theoretical models as well as experimental results. When the method is proven for small systems, the goal will be to have an optimized version implemented in some high performance quantum computing software like $e^{T}$ [56].
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## Appendix A

## Computing Response Theory Matrix Elements

We want to obtain expressions for the matrix elements in eq. (2.2.32).
We can partition $\boldsymbol{\Lambda}$ into two blocks

$$
\begin{equation*}
\boldsymbol{\Lambda}=\binom{\boldsymbol{\Lambda}^{(e)}}{\boldsymbol{\Lambda}^{(d)}} \tag{A.0.1}
\end{equation*}
$$

where the first is all the excitation (e) operators, and the second are all the de-excitation operators (d). This way we can nicely express the matrices as block matrices

$$
\boldsymbol{S}=\left(\begin{array}{ll}
\boldsymbol{S}^{(e e)} & \boldsymbol{S}^{(e d)}  \tag{A.0.2}\\
\boldsymbol{S}^{(d e)} & \boldsymbol{S}^{(d d)}
\end{array}\right), \quad \boldsymbol{M}=\left(\begin{array}{ll}
\boldsymbol{M}^{(e e)} & \boldsymbol{M}^{(e d)} \\
\boldsymbol{M}^{(d e)} & \boldsymbol{M}^{(d d)}
\end{array}\right), \quad \boldsymbol{V}=\binom{\boldsymbol{V}^{(e)}}{\boldsymbol{V}^{(d)}} .
$$

Throughout this appendix, the indices $\mu, \nu$ will be used for indexing into $\boldsymbol{\Lambda}$, otherwise normal MO-indices $i, j, a, b$ will be used. This way an index $\mu$ or $\nu$ will correspond to a particular excitation or de-excitation index pair $a i$ or $i a$.

## A. 1 The $S$ matrix

We start with the first block of the $\boldsymbol{S}$ matrix

$$
\begin{align*}
S_{\mu \nu}^{(e e)}=\langle 0|\left[\Lambda_{\mu}^{(e) \dagger}, \Lambda_{\nu}^{(e)}\right]|0\rangle & =\langle 0|\left[E_{a i}, E_{j b}\right]|0\rangle= \\
\delta_{i j}\langle 0| E_{a b}|0\rangle-\delta_{a b}\langle 0| E_{j i}|0\rangle & =\delta_{i j} D_{a b}^{(0)}-\delta_{a b} D_{j i}^{(0)} . \tag{A.1.1a}
\end{align*}
$$

Then the next diagonal block

$$
\begin{equation*}
S_{\mu \nu}^{(d d)}=\langle 0|\left[E_{i a}, E_{b j}\right]|0\rangle=\delta_{a b} D_{i j}^{(0)}-\delta_{i j} D_{b a}^{(0)}, \tag{A.1.1b}
\end{equation*}
$$

where if we assume the zeroth order density to be real, it is symmetric and we have

$$
\begin{equation*}
\boldsymbol{S}^{(d d)}=-\boldsymbol{S}^{(e e)} \tag{A.1.1c}
\end{equation*}
$$

The two off diagonal blocks are easily seen to be zero as the commutator

$$
\begin{equation*}
\left[E_{a i}, E_{b j}\right]=0 \tag{A.1.1d}
\end{equation*}
$$

is zero. We can then write $\boldsymbol{S}$ simply as

$$
\boldsymbol{S}=\left(\begin{array}{cc}
\boldsymbol{S}^{(e e)} & 0  \tag{A.1.1e}\\
0 & -\boldsymbol{S}^{(e e)},
\end{array}\right)
$$

with

$$
\begin{equation*}
S_{\mu \nu}^{(e e)}=\delta_{i j} D_{a b}^{(0)}-\delta_{a b} D_{j i}^{(0)} \tag{A.1.1f}
\end{equation*}
$$

## A. 2 The $M$ matrix

The expression for $\boldsymbol{M}$ will be different depending on what we let the zeroth order Hamiltonian $\left(\hat{H}^{(0)}\right)$ be. Here we let the zeroth order Hamiltonian be the standard full unperturbed Hamiltonian

$$
\begin{equation*}
\hat{H}^{(0)}=h_{n u c}+\sum_{p q} h_{p q} E_{p q}+\frac{1}{2} \sum_{p q r s} g_{p q r s} e_{p q r s}, \tag{A.2.1}
\end{equation*}
$$

since that is the Hamiltonian we have used to find the reference CISD state.
We start with the first block

$$
\begin{equation*}
M_{\mu \nu}^{(e e)}=\langle 0|\left[\left[E_{i a}, \hat{H}^{(0)}\right], E_{b j}\right]|0\rangle . \tag{A.2.2a}
\end{equation*}
$$

Inner commutator:

$$
\begin{equation*}
\left[E_{i a}, \hat{H}^{(0)}\right]=\sum_{p} h_{a p} E_{i p}-h_{p i} E_{p a}+\sum_{p q r} g_{p q a r} e_{p q i r}-g_{p q r i} e_{p q r a} \tag{A.2.2b}
\end{equation*}
$$

Outer commutator:

$$
\begin{align*}
& {\left[\left[E_{i a}, \hat{H}^{(0)}\right], E_{b j}\right]=} \\
& \sum_{p} h_{a p}\left[E_{i p}, E_{b j}\right]-h_{p i}\left[E_{p a}, E_{b j}\right]+\sum_{p q r} g_{p q a r}\left[e_{p q i r}, E_{b j}\right]-g_{p q r i}\left[e_{p q r a}, E_{b j}\right]= \\
& \sum_{p} h_{a p}\left(\delta_{p b} E_{i j}-\delta_{i j} E_{b p}\right)-h_{p i}\left(\delta_{a b} E_{p j}-\delta_{p j} E_{b a}\right)+ \\
& \sum_{p q r}{ }^{\left(g_{p q a r}\left(\delta_{r b} e_{p q i j}-\delta_{i j} e_{p q b r}+\delta_{q b} e_{p j i r}-\delta_{p j} e_{b q i r}\right)-\right.}=  \tag{A.2.2c}\\
& \left.\left.h_{a b} E_{i j}+h_{j i} e_{p q r j}-\delta_{r j}-\delta_{i j} \sum_{p q b a} h_{a p} E_{q b}-\delta_{a b} \sum_{p j r a}-\delta_{p j} e_{b q r a}\right)\right) \\
& h_{p i} E_{p j}+ \\
& \left.\sum_{p q}{ }_{p}^{\left(g_{p q a b} e_{p q i j}+g_{p b a q} e_{p j i q}-g_{j p a q} e_{b p i q}+\right.} g_{p q j i} e_{p q b a}-g_{p b q i} e_{p j q a}+g_{j p q i} e_{b p q a}\right) \\
& -\delta_{i j} \sum_{p q r} g_{p q a r} e_{p q b r}-\delta_{a b} \sum_{p q r} g_{p q r i} e_{p q r j}
\end{align*}
$$

Inserting into the expectation value to get

$$
\begin{gather*}
M_{\mu \nu}^{(e e)}=h_{a b} D_{i j}^{(0)}+h_{j i} D_{b a}^{(0)}+\sum_{p q}\left(\begin{array}{c}
\left(g_{p q a b} d_{p q i j}^{(0)}+g_{p b a q} d_{p j i q}^{(0)}-g_{j p a q} d_{b p i q}^{(0)}+\right. \\
\left.g_{p q j i} d_{p q b a}^{(0)}-g_{p b q i} d_{p j q a}^{(0)}+g_{j p q i} d_{b p q a}^{(0)}\right)
\end{array}\right.  \tag{A.2.2d}\\
-\delta_{i j} \sum_{p} h_{a p} D_{b p}^{(0)}-\delta_{a b} \sum_{p} h_{p i} D_{p j}^{(0)}-\delta_{i j} \sum_{p q r} g_{p q a r} d_{p q b r}^{(0)}-\delta_{a b} \sum_{p q r} g_{p q r i} d_{p q r j}^{(0)} .
\end{gather*}
$$

No cancellations were made, so we can now get the rest of the blocks simply by swapping $i$ with $a$ and $j$ with $b$.
First the other diagonal block

$$
\begin{gather*}
M_{\mu \nu}^{(d d)}=h_{i j} D_{a b}^{(0)}+h_{b a} D_{j i}^{(0)}+\sum_{p q} \begin{array}{c}
\left(g_{p q i j} d_{p q a b}^{(0)}+g_{p j i q} d_{p b a q}^{(0)}-g_{b p i q} d_{j p a q}^{(0)}+\right. \\
\left.g_{p q b a} d_{p q j i}^{(0)}-g_{p j q a} d_{p b q i}^{(0)}+g_{b p q a} d_{j p q i}^{(0)}\right)
\end{array}  \tag{A.2.3}\\
-\delta_{a b} \sum_{p} h_{i p} D_{j p}^{(0)}-\delta_{i j} \sum_{p} h_{p a} D_{p b}^{(0)}-\delta_{a b} \sum_{p q r} g_{p q i r} d_{p q j r}^{(0)}-\delta_{i j} \sum_{p q r} g_{p q r a} d_{p q r b}^{(0)} .
\end{gather*}
$$

Next in the off diagonal blocks, the second line will become zero due to $\delta_{i b}=\delta_{j a}=0$.

$$
\begin{align*}
& M_{\mu \nu}^{(d e)}=h_{i b} D_{a j}^{(0)}+h_{j a} D_{b i}^{(0)}+ \\
& \sum_{p q}\left(g_{p q i b} d_{p q a j}^{(0)}+g_{p b i q} d_{p j a q}^{(0)}-g_{j p i q} d_{b p a q}^{(0)}+g_{p q j a} d_{p q b i}^{(0)}-g_{p b q a} d_{p j q i}^{(0)}+g_{j p q a} d_{b p q i}^{(0)}\right)  \tag{A.2.4a}\\
& M_{\mu \nu}^{(e d)}=h_{a j} D_{i b}^{(0)}+h_{b i} D_{j a}^{(0)}+ \\
& \sum_{p q}\left(g_{p q a j} d_{p q i b}^{(0)}+g_{p j a q} d_{p b i q}^{(0)}-g_{b p a q} d_{j p i q}^{(0)}+g_{p q b i} d_{p q j a}^{(0)}-g_{p j q i} d_{p b q a}^{(0)}+g_{b p q i} d_{j p q a}^{(0)}\right) \tag{A.2.4b}
\end{align*}
$$

## Notes on Hermiticity

$$
\begin{gather*}
M_{\mu \nu}^{(d d)}=\langle 0|\left[\left[E_{a i}, \hat{H}^{(0)}\right], E_{j b}\right]|0\rangle=\langle 0|\left[\left[E_{i a}, \hat{H}^{(0)}\right], E_{b j}\right]|0\rangle^{\dagger}=M_{\mu \nu}^{(e e) \dagger}  \tag{A.2.5}\\
\begin{array}{c}
M_{\mu \nu}^{(e d)}=\langle 0|\left[\left[E_{i a}, \hat{H}^{(0)}\right], E_{j b}\right]|0\rangle=\langle 0|\left[\left[E_{a i}, \hat{H}^{(0)}\right], E_{b j}\right]|0\rangle^{\dagger}=M_{\mu \nu}^{(d e) \dagger} \\
M_{\mu \nu}^{\dagger}=\langle 0|\left[\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(0)}\right], \Lambda_{\nu}\right]^{\dagger}|0\rangle=\langle 0|\left[\Lambda_{\nu}^{\dagger},\left[\Lambda_{\mu}^{\dagger}, \hat{H}^{(0)}\right]^{\dagger}\right]|0\rangle \\
\quad=\langle 0|\left[\Lambda_{\nu}^{\dagger},\left[\hat{H}^{(0)}, \Lambda_{\mu}\right]\right]|0\rangle=\langle 0|\left[\left[\Lambda_{\mu}, \hat{H}^{(0)}\right], \Lambda_{\nu}^{\dagger}\right]|0\rangle
\end{array} \tag{A.2.6}
\end{gather*}
$$

## A. 3 The $V$ vector

To get an expression for $\boldsymbol{V}$ we need to chose what the form of the perturbation Hamiltonian $H^{(1)}$. Here we will chose this to be some one-electron operator given by

$$
\begin{equation*}
\hat{H}^{(1)}=\sum_{p q} V_{p q} E_{p q}, \tag{A.3.1}
\end{equation*}
$$

where $V_{p q}$ makes up some hermitian matrix describing the perturbation. We insert this into the expression for V

$$
\begin{align*}
V_{\mu}^{(e)} & =\langle 0|\left[E_{i a}, \hat{H}^{(1)}\right]|0\rangle=\sum_{p q} V_{p q}\langle 0|\left[E_{i a}, E_{p q}\right]|0\rangle  \tag{A.3.2}\\
& =\sum_{p q} V_{p q}\left(\delta_{a p} D_{i q}^{(0)}-\delta_{i q} D_{p a}^{(0)}\right)=\sum_{p} V_{a p} D_{i p}^{(0)}-V_{p i} D_{p a}^{(0)}
\end{align*}
$$

then $V^{(d)}$ is easily found to be $-V^{(e) \dagger}$ as

$$
\begin{equation*}
V_{\mu}^{(d)}=\langle 0|\left[E_{a i}, \hat{H}^{(1)}\right]|0\rangle=-\langle 0|\left[E_{i a}, \hat{H}^{(1)}\right]|0\rangle^{\dagger}=-V_{\mu}^{(e) \dagger} . \tag{A.3.3}
\end{equation*}
$$

## Special case for diagonal V (Potential Difference)

$$
\begin{gather*}
V_{p q}=\delta_{p q} V_{p p}  \tag{A.3.4}\\
V_{\mu}^{(e)}=\sum_{p} V_{a p} D_{i p}^{(0)}-V_{p i} D_{p a}^{(0)}=\left(V_{a a}-V_{i i}\right) D_{i a}^{(0)} \tag{A.3.5}
\end{gather*}
$$

## Special case for single off diagonal V (Increased coupling)

$$
\begin{gather*}
V_{b j}=V_{j b}^{\dagger}=\tau  \tag{A.3.6}\\
V_{\mu}^{(e)}=\sum_{p} V_{a p} D_{i p}^{(0)}-V_{p i} D_{p a}^{(0)}=\left(\delta_{a b} D_{i j}^{(0)}-\delta_{i j} D_{b a}^{(0)}\right) \tau \tag{A.3.7}
\end{gather*}
$$
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