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Abstract

Autoregressive exogenous (ARX) networks and nonlinear autoregressive (NARX) neural
networks are reliant on a measure of uncertainty if they are going to be employed in
safety critical tasks, where wrong decisions in the worst case scenario can lead to serious
accidents. There are two main types of uncertainties which can be estimated in neural
networks; epistemic uncertainty and aleatoric uncertainty. The former is caused by
missing data-points in the training set the network is trained on. The latter, on the
other hand, is caused by uncertainties in the network’s inputs.

In this thesis, a method which propagates means and covariance through the network
is proposed to estimate the aleatoric uncertainty. This method is tested on an ARX
network in the combination with a Kalman filter which resets the estimated variance,
where the system equations of the Kalman filter is given by the ARX network’s model
parameters. Further, is the aleatoric estimation method tested on a neural network and
a NARX neural. Moreover, an epistemic uncertainty method which use dropout at test
time to estimate uncertainty is applied to a NARX neural network.

The aleatoric uncertainty estimation method can be used to get good estimates of the
uncertainty in ARX networks and neural networks. The method does also offer an
estimate of the aleatoric uncertainty in a NARX neural network. However, this estimate
is not a good estimate for the true aleatoric uncertainty in a NARX neural network. The
epistemic uncertainty method estimates a higher uncertainty when predictions are made
on data underrepresented in the training set. Furthermore, the uncertainty estimates
scale with how represented the data on which the prediction is made is in the training
set.



Sammendrag

Autoregressive eksogene (ARX) nettverk og ikke-lineaere autoregressive eksogene (NARX)
nevrale nettverk er avhengige av et mal pa usikkerhet hvis de skal brukes til sikkerhets
kritiske oppgaver, der feil valg i det verste tilfellet kan fgre til alvorlige ulykker. Det finnes
to hovedtyper av usikkerheter man kan estimere i nevrale nettverk; modell-usikkerhet
og data-usikkerhet. Den fgrste kommer av manglende datapunkter i treningssettet som
nettverket trenes pa, og den andre er forarsaket av usikkerhet knyttet til nettverkets
innganger.

I denne masteroppgaven er foreslas det en data-usikkerhetsestimeringsmetode som propagerer
forventningsverdier og kovarianser gjennom nettverket. Denne metoden er testet pa et
ARX nettverk i kombinasjon med et Kalman filter, som resetter den estimerte variansen.
Kalman filteres systemligninger er bestemt av ARX nettverkets modellparameter. Videre

vil denne data-usikkerhetsestimerings metoden bli teste pa et nevralt nettverk og et
NARX nevralt nettverk. En modell-usikkerhetsestimeringsmetode vil ogsa bli teste pa et
NARX nevralt nettverk. Denne bruker dropout til & estimer modell-usikkerheten.

Data-usikkerhetsestimeringsmetoden kan brukes til & oppna gode estimater for usikker-
heten i ARX nettverk og nevrale nettverk. Metoden gir ogsa et estimat for data-
usikkerheten i et NARX nevralt nettverk, men dette estimatet er ikke et godt esti-
mat pa den reelle data-usikkerheten i nettverket. Model-usikkerhetsestimeringsmetoden
estimerer hgyere usikkerhet for prediksjoner som er underrepresenterte i treningssettet.
Videre, skalerer den estimerte usikkerhet med hvor representert dataen som prediksjonen
er utfgrt pa er i treningssettet.
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1 Introduction

1.1 Background

This section is a rewritten version of section 1.1 Background in Eilertsen 2020

Machine learning is a field of research which has taken enormous strides in the last
decades. The majority of this progress is due to increased availability of data and
improvements in computing technology. One area of machine learning is regression
which entails approximating relations between input-output pairs. Regression can be
split into two parts, linear regression and nonlinear regression. Deep neural networks
are used to solve nonlinear regression problems. These networks are composed of one or
several layers which each contain linear transformations and nonlinear functions. Linear
regression models are used to solve linear regression problems. These models contains
one layer which is linear.

A nonlinear autoregressive exogenous (NARX) neural network is a special type of deep
neural network which approximates nonlinear dynamical systems

(Narendra and Parthasarathy 1990)). A NARX neural network performs one-step ahead
predictions of the dynamical system based on the system’s current and previous inputs,
and the network’s previous predictions. Thus, a NARX neural network is recurrent
as the network’s previous predictions are used to obtain the next prediction. Figure

Figure 1.1: Graphical illustration of a NARX neural network. Where one previous input
together with the current input, and the previous output is used to make the
next prediction.
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shows a graphical illustration of a NARX neural network. NARX neural networks
have many applications, some examples are compensations of nonlinearities in dynamical
systems, economic forecasting, solar forecasting and weather forecasting (Tavares, Abreu,
and Aguirre [2020) (Tang [2020) (Alanazi, Mahoor, and Khodaei 2017)) (Rahimi, Mohd
Shafri, and Norman 2018). An autoregressive exogenous (ARX) network is a NARX
neural network which consist of only one linear layer. These networks are used to
approximate linear dynamical systems.

One significant weakness of traditional machine learning models which solves regression
problems, are that they do not offer a measure of uncertainty associated with their
predictions. When used in safety critical tasks, where wrong decisions can be detrimental
and might lead to fatalities, injuries, material damage, or stop of production, a measure
of uncertainty can be used to determine if the models prediction should be used or if
another mechanism should take over.

In machine learning there are two leading types of uncertainties which can be estimated,
aleatoric and epistemic uncertainty (Gal 2016). The former is the uncertainty caused
by uncertainty in the network’s inputs, uncertainty in yields uncertainty out. Epistemic
uncertainty, on the other hand, is the uncertainty stemming from missing input-output
pairs in the data set the model is trained on. There is a higher level of uncertainty
associated with predictions made on data which is seen less during training.

In recent years several different methods for estimating uncertainty in deep neural net-
works have been proposed. Lakshminarayanan, Pritzel, and Blundell 2017| estimates
epistemic uncertainty by performing Monte Carlo sampling on an ensemble of differ-
ent networks. Monte Carlo sampling consists of collecting independent samples from a
distribution, and approximating the mean and variance of the distribution with these
samples. This method’s downside is that several networks have to be trained, which
might be unsuitable and impractical for large networks. The advantages of this method
are that traditional deep learning techniques can be used. On the other hand, Gal and
Ghahramani 2015| estimate epistemic uncertainty by applying dropout (Srivastava et al.
2014)) at test time. Dropout consists of removing some of the network’s units at random
for each forward pass, and in the next forward pass the units are included in the network
and some other units are removed. The uncertainty is found by Monte Carlo sampling;
thus, this technique’s drawback is the time it takes to obtain the samples. The method’s
strengths are that it is easy to implement and there is no need to change network archi-
tecture. The method can also be applied on already trained networks regardless of being
trained with dropout. Diversely Postels et al. 2019| proposes a method for estimating
epistemic uncertainty which does not require sampling. The method is based on error
propagation where errors are equivalent to variances (Taylor 1996). Noise is injected in
the network with a noise layer, which can either be a dropout layer or a batch normal-
ization layer (Ioffe and Szegedy 2015). The injected noise is regraded as errors on the
output of the noise layers. Then these errors are propagated to the output of the net-
work. When training a neural network with noise, the training loss will be greater when
the errors on the outputs are greater. Therefore, the network will indirectly minimize
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errors since the aim of training is to minimize the training loss. The main advantage of
this method is that it does not involve sampling.

Gast and Roth [2018| propose a method for estimating aleatoric uncertainty by utiliz-
ing assumed density filtering (ADF) to propagate the input noise through the network
(Boyen and Koller |1998)),(Maybeck 1979), (Lauritzen |1992),(Opper and Winther 1999).
The network propagates intermediate estimates and variances. It is assumed that the
output of each network layer is independent and that the network’s inputs are indepen-
dent. The main advantage of this method is that it only requires a small change in
network architecture. The method’s weakness is that it assumes independence, which is
generally not the case.

Another paradigm for uncertainty estimation is Bayesian neural networks(MacKay 1992,
(Geoffrey E. Hinton and Neal [1995)), where the network’s model parameters are distribu-
tions, in contrast to traditional neural networks where the model parameters are fixed.
Bayesian neural networks typically estimate either aleatoric uncertainty or epistemic
uncertainty. Kendall and Gal 2017 propose a Bayesian neural network which estimates
both aleatoric and epistemic uncertainty. The main disadvantage of Bayesian neural
networks is that traditional deep learning techniques can not be used.

1.2 Problem Formulation

This thesis is concerned with estimating uncertainty in regression tasks in machine learn-
ing, with a focus on uncertainty estimation in NARX neural networks and aleatoric
uncertainty estimation in ARX networks.

This thesis aims to improve the existing aleatoric uncertainty estimation method ADF
proposed by Gast and Roth 2018/ to obtain an estimate of aleatoric uncertainty which
is closer to the true uncertainty. By assuming that the network’s inputs are dependent
and that the output from each network layer is dependent, as opposed to the original
method where this is assumed independent. The altered method will be tested on the
following systems:

1. ARX network in combination with a Kalman filter to reset the uncertainty estimate
2. Feedforward neural network

3. NARX neural network

Furthermore, will the thesis try to answer the following question: Is the aleatoric un-
certainty in a neural network the same as the aleatoric uncertainty in the system it
approximates?

Moreover, estimating epistemic uncertainty with dropout and Monte Carlo sampling
(Gal and Ghahramani 2015)) will be implemented and evaluated with regards to uncer-
tainty estimation capabilities in a NARX neural network. This method will be denoted
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by MC-dropout.

These methods have been chosen because they only require minimal network architec-
ture changes, and existing deep learning techniques can be used; most importantly, the
networks training process is unchanged. Moreover, these methods can be employed on
already trained networks with minimal modifications. To the author’s best knowledge,
these two methods have never previously been applied to NARX neural networks.

1.3 Outline Of This Thesis

This thesis is organized as following:

Chapter [2] gives an introduction to machine learning, where supervised learning with a
focus on regression, linear regression and deep feedforward networks are presented. More-
over, ARX and NARX models are presented together with ARX networks and NARX
neural networks. Furthermore, uncertainty in neural networks is presented. Followed by
a description of Monte Carlo sampling. Then the uncertainty estimation methods, ADF
to estimate aleatoric uncertainty and MC-dropout to estimate epistemic uncertainty are
presented. Finally, the Kalman filter is described.

Next in Chapter (3| the extended version of ADF is presented. Then, the output mean
of a rectified linear unit activation function is given when the input is multivariate
Gaussian distributed. Next, the output covariance of the same function is derived when
the input is multivariate Gaussian distributed. Further, the uncertainty estimations
methods implementation details are described, together with their training details and
the systems they are tested on.

In Chapter [4] experiments and their results will be presented.

Chapter [5| the results from the experiments will be discussed, and further work will be
presented.

In Chapter [6] a conclusion is given.



2 Theory

This chapter gives an overview of the theory needed in this thesis. First machine learn-
ing will be presented in section [2.I] with a focus on regression tasks, specifically linear
regression which is presented in section [2.1.2] and deep feedforward networks presented
in section [2.1.3] Further, autoregressive exogenous models and nonlinear autoregres-
sive exogenous models are presented together with autoregressive exogenous networks
and nonlinear autoregressive exogenous neural networks in section Then, in section
2.3 uncertainty in neural networks is described. Further, assumed density filtering for
estimating aleatoric uncertainty is presented, in section Next, in section 2.5 a de-
scription of Monte Carlo Sampling is given. Then, MC-dropout to estimate epistemic
uncertainty is presented in section [2.6| Finally, in section the Kalman filter will be
described.

2.1 Machine Learning

Machine learning is a subset of artificial intelligence, consisting of a collection of algo-
rithms that learn from experience. Learning from experience means that the algorithm
improves its performance measure in accomplishing a task when it has more experience
(Mitchell [1997). The performance measure is different for different tasks, depending on
what the algorithm is supposed to learn.

There are three main classes of machine learning: unsupervised learning, reinforcement
learning, and supervised learning. In unsupervised learning, the experience is a dataset
composed of features. An unsupervised learning algorithm wants to find the patterns
in the dataset. Reinforcement learning algorithms interact with an environment. The
algorithm’s experience is the feedback it gets from the environment based on decisions the
algorithm makes. In supervised learning, the experience is a dataset consisting of inputs
and outputs of a system. The learning algorithm wants to learn the relation between
the inputs and the outputs. Tasks performed by a supervised learning algorithm can be
separated into two main categories, classification, and regression. Classification consists
of mapping the input into distinct categories. For example, if the input is an image
containing either a cat or a dog, the classification learning algorithm should determine
if the image depicts a cat or a dog. Regression, on the other hand, consists of mapping
the input to a numerical value.

This section will give an overview of supervised learning in the context of regression
tasks. We are starting with an outline of supervised learning in section Further
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two regression algorithms will be presented, beginning with linear regression in section
and continuing with deep feedforward networks in section [2.1.3]

2.1.1 Supervised learning - Regression

This section is based on Goodfellow, Bengio, and Courville 2016. A supervised learning
regression algorithm wants to find the relation between the inputs and the outputs
of an unknown system. Given a dataset with N input-output pairs from a system,
D = {(x1,y1), -+ ,(xn,¥nN)}, where x,, and y,, are vectors or scalars, the algorithm
wants to best model the relation between the inputs and outputs.

The data in the dataset D comes from a data-generating process. There exists a hy-
pothetical probability distribution over the data-generating process that describes how
the data in the data-generating process is distributed. The dataset consists of indepen-
dently drawn samples from this distribution. So the dataset is said to be empirically
distributed. Thus, the distribution over the dataset is the observed distribution over the
data-generating process. The overarching of the machine learning algorithm is to learn
the data-generating distribution based on the empirically distribution. The distribution
that the algorithm learns is called the model distribution.

2.1.2 Linear Regression

One supervised machine learning algorithm is linear regression. This section is based on
Goodfellow, Bengio, and Courville 2016, Given a dataset with N input-output pairs,
D = {(x1,y1), ", (Xn,¥nN)}, where x,, and y,, for n € {1,.., N} where N is positive,
are vectors or scalars, the algorithm wants to best approximate the relation between the
inputs and outputs. It is assumed that this relationship is linear and can be described
by yn = £*(x,) + &, n € {1,.., N}, where f* is an unknown linear function and &, is
noise. The algorithm wants to find a linear function on the from y,, = f(x,,) = Wx,,+b
that best models f*. The matrix W and the vector b are called the weight matrix and
the bias vector respectively, and are the model parameters. The model parameters are
often gathered in a model parameter vector, 6.

The dataset D can be written on matrix form as X and Y, where x,,, with n € {1,.., N}
are the rows of X, and similarly y,,, with n € {1, .., N} are the rows of Y. The dataset D
can be split up into two datasets. Where the first dataset is used for training called the
training set, and the second dataset is called the test set and is used for testing. These two
data sets can be denoted by D(trein) — [X (train) y (train)y and pltest) — (X (test) y(test)y
The training set is used to learn the model parameters, and the test set is used to evaluate
the model’s performance.

To find the model distribution that most closely resembles the data-generating distribu-
tion one can maximize the likelihood of the conditional probability

P(Y(train) ’ X(train);o) (21)
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with respect to #. This can be expressed as

0,1 = argmax P(Y(tram) | X (train). g (2.2)
(4

where 67, is @ which maximizes the likelihood of (2.1]). It can be shown that maximizing
this likelihood is equivalent to minimizing the mean square error between the outputs
in the training set and the linear regressions output, which is given by X#%")@  which
can be expressed as the following

1 . 112

MSE = — HX(trmn)o - Y(trazn) H (23)

m 2
assuming that there are m examples in the training dataset. It can be shown that
minimizing the mean squared error with respect to 8 yields

0 = ( (X(train) )TX(train) )T (X(train) )TY(train) (2 4)

where t denotes the Moore—Penrose inverse (Harville 1997).

2.1.3 Deep forward networks

One type of machine learning model is neural networks, which are most commonly used
for supervised learning. This section is based on section 2.1.1 Deep forward networks
in Eilertsen 2020, The majority of this section is based on Goodfellow, Bengio, and
Courville 2016l A deep feedforward network’s objective is to approximate an unknown
function f* given a dataset containing input-output pairs of the unknown function. The
inputs are called examples, and the outputs are called labels. They are denoted by x
and y respectively, y = f*(x).

A deep feedforward network defines a mapping y = f(x;0). x is the network’s input, y
is its output, and 0 is a parameterization of the network. This map can be decomposed
into several maps

£(x) = EA (EE D (8D (x:9))) (2.5)

where each £(O), I € {1, .., L}, is a layer of the network. The number of layers is the depth
of the network. The L-th layer is called the output layer, and the first layer is called
the input layer. The rest of the layers are the hidden layers, and they can be expressed
as

20 =0 = p(Wlz(=D 4 p0) (2.6)

where ¢ is an activation function which usually is non-linear. Examples of commonly
used activation functions are the rectified linear unit activation (ReLU) function which
is defined as

ReLU(z) = max{0,x} (2.7)

the hyperbolic tangent function and the sigmoid function. If the functions input is a
vector the functions are applied element-wise. z(~1) is a vector of outputs from the
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Figure 2.1: Graphical illustration of a deep feedforward network with three inputs, one
output and one hidden layer with seven units. Each node represents a unit.

previous layer. W) and b(") are trainable parameters, where W) is the weight matrix
which connects the outputs from layer [ — 1 with the I-th layer, and b(®) is the layer’s
bias vector. z() is also referred to as an activation.

Each hidden layer again consists of units. The number of units in a layer is called the
width of the layer. Each unit ¢ in a given layer [ can be expressed as

N0 = o §”z“‘”+b§”> (2.8)

(2

(@

where b; is the unit’s bias, and wil
previous layer with the unit.

are the weights connecting the outputs from the

The input and output layers are different from the hidden layers because they do not
normally contain activation functions. A deep feedforward network can be visualized as
a graph depicted in figure where each unit is represented by a node.

Neural networks extends linear regression which is described in section Linear
regression models are neural network which have one linear layer connecting the input
with the output.

Now that the basics of deep feedforward networks have been presented, the training
process can be explored. As previously mentioned, the trainable parameters are the
weight matrices connecting each layer and each layer’s bias vector. Let @ contain these
parameters. The training aims to find the  which makes the network f, best approximate
the unknown function f*. A measure for how good this approximation is, is the mean
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square error (MSE) given by
1 5 )2
J = N Z(yi = ¥i) (2.9)

where y; is the label and y; is the network’s corresponding prediction. The process of
obtaining the estimate y is known as forward propagation or a forward pass. An input
x is given to the network, and is then propagated through the layers of the network.
J is referred to as a cost function. The model parameters can be updated by gradient
descent

00— avel (2.10)

where « is the learning rate.

There are three main methods for finding the gradients, namely batch gradient descent,
stochastic gradient descent and mini-batch gradient descent. The first method consists
of calculating the cost function on the whole dataset. In contrast, the second method
calculates the cost function on one sample of the dataset at a time. The third method
is a combination of the two others, where the cost function is calculated on a subset of
the dataset. Mini-batch gradient descent usually converges faster than the two other
methods (Ruder 2017)).

One way of obtaining the gradient of J with respect to € is known as back-propagation
(Rumelhart, G. E. Hinton, and Williams 1986)). Back-propagation utilizes the chain rule
of calculus and computational graphs to calculate the gradient. The method exploits
the fact that a lot of the derivatives share terms.

When the gradients have been found, 6 can be updated. This is done with an optimizer.
An example of an optimizer is equation . Other optimizeres may extend the
second term of equation to include more complex elements such as momentum
and adaptive learning rates to achieve faster convergence.

When training a network, some data is removed from the dataset and kept aside for
testing. The performance, for example measured with the MSE described by Equation
, on the data kept aside is called the generalization error, which is a measure of
how well the network performs on unseen data. The network’s goal is to minimize
the generalization error, and by doing that, approximating the function f*. It is called
overfitting when the network performs well in training but fails to generalize. Overfitting
occurs because the network is taking into account noise in the training data and is
modeling noise instead of the underlying process that has generated the data. The
network is modeling a higher-order model than the underlying data. Regularization
is a collection of techniques that aim to prevent overfitting. Two such techniques are
L2-regularization and dropout.

10



2.1 Machine Learning

L2 regularization

L2-regularization is also known as ridge regression. It forces the weights to be small by
adding the following term to the cost function described by Equation ([2.9))

A w? (2.11)

w; €6

where w; are the network’s model parameters and A is a positive tuneable regularization
parameter.

Dropout

Figure 2.2: Graphical illustration of dropout in a neural network with three input values,
two hidden layers, and one output. Dropout is applied at every network layer.
Here three units are not connected to the units in the previous and next layer.

Dropout is another regularization method (Srivastava et al.[2014]). It consists of ignoring
some of the network’s units during training. For each forward pass and corresponding
backward pass, a percentage of the units are ignored, essentially removing some of the
network’s units. Which units that are removed is random. In the next forward and
backward pass other units are ignored. During validation and testing, all units are
active. The percent of which are ignored is called the dropout rate, denoted by p.
Usually, it is set to between 20% - 50% for each layer. Dropout is graphically illustrated
in figure Here three units are not connected to the units in the previous and next
layer.

When dropout is active, the output of each layer is scaled by ﬁ where p is the dropout
rate for the layer. This is done to mitigate the loss of magnitude when units are ignored.

11
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Mathematically dropout for a layer can be expressed as
2z = p(WOrl 6 201 4 p1) (2.12)

l

where r' is a vector consisting of independent Bernoulli random variables, each of which

has probability p of being zero, T‘J(-l) ~ Bern(1 — ¢q), where p = 1 — ¢ and o denotes the
element-wise product, which takes two matrices with the same dimensions and performs

element-wise multiplication, to produce a new matrix with the same dimensions.

2.2 Autoregressive Exogenous Model (ARX)

This section is based on section 2.2 Nonlinear autoregressive exogenous model (NARX)
in Eilertsen 2020 An autoregressive exogenous model (ARX) is a model that relates the
next value of a time series to the past and current value of the time series and the past
and current values of a driving input of system. The system can either be linear or non-
linear. When the system is nonlinear it is called a nonlinear autoregressive exogenous

model (NARX).

When the system is linear the discrete ARX model with a scalar output can be expressed
as

My My,
Yer1 = D @illk—i+ Y bitle—; + €kp1 (2.13)
i=0 i=0

where a; and b; are constants, and yp4; is the next value of the time series, and
Yks -+ Yk—m, are the current and previous values of the time series, m, describes how
many previous steps of the time series which are used to find the current value.

Uk, .., Ug—m, are the current and previous driving input, m,, indicates how many previous
inputs are used. And £, 1 is noise.

When the system is nonlinear the NARX model can be expressed as the following

Ykt 1 = f(Uky s Uk Yks -+ Yhomy, ) + Ekt1

where f is an unknown nonlinear function, and the rest of the variables are the same as
the ARX model.

2.2.1 ARX network

An ARX model can be approximated with linear regression, described in section [2.1.2]
where one or several previous predictions are used as inputs in the next prediction
together with one or several of the inputs of the system that is approximated. An ARX
model approximated by linear regression will be referred to as an ARX network.

Figure[2.3|shows a graphical representation of an ARX network. The network visualized
has the system’s current input, ug, the previous system input, ui_1, and two previous
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2.2 Autoregressive Exogenous Model (ARX)

Figure 2.3: Graphical illustration of an ARX network with one output. And the current
and a previous system input and two previous outputs as network inputs.

model predictions, g and g;_1 as model inputs. These inputs are used to predict the
systems next output, §r41. The edges from the inputs to the output represents the
multiplication of the inputs with the model parameters, 6.

2.2.2 NARX neural network

A NARX model can be approximated by a NARX neural network (Narendra and
Parthasarathy [1990). A NARX neural network is a recurrent network that performs
one-step ahead predictions of a discrete non-linear system based on the system’s current
and previous inputs and previous outputs. The network is recurrent because the net-
work’s current output is fed back as a network input in the next time step, so that the
network can perform consecutive one-step ahead predictions.

Figure is a graphical illustration of a NARX neural network where one previous
input, the current input and two previous outputs are used to estimate the next output.
The ug, .., up—m, denotes the systems and networks inputs where m, are the number
of previous inputs used to obtain the prediction. In the figure m, is one. wuy is the
system’s current input. Similarly, the g, ..., Jx—m, denotes the previous outputs from
the network, where m, +1 is the number of previous outputs which are used as inputs to
the network to obtain the prediction. In the figure, m, is equal to one. g is the output
from the previous time step. gi+1 denotes the network’s prediction.

The training of a NARX neural network is usually executed on a feedforward network.
This is feasible when time-series data of the systems inputs and outputs is available.
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2 Theory

Yk—1 Ok+1

Figure 2.4: Graphical illustration of a NARX neural network with one hidden layer with
5 units and one output. The network uses one previous input and the current
input and two outputs as inputs.

Training it in this manner is favoured because then mini-batch gradient decent can be
used. If it where to be trained in its recurrent form, stochastic gradient descent has
to be used to update the model parameters. The network is converted to a recurrent
network after training.

2.3 Uncertainty In Neural Networks

The uncertainty associated with a deep neural network’s predictions is affected by two
main types of uncertainties; epistemic and aleatoric uncertainty (Gal 2016|). The former
is caused by missing data in the data the network is trained on, and the latter is induced
by uncertainties affecting the network’s input.

2.3.1 Epistemic Uncertainty

Epistemic uncertainty is also known as model uncertainty. It is the uncertainty due to
missing data points in the training set; specific data from the input and output space are
underrepresented or are not included in the training set at all. It is not always possible
to represent all potential edge cases in the training data because those situations occur
so infrequently that it is impossible to record them or it is infeasible to gather more
observations due to cost.

A neural network can only model the data it is trained on. Thus, situations that do not
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frequently appear in training data will have a higher degree of epistemic uncertainty than
data that often occur. The epistemic uncertainty usually decreases when the amount of
training data is increased. However, just adding more data to the training set does not
always reduce the model uncertainty. If the training data added is similar to the data
that is already in the training set, the epistemic uncertainty will not decline. If data
that is dissimilar is added, the epistemic uncertainty will decrease.

2.3.2 Aleatoric Uncertainty

Aleatoric uncertainty, also called data uncertainty, is the uncertainty caused by uncer-
tainty in the inputs. All observations are corrupted by noise because all sensor measure-
ments are affected by noise. Hence, it is impossible to obtain an exact measurement.
Some characteristics of this noise is often known and provided by the sensor manufac-
turer. This noise affects the uncertainty associated with the network prediction.

There are two types of aleatoric uncertainty, homoscedastic and heteroscedastic aleatoric
uncertainty (Kendall and Gal [2017). Homoscedastic aleatoric uncertainty, the uncer-
tainties associated with the inputs, are constant for all predictions, but they might be
different for the different inputs used for each prediction. Different types of sensors have
different levels of noise associated with them. Heteroscedastic aleatoric uncertainty, on
the other hand, is when the uncertainties associated with the inputs are not constant
for all predictions.

2.3.3 Uncertainty In NARX Neural Networks

A NARX neural network or any neural network where the network’s output is used as
network inputs in subsequent predictions has heteroscedastic aleatoric uncertainty. The
data uncertainty affecting the current input depends on the uncertainty associated with
a number of the network’s previous predictions.

2.4 Assumed Density Filtering (ADF)

This section is a rewritten version of section ADF - propagation in Eilertsen [2020. As-
sumed density filtering is a Bayesian inference method, where an exact update step is per-
formed, and then the posterior is approximated by a tractable distribution, ¢(z) (Boyen
and Koller 1998),(Maybeck [1979),(Lauritzen |1992),(Opper and Winther [1999).

Gast and Roth [2018| proposes a method for estimating data uncertainty by applying
ADF to a deep neural network. Traditional units are replaced by probabilistic units,
which instead of propagating intermediate values, propagates probability distributions,
or more specifically; means and variances. Since this method uses ADF to propagate
the input noise through the network it will be denoted by ADF.
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The joint density over all activations in a deterministic deep neural network is given
by

l

p(z NIIrp@E" |20) (2.14)

i=1
p(z(i) |Z(z 1)) Sz () _ f(z)( (i— ))] (2.15)

where 0[] is the Dirac delta and f(*) is network layer i. The input in deterministic
networks, p(z(o)) is Dirac delta distributed, thus they are assumed to be noise free. In
general inputs are not noise free, especially if they are measurements of a physical process
or asset. Therefore it is assumed that the probabilistic network’s inputs are corrupted
by Gaussian white noise. This can be expressed as

HN O] 25,02 (2.16)

where z; and ajg- is the mean and the variance of input j. The aim of the probabilistic net-

work is to propagate this uncertainty to the output, and find p(z(®). This distribution
is intractable, hence it is approximated by ADF. Which can be described by

() = q(2"Y) = ¢(2V) [T a(="") (2.17)

where ¢(z(?) = p(z(?) is the network’s input. It is assumed that every ¢(z() is inde-
pendently Gaussian distributed. This can be expressed as

= [INGE |2, 010) (2.18)
j

where p1; is the activation value for the j-th unit in the layer, and v; is the variance
associated with that activation value.

The noise which is affecting the inputs is propagated through the network. After each
layer q(z(i)) is calculated and passed to the next layer, a layer, f(!) takes a distribution
q(z0~Y) as an input and transforms it into a joint probability density distribution, which
is expressed as

p(z" | 20 V)q(2"1) (2.19)

This distribution is not necessarily independently Gaussian distributed and can be a
complex form. ADF approximates this distribution to be

5(z) = p(z" | 27) [T (") (2.20)
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2.5 Monte Carlo sampling

ADF then finds ¢(z?) by minimizing the Kullback-Leibler divergence (Kullback and
Leibler [1951))

a(z?) = argmin Dict, (5(2*7 || 4(2*)) (2.21)
q(z(O:i))

Minimizing the Kullback-Leibler divergence is the same as matching the expectation and
the variance of the two distributions (Minka and Picard 2001)), that is

u = B i) |:f(i) (Z(i—l);g(i))} (2.22)
v =V ) [f(i) (Z(i—l);g(i))} (2.23)

2.5 Monte Carlo sampling

This section is a direct copy of section 2.3 Monte Carlo sampling in Eilertsen 2020.
Monte Carlo sampling entails collecting random samples from a distribution. These
samples are i.i.d (independent identically distributed), and based on the samples, the
mean and the variance of the distribution can be approximated. Monte Carlo sampling
is used either when the distribution is intractable, or it is too computationally inefficient
to compute it exactly.

Given n independent samples randomly drawn from a distribution. Where each sample
is denoted by z;, the mean of the distribution can be approximated as

r=— X; (2.24)

this quantity is called the sample mean. The law of large numbers state that given a
distribution with expected value, 1 and a finite variance, o2, the sample mean converges
almost surely to u when n — oo, which means that it converges with probability equal
to one (Evans and J.S.Rosenthal [2004]).

The distributions variance can be approximated by

2=1 > (zi— ) (2.25)

=1

Generally the error decreases when the amount of samples increase.

2.6 MC-dropout

This section is taken from Eilertsen 2020, Gal and Ghahramani[2015/shows that dropout,
described in section m Bayesian approximates a deep Gaussian process (Damianou
and Lawrence [2013)). Which means that predictions made on data that is similar to the
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data used during training will have a lower degree of uncertainty associated with them,
than predictions made on data which is dissimilar to the data in the training set.

Dropout is applied before every fully connected layer in the network. A fully connected
layer is a layer where every unit in the layer is connected to every unit in the pre-
vious layer. Dropout is active at test time. At test time the network’s prediction is
sampled T times for every input. Since dropout is a random process the samples are
independent identically distributed, and the samples are therefore Monte Carlo samples,
described in Thus, the mean and variance of the prediction can be calculated by
the following

1 T
=13 (226)
i=1
1 T
Umodel = f Z(Ql - g)2 (227)
t=1

where ; is the network’s prediction for each sample.

The optimal dropout rate for estimating the model uncertainty is the same dropout rate
used during training. It is also possible to use this method when dropout is not used
during training. Then the optimal dropout rate is given by minimizing the negative log-
likelihood between predicted, and ground-truth labels (Loquercio, Segu, and Scaramuzza
2020). In practice, the optimal dropout rate for a network trained without dropout is
found by grid-search.

Since this method for estimating model uncertainty use Monte Carlo sampling and
dropout it is denoted by MC-dropout.

2.7 Kalman Filter

The Kalman filter is a recursive state estimator (Kalman [1960). Given a discrete linear
system

Xpr1 = Fxp + Gug + wy (2.28)
Vi1 = Hxpp1 + v (2.29)

where x;, is a vector containing the systems states, F is the state-transition model, G
is the control input model and H is the observation model. u; is the system’s input.
Further, y; is a measurement of some or all of the system states, and wy and v are
white noise process which are zero mean, uncorrelated with known covariance matrices,
which are denoted by Qj and Ry respectively. The Kalman filter estimates value of
X;+1 which has minimum estimation error covariance based on the noisy measurements
of the system, yj11.
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2.7 Kalman Filter

The Kalman filter consists of two steps, a time update step and a measurement update
step, also referred to the as the prediction and correction step. This is because the
time update step predicts the estimate based on the previous measurement and the
measurement step correct this estimate when a new measurement is available. The time
update step is given by

Pripr =FPyFT 4+ Qp

R R (2.30)
Xktllk = ka|k + Bug

where X, and Xg; are the estimates of x;1; and x; after measurement yy is pro-
cessed. Similarly Py and Py, are the covariance matrices of the estimation errors
of the estimates of x;,1 and xj, respectively, after measurement yj is processed.

The measurement update step is given as

Kip1 = PrpypH (HP oy HY + Ryyy) ™ (2.31)
Kt 1lk+1 = Kig1e + K1 (Ve — HR o z) (2.32)
Pt = ([ = Kpp H)Pppq o (I — K H) + K R i Ky (2.33)

where K41 is the Kalman gain.
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3 Methods

This chapter is organized as the following: first ADF propagation presented in section
is extended to the case where the network’s inputs and the outputs from each layer
are assumed dependent, in section [3.1], this method will be denoted by full ADF. Further,
expressions for the mean output of a ReLLU activation function is given, and the output
covariance of the ReLLU activation function is derived, in section Next, in section
the implementation of full ADF in an ARX network is described together with a
method for resetting the estimated variance of the ARX network with a Kalman filter.
Then, the implementation of full ADF in a neural network is presented, in section [3.4]
and finally in section the implementations of both MC-dropout presented in section
and full ADF will be presented in the context of NARX neural networks.

3.1 Full ADF

In this section, ADF, presented in section[2.4] is extended to the case where both the net-
work inputs and output from each network layer are dependent. This extension is done
to try to better capture the true aleatoric uncertainty in machine learning models.

The assumptions made in section [2.4] are relaxed. It is now assumed that the output
from each network layer is multivariate Gaussian distributed and that the network input
is also multivariate Gaussian distributed. Instead of propagating the diagonal of the
covariance matrix through the network, the full covariance matrix is propagated, thus
this method will be denoted as full ADF.

A linear layer can be expressed as the following
7D — Wt () 4 p(i+1) (3.1)

where z(® is the layers input, and Wt and b0+D is the layer’s weights and biases.
When the input is multivariate Gaussian distributed, 2z ~ N (u® @) the output
mean and covariance matrix are given by

pltD = WD () 4 B+ (3.2a)
R = WD) (Wit))T (3.2b)

where p® and p0*Y is the layer’s input and output mean, and £ and X+ is the
layer’s input and output covariance matrices.
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3.2 Output mean and covariance of a ReLU activation function

The output mean of the rectified linear unit function is given in section Moreover,
the output covariance matrix of the function is derived in the same section when function
input is a multivariate Gaussian.

3.2 QOutput mean and covariance of a ReLU activation function

One of the most commonly used activation functions in neural networks is the ReLLU
activation function (Geoffrey E. Hinton and Neal [1995). The function’s definition is

given by Equation (2.7) in section [2.1.3]

This section presents expressions for the output mean and variance of a ReLU activation
function when the input is an independent Gaussian. Furthermore, the output covariance
matrix of the ReLU activation function is derived when the input is a multivariate
Gaussian. Moreover, the implementation of the calculation of this mean and covariance
is outlined. These expressions are presented and derived because they will be used
to implement full ADF, presented in section in neural networks, when the ReLLU
function is used as activation functions.

3.2.1 Expressions

Let X be a Gaussian distributed random variable with mean g and variance o2, X ~
N (i1,0?%), and let Y be the output of the ReLU function, Y = maz{0, X }. The output
distribution of a ReLU function is the rectified Gaussian distribution. (Socci, Lee, and
Seung 1998)). This distribution is a modified Gaussian distribution which is a combina-
tion of a discrete distribution that is constant zero and the lower truncated Gaussian
distribution on the interval (0, 00) with a point mass at the origin. Nair and G. Hinton
2010/ states that the output mean and variance of a ReLLU function is given by

E[Y] = u® (g) + oo (g) (3.3)
VY] = (42 + 02)® (5) + o (g) _E[Y]? (3.4)

where ¢ and ® denotes the probability density function and cumulative distribution
function of a standard normal variable, which are given by

b(z) = ——eF

T t2
d(x) = / 27T6_7 dt

When the ReLU function’s input is a random vector, the output will be multivariate rec-
tified Gaussian distributed. Given a normal distributed random vector X = [Xl XQ]T,

(3.5)
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where the elements X; ~ N (pa,,02,) and X ~ N (g5, ), where

2
o PO, 0T
_ T > 1 1
Kz = [Hml Ml‘z] x |:p0'x10'l'2 0:%2 ]

Let Y = ReLU(X), where Y = [Yl Yg]. The mean and variance of each element in Y
can be found by element-wise applying equations (3.3|) and (3.4)

Mm=mﬂ<fj+%@0%) (3.6)

T Ty

VI = 6, + 020 (22) 4 o (22 - P 1)

Ty Z5

The output covariance of the ReLLU activation function can be found by
cov(Y1,Y2) = E[Y1Y2] — E[Y1]E[Y2] (3.8)
The product moment, E[Y;Y3], of two truncated variables is given by
EV1Ys] =E[X1Xs | X > v, ]P(X >v,) + 0P (X <v,) (3.9)

where P is the cumulative distribution function of the bivariate normal distribution.
v, is a vector containing the variables truncation points, which are zero for both vari-
ables.

Since X; and X» are Gaussian variables they can be expressed as, X1 = 04,1U1 + g,
and X9 = 04,Us + 11z, where U; and Us are standard normal variables. Thus, equation
(3.9) can be rewritten as

E[Y1Ys] = E[(02, Ut + ey ) (02, Uz + pizy) | X > v, ] P(X > vy)
= 03,00, E[U1Us | X > 0] P(X > ) + play 0o, E[U1 | X > 1] P(X > vy)
F iz, 05, E[Us | X > v |P(X > vy) + fig play P(X > vy) (3.10)
= 04,00, E[U1U2 | U > v, |P(U > vy) + g, 04, E[U1 | U > v, |]P(U > v,,)
ity 02, B[Us | U > vy |P(U > vy,) + g oy P(X > vy)

where v, is a vector containing the truncation points of the standard normal variables.
Since the X is truncated at X1 = 0 and Xy = 0, v, = —% —% . According

to Rosenbaum 1961 E[U; | U > v,|P(U > v,), E[Uz | U > v,JP(U > v,) and
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3.2 Output mean and covariance of a ReLU activation function

E[U1U2 | U > v, |P(U > v,) are given by

Hay _ Hag
¢<””C2)¢><Uzl p”zz)
Oy 1—p? (3.11)

/’LCL“Q <:u362>
ng <ua,—2> o

=2 \/(“?”.1)2—2p“,#"#+(”ﬂ)2

o—‘Ll 0—"“1 0"L2 0'12

Vi * N

where p is the correlation between X; and X3. Combining equations (3.10)) and (3.11))
yields

E[Y1Y2] = P(X > va)(fay Py + 02y 02y p)+

Hay —  Hag
:umo'xgd) < = (Uzl pazz ) +
V1-p?
Por
1—

=)o
)

Hzy — Hay
,U/I20—11¢ <’u d (Uzg U;l ) + (312)
p
T2 (m)Z _ 2PHaytay (@)2
0101y P ¢ - . =

V2or 1—p2

Inserting equation (3.12)) into equation (3.8)) gives the following expression for the output
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covariance of a ReLU activation function

COU(Yiv Yé) = P(X > Vw)(uxlﬂxz + 0'9510'332,0)‘1'

1— p?

Hay _ Hzy
/J,I1> P ) parl +
2 2

3.2.2 Implementation

This section describes the implementation of the calculation of the output mean and
covariance of a ReLLU unit. In this section o denotes the element-wise product, all ex-
ponents, divisions and square roots are preformed element-wise. Moreover, ¢ and ®
denotes the probability density function and cumulative distribution function respec-
tively of a standard normal variable, both functions preforms element-wise operations.
It has been implemented in Python with the Pytorch framework (Van Rossum and Drake
2009) (Paszke et al. [2019).

Given a Gaussian random vector X = [Xl, e ,Xn] where X ~ N (pz, X,.), where

0'32;1 *tr PIn0x,0Zn
.u'x:[ﬂxu"‘a,uxn}a ¥, =
PIn0z 0Ty -+ - Jgn
Let o, denote element-wise square root of the diagonal of ¥, 0, = y/diag(X,) and let

Y = Relu(X). The mean and the diagonal elements of the covariance matrix of Y can
be found with equations (3.3) and (3.3]), but some extra precautions have to be taken

when one or more of the elements of ¢, is equal to zero. Since oy, = /02,
. 0, if g, =0
lim 2% — = Ha (3.14)
0z;—0 Oy 0o x sgn(pg,), if pg, #0

Therefore, the calculation of the mean of a ReLLU unit can be implemented as the
following

a6 (22) + 00, @ (22) i oy, £0
E[Yi] = q o, if 0, = 0 and pp, =0 (3.15)
e, © (00 x sgn(pg,)) , if 0, =0 and py, #0
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3.2 Output mean and covariance of a ReLU activation function

Similar precautions has to be taken regarding the diagonal elements of the covariance
matrix of Y. Thus, the output variance of Y can be found by

(12, + 02)® (425) + a0, (B2) — B[V, if o, £0

VY] = 1o, if 05, =0 and gz, =0
K2, (sen(s,) x 00) — E[Yi]? if 0, = 0 and 1y, # 0
(3.16)

To easily calculate the off diagonal elements of the covariance matrix, defined by equation
(3.13), some matrices has to be defined. Let the matrix p and the n x n matrix A be
defined as the following

Oz, = Pln — % —
o 2% _ . . . A _
b o.(0.)T ' ' ’ I—’:a:
Pln Gx" S E _n><n
and the let matrix B be defined as
T AT —po A
B=p,(0,:) cp(A)o® — (3.17)
1-p
Let P be the following matrix
0 pi2 - Din
P P12 - s D2n
. Pn—1n
Pin  *° DPn—1n 0

where p;; denotes P([X;, X;] > [0,0]), where P is the bivariate cumulative distribution
function. These probabilities are obtained with the Scipy framework (Virtanen et al.
2020), as the Pytorch framework does not support this functionality.

The off diagonal elements of the output covariance matrix, described by equation (3.13)),
can then be calculated with the following expression

Yy=Po (l‘a:(l"o:)T -¥;)+B+ B+

T (AT)2 — 2po ({;—m)T (57) + A2 (3.18)
o.(0.)" o v, o ¢ 1 p2 — (E[Y])E[Y]

As with the calculation of the mean and the diagonal of the covariance matrix there
are some special considerations which has to be taken into account when computing the
off diagonal elements of the covariance matrix. The first one is when two or more of
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the input variables are perfectly correlated or perfectly negatively correlated. In other
words, when p;; is equal to one or negative one. The second to last term in equation
(3.18]) will be zero, and the B matrix in the equation will change to the following if it is
expressed element-wise

AN Haj P Bay o Moy if o]l =1
/ino-a:jgb e, o0 X Sgn(o'zi Pij o'zj) y 1 |plj| -
(3.19)

Furthermore, when the calculation of the covariance is done in a neural network some
numerical rounding issues may arise, leading to the input covariance matrix not being
positive semi-definite. And thus, it is not possible to calculate the entries in the P
matrix. To circumvent this problem a very small number is added to the diagonal of
covariance matrix of the input. In the implementation used in this thesis the following
is done, if the covariance matrix has a negative eigenvalue, the absolute value of the
eigenvalue is added to the covariance matrix’s diagonal.

3.3 Estimating aleatoric uncertainty in an ARX network

In this section, a method for estimating aleatoric uncertainty with full ADF, presented in
.1} in an ARX network, described in section [2.2.Twhich approximates a linear process is
outlined. Furthermore, a mechanism for resetting the estimated uncertainty is presented
when measurements from the process are available. This is done with a Kalman filter,
described in section where the Kalman filter’s state transition model and control
input model are given by the ARX network’s model parameters.

The network which implements full ADF will be denoted by full ADF ARX network.
The network will predict the mean value of the process and estimate the output variance
when the process is affected by a disturbance with known mean and variance.

The section is organized as follows: first the ARX model which is approximated by
the network is presented and the ARX network is described. Thereafter training of the
network is outlined. Finally the resetting of the estimated variance with a Kalman filter
is presented.

3.3.1 Data

The process which the ARX network is approximating is given by the following equa-
tion

Ykt1 = Yk — 0.5Yp—1 + 3ug — 2up_1 + Wit (3.20)
This is an ARX model, which is described in section where g is the process output

at time step k and wy is the process input at time step k. Both the process input and
output are scalar valued. wg1 is a disturbance which is Gaussian distributed with zero
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3.3 Estimating aleatoric uncertainty in an ARX network

mean and variance of 1, w41 ~ N(0,1). The disturbance is uncorrelated in time. The
ARX model can be written on state space form as

Xp+1 = Axy + Bpry (3.21)
Yr+1 = CXpp1 3.22)
where
Uk—1 u 0 0 0 1 0
Xi = |kt Pk+1=[wk}A: 0 0 1| B=|0oo0| Cc=[0 0 1]
Ui ko —2 —05 1 31
The mean of x5 is given by
Bis1 = Elxp1] = Apy + Bpi (3.23)

where g} | = E[pg1] and the covariance matrix of x;1 is given by
fi1 = El(xk1 — pip) (1 — piy)T] = AZE(A)T + BB, (B)T (3.24)

where £ | = E[(pr+1 — #) 1) (Prs1 — #),1)" ], assuming that the ARX model’s inputs
are deterministic.

The training set has been generated by creating several different time varying input
signals, and simulating the ARX model with these input signals.

3.3.2 Network

The ARX network which is used to approximate the ARX model is illustrated in Figure
The network has five inputs, one linear layer, and two outputs. The network predicts
both g1 and g, although g is known because it is used to estimate the covariance
between the two predictions at each time step, g, 5, which is used to estimate the
variance in the next time step, when the network is a full ADF ARX network.

The network is converted to a full ADF ARX network by replacing the linear layer with
a linear layer which propagates means and covariances, which is given by Equation .
The full ADF ARX network’s input mean vector with corresponding input covariance
vector is as follows

Xz - [uk Uk—1 ,u’?]k,1 :u:l:lk ka+1]
0 0 0 0 0
Lo o 0o 529
Zk = O-Qk,1 Je—10k
2
0 0 X5, .0, T, 0
00 0 0 on,
where agk_l is the estimated variance of §_1, agk is the estimated variance of gy, anH L8

the variance of w1 and Xy, 4, is the estimated covariance between g1 and 5. wi41
is equal to zero for all predictions, and afukﬂ is equal to one for all predictions.
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Figure 3.1: Illustration of ARX neural network used to approximate the ARX model
described by Equation (3.20). The network has five inputs, one linear layer,
and two outputs.
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3.3 Estimating aleatoric uncertainty in an ARX network

At each time step the full ADF ARX network predicts the mean of 11 and gk, g,
and 5, and estimates their covariance matrix. This can be expressed as

by

2 _
O-gk Eyé—lyk]

S _ | M _
Yk+1 = [ E§'k+1 - L o
Yk—-1Yk Uk+1

Jr+1

At each time step the input vector and input covariance matrix are updated with values
obtained in the previous time step.

3.3.3 Training

The network is trained as a linear feedforward network. Since the relation between the
network’s input and ¥y is known, it does not have to be learned. Furthermore, since the
network input wg is additive white noise affecting the prediction, its relation with the
prediction cannot be learned. However, since the mean and variance of the noise known
and the goal of full ADF propagation is to predict the mean and estimate the variance,
it does not need to be learned. Therefore, the network only needs to learn the relation
between the inputs wg, ug—1, yxr and yr_1 and the output ygrq. This relation can be
expressed as

Uk+1 = W1UR_1 + Wol) + W3Yk + WaYk—1 (3.26)

Then the whole feedforward network can be described by

Uk—1

X (s

| |0 0 1 0 O

|::gk+1:|_ [wl wy w3z wg 1 Yk (3:27)
Yk—1
Wi+1

Where the model parameters wi, we, ws and wy are found with Equation (2.4) given in
section [2.1.2)

3.3.4 Evaluation

To evaluate both the full ADF ARX network’s performance and variance estimate, the
MSE given by Equation in section will be used. The mean estimate will be
compared to the output mean of the ARX model described by Equation , and
variance estimate will be compared with the output variance of the ARX model given

by Equation (3.24])).
3.3.5 Kalman Filter

A Kalman filter presented in section will be used to update the full ADF ARX
network’s input covariance when a measurement from the ARX model is available. When
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measurements are unavailable the Kalman filter will be updated with the output mean
and covariance from the full ADF ARX network and the ARX model’s input. The
Kalman filter can be expressed as

Xp+1 = Fxp + Gug + wi1 (328)
Yk+1 = HXpp1 + vkt (3.29)
where
Yk—1 Uk—1
X = U =
=] e[
and

F:L& uﬂ G:[u())l u?z] H=1[0 1]

where wy, we, w3 and wy are the ARX networks model parameters. wyy1 is the same
disturbance as in Equation (3.20]). Therefore, the Q matrix is given as

o [0

vk+1 is noise affecting the measurements of the ARX model. Since the filter is either

updated with measurements from the ARX model which are noise free or from the mean

predictions made by the full ADF ARX network which have an associated estimated

variance, Rpy1 = 0 if a measurement from the ARX model is available and Ry =
2

O if the measurement is not available. When a measurement from the ARX model

Algorithm 1: Full ADF ARX network with Kalman filter

Initialize full ADF ARX network’s mean input vector, p}; , and covariance input
vector X7

Initialize the Kalman filter’s priori estimate covariance matrix, Py, and initial state

vector, Xq
fork=1,2 ..., N do
Make prediction and variance estimate with full ADF ARX network

if Measurement is available then
Update Kalman filter with the measurement and Rg11 =0
Update network’s output covariance matrix with covariance matrix from
Kalman filter, g, .\ = Pri1jpq1
else
Update Kalman filter with prediction, pig, 41, and Ry = ngl
end

Update network’s input mean vector and input covariance matrix.
end

is available the output covariance matrix of the full ADF ARX network is replaced by
the Kalman filter’s covariance matrix of the estimation errors, after the Kalman filter’s
correction step is preformed. The whole procedure is summarized in Algorithm
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3.4 Estimating aleatoric uncertainty in a nonlinear network
with full ADF

In this section, a method for estimating aleatoric uncertainty with full ADF, presented
in[3.1] in neural network, described in section [2.2.1]is outlined. Two networks are trained
to approximate the same system. One of the networks is trained on normalized data
and the other network is trained on data which is not normalized.

This section is organized as the following: first the system which the networks are
approximating is presented together with how the training set is created. Then, the
implementations and training of the networks are described. Followed by a description
of how the networks will be evaluated, both in terms of mean predictive performance
and variance estimate performance.

3.4.1 Data

The uncertainty estimation method will be be tested on the following system
y=a? (3.30)

where z is the system’s input and y is the system’s output. The output variance of this
system when the input is Gaussian distributed, X ~ N (g, 02), is given by

05 =20} 4+ 44202 (3.31)

The training set has been created by applying uniformly distributed inputs to the system
on the interval [0,20], and corrupting the outputs of the system with Gaussian white
noise with a mean equal to zero and variance equal to 0.12. Two training set where
created, one were the inputs and the outputs are normalized between 0 and 1, and one
which is not normalized.

3.4.2 Networks

Two networks were trained to evaluate the aleatoric uncertainty estimate obtained
from full ADF. One was trained on the training set that is not normalized, and one
trained on the normalized training set. Both networks were trained with mini-batch
gradient descent with the MSE-loss function, presented in section Moreover,
L2-regularization described in section was applied to prevent overfitting. The
ADAM-optimizer(Kingma and Ba [2017) with learning rate 1 x 1072 was used to train
both networks. Furthermore, the networks were trained as deterministic networks and
converted to full ADF networks after the training process was finished. Both networks
consists of one hidden layers with ten units, where the hidden layer has ReLLU activation
functions. The mean and the covariance matrix of the linear layers in a full ADF network
are given by Equation and Equation respectively. The output mean and
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output covariance of the ReLU activation functions are given in section The full
ADF network’s input vector contains the input mean and input variance, and can be
expressed as

X = (,u%magl)

for each input i. The output vector of the system is expressed as
N A2

where (15, is the mean of prediction ¢ and &si is the estimated variance of the predic-
tion.

3.4.3 Evaluation

The MSE, described by Equation in section m is used to evaluate both the
networks predictive performance and uncertainty estimates. The MSE of the uncertainty
estimates will be calculated against the output variance of the system, described by
equation . Furthermore, will the networks estimated variances be compared to the
output sample variance of the networks with the purpose to evaluate how accurately full
ADF estimates the true output variance of the network. The sample output variance
of the networks will be obtained with Monte Carlo sampling described in section
The i.i.d samples of the networks are acquired by drawing independent samples from a
Gaussian distribution which have the same mean and variance as the input given to the
full ADF networks for each prediction. The sample output variance is obtained on the
deterministic networks. 10® samples are used to obtain each sample output variance.
The output sample variance will be denoted by S; .

3.5 Uncertainty estimation in NARX neural networks

In this section, two methods for estimating uncertainty in a NARX neural network is
presented. MC-dropout for estimating epistemic uncertainty, presented in section [2.6
and full ADF for estimating aleatoric uncertainty, described in section is presented
in the context of a NARX neural network, detailed in section The network which
implements MC-dropout will be denoted by MC-dropout The network which implements
full ADF will be denoted by full ADF network.

The aim of the full ADF network is to estimate the aleatoric variance associated with
each prediction which is caused by the variance associated with the network’s initial
input. Unlike in full ADF ARX networks presented in section where it is trivial to
find the covariance between subsequent predictions, since the network is linear, this is
not the case in full ADF NARX neural networks. Therefore, it will be assumed that the
network predictions are independent. It is also assumed that the initial mean value of the
inputs are known and that the variance associated with these inputs is the measurement
noise of the process output.
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3.5 Uncertainty estimation in NARX neural networks

This section is organized as follows, first the process which the estimation methods are
tested on is introduced and then a description of how the data sets are created. Further,
the implementation, training and evaluation of the networks is presented.

3.5.1 Data

This section is a rewritten version of section 8.1 Data in Eilertsen [2020. In this section,
the system which the uncertainty estimation methods are tested on is presented. Further,
how the training set is created is described.

Model

The data for testing the different methods for computing uncertainty was obtained from
simulations of a continuous stirred-tank reactor (CSTR) process (Seborg, Edgar, and
Mellichamp [1989)). This is a chemical process where a reactant A is converted to a
product B through a chemical reaction. The CSTR model is described by

Ca(t) = qvo(of — CAt)) — koe” FTOCA(t) (3.32)
7(t) = $(Ty ~T0) = SZEem 000 + V(fjé (Tt) - (1)) (3.33)
T.(t) = L) ~T(t) (3.34)

where C'4 [mol/l] is the concentration of reactant A in the tank, 7' [K] is the temperature
in the tank and 7, [K] is the coolant temperature. T, [K] is the reference temperature
for T.. The model parameters are given in Table the model parameters are the same
as used by Manzano et al. 2019. T, is the process input and Cy4 is the output. And
accordingly 7, are the w’s in the NARX neural network and C'4 are the y’s. T, has been
constrained to the interval 335 K < u < 370K, which corresponds to 0.2mol/l < y <
0.81 mol/l. Moving forward these intervals will be referred to as the state space.

Datasets

The training data set have been generated by applying a sweeping chirp signal as the
coolant temperature reference. A sweeping chirp signal is a signal where the frequency
varies with time. This signal is persistently exciting, which makes it possible to perform
system identification. When creating the data sets, it is assumed that the process is
steady-state before the time-varying input signal is applied. A constant input signal,
known to bring the process to steady state, was applied at the beginning of the sim-
ulations to achieve this. The process was simulated with forward Euler with a time
step of 0.5min. The inputs where normalized between 0 and 1 to ease the training
process. Two training sets were created. The first training set, visualized in Figure
contains a subset of the state space, where u € (345K, 370K) which corresponds
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Parameter \ Value Definition

q0 101/min Reactive input flow

A% 1501 Liquid volume in the tank
ko 6 x 10191 /min Frequency constant

% 9750 K Arrhenius constant
—AH, 10* J /mol Reaction enthalpy

UA 7 x 10*J/(min K) | Heat transfer coefficient
p 1100¢g/1 Density

Cp 0.3J/(gK) Specific heat

T 1.5 min Time constant

Cy 1 mol/1 C, in input flow

Ty 370K Input flow temperature

Table 3.1: CSTR-process model parameters

to y € (0.2mol/1,0.6466 mol/1), moving forward this subset will be refereed to as the
training space. The inputs and outputs in the state space which are not represented
in the training space are u € (335K, 345K) and y € (0.6466 mol/l, 0.81 mol/1). Note
that not every part of the training space is represented equally in the training set. The
subset [354.5 K, 360.5 K] which corresponds to y € [0.3596 mol/l,0.4670 mol/1] is most
represented in the training set.

The second training set contains the whole state space with added white Gaussian noise
to the processes output signal, y. The noise has zero mean and a standard deviation of
0.015 25 mol/1, which corresponds to a variance of 2.5 % of the magnitude of the space
spanned by y. The process input is not affected by noise.

The CSTR-process dynamics are assumed unknown to the networks. The networks only
sees the process inputs and outputs.

3.5.2 Implementation

In this section, the implementation, training and evaluation of the networks are de-
scribed. The neural networks have been implemented in Python with the Pytorch
framework (Van Rossum and Drake |2009) (Paszke et al. [2019)).

NARX neural network

This section is a rewritten version of section NARX neural network in (Eilertsen 2020).
The NARX neural network, presented in is implemented as a fully connected
feedforward network, where all the layers are linear. Every unit in the hidden layers
have ReLU activation functions. The number of hidden layers and the number of units
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Figure 3.2: Training set which contains a subset of the state space, which is denoted
by the training space. The training space consists of inputs and outputs in
the intervals, u € (345K,370K), y € (0.2mol/l,0.6466 mol/1). Note that
there are more training examples in the middle of these intervals and that
all the examples are time varying. The part of the state space that is not
represented in the training set are inputs in the interval (335K, 345 K) which
corresponds to outputs in the interval (0.65mol/1, 0.81 mol/1).

in each layer can be chosen. In the implementation, the number of units in each hidden
layer is the same.

The network’s input vector for a time step k can be expressed as

Xp= [k Up—my Gk—m, 0 Ok] (3.35)

where m,, and m, describe how many previous process inputs and outputs respectively
are used to obtain a prediction. This input vector is forward passed through the network
to obtain the output g1, the network’s prediction. This output is then added to the
input vector at the next time step k + 1, while concurrently g, and ug_.,, are
removed, and the process input uy is added to the input vector. Thus, the input vector
at time wug4q is

Xppl = Ukl 0 Ukmy 1 Th-myt1 o Ukt (3.36)
where uy, is obtained from a dataset and is known for the entire prediction period.

At the first time step, k = 0, the input vector is initialized with values for v and y from
a dataset. This is possible because the process is assumed to be in steady state before
collecting data, as described in section [3.5.1} Accordingly the input vector for the first
time step is

xo=[uw - w Yo - Yo (3.37)
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MC dropout-network

This section is rewritten version of section MC dropout-network in Eilertsen 2020, The
MC dropout-network is an extension of the NARX network. This network implements
the method for estimating epistemic uncertainty presented in section [2.6] A dropout
layer, described in section is added before every hidden layer of the NARX network.
The same dropout rate is used for every dropout layer.

The network’s prediction for one input is the average of T' forward passes of that input
with different dropout configurations, as described in section [2.6] This prediction is
denoted by §i+1. Hence, the input vector becomes

X = (Ut 1y oy Uk—mmy 15 Yk—my 415 > Ukt 1) (3.38)

The variance associated with each prediction is calculated using Equation (2.27)), given
in section

Full ADF network

The full ADF network is another extension of the NARX network. This network imple-
ments the method for estimating aleatoric uncertainty described in section In this
network, the linear layers which propagates intermediate values are replaced by linear
layers, which propagate intermediate means and covariances. The same is done for the
ReLU activation functions. The output mean and covariance of the linear layers are
given by Equations ({3.2a)) and (3.2b). Moreover, the implementation of the calculation
of the output mean and output covariance of the ReLU activation functions are given in
section

Since the network propagates means and covariances, the network’s input vector can be
described as

Xk = [y ] (3.39)

where p,, is a vector containing the mean values of the network’s input at time step k.
This vector can be expressed as

Kz, = [uk o Uk—my gy g, 7 H?Qk:| (3.40)

where uy, - - - ug_p, are the process inputs at time k - - - k —m,, which are equal to process
mean inputs at time k---k — m, since the process inputs are assumed deterministic.
Hgp— g, * " Higy, BTE the network’s mean predictions at time steps k---k —m,. ¥, is the
inputs covariance matrix. This is a diagonal matrix due to the facts that the process
inputs are assumed deterministic and that it is assumed that the network’s predictions
are independent. ¥, can be expressed as

gk—my

2, = diag (0,--- 0,02, 02 ) (3.41)
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where ng, e ,aygk are the network’s estimated aleatoric variances at time steps
—my
k---k—m,y.

The output vector of the full ADF network is
i = [Hg 5] (3.42)

where pg, and O‘;k are the network’s mean prediction and aleatoric variance estimate
respectively.

The mean input vector is initialized at the first time step to the following
Poo = [uo w0 o fye o fyo) (3.43)

where both ug and i, are assumed to be known.The network’s initial input covariance
matrix is

T, = diag (0,--+,0,00 -+ ,05,) (3.44)
where 03210 is the variance of the measurement of the process output.
3.5.3 Training

In this section, the training process of the MC-dropout NARX neural network and the
full ADF NARX neural network is described. First the general training for both networks
is described, then the specific for each network. The objective of the training is not to
find the best networks, but to find networks which the uncertainty estimation methods
can be evaluated on.

Both networks are trained as the following: a feedforward network has been trained
to find the network parameters. Thereafter the validation loss was computed on a
NARX neural network to evaluate the network’s performance on data not seen during
training. The MSE described by Equation in section has been used as the cost
function during training and to find the validation performance. The network was trained
with mini-batch gradient decent and back-propagation to calculate the gradients, both
presented in section m Further, the ADAM-optimizer with learning rate 1 x 1073
was used to update the network parameters (Kingma and Ba 2017)).

MC-dropout

The MC-dropout network has been trained on the first training set, which contains parts
of the state space described in section [3.5.1] The hyperparameter tuning framework
Ray Tune was used during training (Liaw et al. 2018). The framework trains several
different versions of the network, with different hyperparameters concurrently. Where
the hyperparameters are the mini-batch size, number of layers, number of units in each
layer, dropout rate, number of previous process inputs, m,, and number of previous
process outputs, m,. This framework was used to speed up the training process. The
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final MC-dropout NARX neural network has the following architecture m,, = 3, my, = 3,
3 hidden layers with 9 units each. The dropout rate used to train the network was
0.01.

Full ADF

Two different full ADF NARX networks have been trained, both networks have the
same architecture, the same number of hidden layers and number of units in each layer.
The networks have been trained on the second training set presented in L2-
regularization, described in section was used to prevent overfitting. Moreover,
several different combinations of number of previous process inputs and outputs where
tried. The combination which provided the best results, in terms of lowest validation
loss, were one previous process input and three previous process outputs, m, = 1 and
my = 3.

The final networks which have been used to test the uncertainty estimation methods
have the following network architecture; two hidden layers with 3 units each. Both
the networks have approximately the same validation loss, in the range of 5 x 107> to
6 x 107°. Moving forward the networks will be denoted by network 1 and network
2.

3.5.4 Evaluation

The predictive performance of the networks will be evaluated with the MSE given in
section by Equation . The MSE will be calculated against the mean output of
the process. The estimated variance of the full ADF networks will be compared between
the two networks. The epistemic uncertainty estimated by MC-dropout will be compared
between test cases.
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In this chapter, the results from several experiments are presented. First the estimation
of aleatoric uncertainty in an ARX network, presented in section is tested together
with the mechanism for resetting the estimated variance presented in the same section.
Then, the method for estimating aleatoric variance in a neural network presented in
section Further, aleatoric uncertainty estimation in a NARX neural network, pre-
sented in is tested. And finally estimation of epistemic uncertainty in a NARX
neural network, presented in section is tested.

4.1 Experiment 1: Estimating aleatoric uncertainty of a linear
system

This experiment tests the estimation of aleatoric uncertainty in an ARX network pre-
sented in First the the result from the uncertainty estimation is presented, then the
result from resetting the estimated variance with a Kalman filter is presented. A test

set have been created with the ARX model, described by Equation (3.20]), which both
cases are tested on.

4.1.1 Aleatoric uncertainty estimation

Figure [4.1] shows a visualization of the network’s mean predictions together with the
ground-truth mean, given by Equation . Further, the figure shows the estimated
variance as well as the ground-truth variance. The ground-truth variance is obtained
from Equation (3.24)). Note that the mean predictions is shown for 10 time steps and
that the variance estimation is shown for 6 time steps. This is done to capture the most
essential parts of the mean predictions and variance estimation. The mean predictions
starts by deviating from the ground-truth mean for time steps 1 to 5, where the deviation
increases for each time step. Then at time step 6 the deviation decreases and for the
rest of the predictions there is a constant error between the ground-truth mean and the
predicted mean. The ground-truth mean is lower than the predicted mean for all time
steps. The estimated variance for time steps 1 to 3 tracks the ground-truth variance
perfectly. Then for prediction 4 and from there on, there is a constant error between
the ground-truth and estimated variance, where the estimated variance is greater than
the ground-truth. Table summarizes the network’s mean predictive and variance
estimation performance. The network’s mean prediction performance is better than the

39



4 Experiments and Results

network’s estimated variance performance, in terms of the MSE against the ground-
truths.

The deviations seen in both the mean predictions and variance estimate is due to the
training set the ARX network is trained on. Since a disturbance is affecting every
example in the training set, the network does not learn the underlying ARX model,
which is not affected by a disturbance. The network instead learns to model the best fit
of the training data. The reason for the mean predictions having a smaller deviations
from the ground-truth than the variance estimate is most likely to due to the fact that
the variance has a greater magnitude than the mean.
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(a) Network’s mean prediction, p; and the (b) Network’s estimated variance, a?/ and

ground truth mean g, given by the process ground truth variance 05,
Equation (3.23)). given by Equation ([3.24]).
Figure 4.1: Estimated variance of . The red plot is the ground-truth variance, 05,

and the blue is the network’s prediction, 05. The ground-truth variance is
obtained from equation . Note that the mean predictions are shown
for 10 time steps and that the variance estimation is shown for 6 time steps.
The mean predictions starts by deviating from the ground-truth mean for
time steps 1 to 5, where the deviation increases for each time step. Then
at time step 6 the deviation decreases and for the rest of the predictions
there is a constant error between the ground-truth mean and the predicted
mean. The ground-truth mean is lower than the predicted mean for all time
steps. The estimated variance for time steps 1 to 3 tracks the ground-truth
variance perfectly. Then for prediction 4 and from there on there is a constant
error between the ground-truth and estimated variance, where the estimated
variance is greater than the ground-truth.

4.1.2 Resetting the estimated variance with a Kalman filter

In this experiment the resetting of the full ADF ARX network estimated variance with
a Kalman filer, described in section [3.3.5]is tested. A measurement of the ARX model is
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| MSE(ug, pty) | MSE (07, 07) |

[9.71x 107> [3.65x107% |

Table 4.1: Results experiment 1: where MSE(y, pty) is the mean prediction error and
MSE (ag, 05) is the estimated variance error.

available every fourth time step. This section will only focus on the estimated variance,
because the resetting of the variance with the Kalman filter has no effect on the mean
predictions, since the mean predictions and estimated variance are independent in an
full ADF ARX network. Thus, the network’s mean predictions are the same as in the
previous experiment. However, a visualization of the mean predictions is shown for
completeness.

Figure shows a visualization of the network’s mean predictions in the same plot as the
ground-truth mean, given by Equation . Moreover, the figure shows the network’s
estimated variance together with the ground-truth variance, given by Equation .
One can see that every time a measurement from the ARX model is available that the
estimated variance decreases. This is expected since new information about the system
is available. The estimated variance is lower after the first measurement of the ARX
model is available than when the rest of the measurements are available. This is due
to the fact that estimated variance associated with previous prediction is lower when
the first measurement is available then for the rest of the predictions. Moreover, the
estimated variance is lower than the ground-truth variance for all predictions. This is
because the measurements are available before the network reaches maximum estimated
variance.

4.2 Experiment 2: Estimating aleatoric uncertainty in a
nonlinear system

In this section, the two full ADF networks presented in section are tested on the
simple nonlinear system presented in the same section. The difference between the two
networks are that on is trained on normalized data and the other is trained on data
which is not normalized. Two test cases are used to evaluate the networks. The test
cases have the same input means, but different input variances. The input mean is on
the interval [5, 10], and the inputs variances are as follows, 1 and 0.25.

4.2.1 Unnormalized network

In this section, the results from the network trained without normalized training data
is presented.

Figures[4.3|and [4.4] shows visualization of the network’s predictive performance and vari-
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estimated variance is reset with a
Kalman filter every fourth time step.

Figure 4.2: Result experiment 1: The estimated variance decreases every time a mea-
surement from the ARX model is available.. Furthermore, the estimated
variance is lower after the first measurement of the ARX model is avail-
able than when the rest of the measurements are available. Moreover, the
estimated variance is lower than the ground-truth mean for all predictions.

ance estimate when the input variance, Gg, is equal to 1 and 0.25 respectively. Table
summarize the network’s predictive and variance estimation performance with different
input variances. Figures and shows the full ADF network’s predicted mean, p;
in blue, together with the ground truth mean, 1, in red, when the network has different
input variances. The predictions are better, closer to the ground truth mean, in the test
cases where the input variance is lower. In the test case where the input variance is 1
the network’s mean prediction is greater than the ground truth mean for all predictions.
These results show that the input variance has an affect on the network’s predicted mean,
which is expected since the output mean of the ReLLU activation function is dependent
on its input variance, which again is dependent on the network’s input variance.

Furthermore, figures and shows the network’s estimated output variance, ag,
in blue together with the network’s output sample variance, Syg , in red, for each input
variance. One can see that the full ADF network’s variance estimation very closely
tracks the output sample variance for the tested input variances. Thus, the full ADF
network consisting of linear layers and ReLLU activation functions estimates the output
variance of the network to be very similar to the true output variance of the network.
Since the reference output variance of the network is found by sampling, which is not
equal, but very similar, to the true output variance of the network, it is hard to quantify

how similar the estimated variance is to the true variance.

The system’s output variance, o2

y» in red is shown together with network’s estimated
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Figure 4.3: The network’s predictive performance and variance estimate when the in-
put variance, o2, is equal to 1 when the network is trained on data without
normalization. The networks predictive mean is slightly greater than the
ground-truth mean for all predictions. The estimated output variance is
nearly equal to the output sample variance for all predictions. Moreover, the
estimated output variance oscillates around the ground-truth output vari-
ance. Where the deviations from the ground-truth increase when the input
mean increase.
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Figure 4.4: The network’s predictive performance and variance estimate when the input
variance, 02, is equal to 0.25 when the network is trained on data without
normalization. The networks predictive mean is slightly greater than the
ground-truth mean for all predictions. The estimated output variance is
nearly equal to the output sample variance for all predictions. Moreover, the
estimated output variance oscillates around the ground-truth output vari-
ance. Where the deviations from the ground-truth increase when the input
mean increase.
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4.2 Experiment 2: Estimating aleatoric uncertainty in a nonlinear system

output variance, ag, in blue for each input variance in figures and It is clear
that the output variance of the network is not equal to the output variance of the system

that it is approximated when the input variance is 0.25. The estimated variance oscillates
around the system’s output variance, increasingly deviating from the system’s output
variance as the mean input increases. The same can be seen when the output variance
is 1, but to a lesser extent.

Full ADF does estimate the output variance in a neural network. However, this out-
put variance is not the same as the output variance of the system that the network is
approximating. Moreover, the estimated variance is not closer to the system’s output
variance if the network makes mean predictions closer to the ground truth mean, than
if the predictions are poorer.

(o7 [ MSE(ug, 1,) | MSE (02, 3) | MSE (o3, 57) |
1 1.110 14.96 1.40 x 1073
0.25 || 0.192 24.14 8.15 x 107°

Table 4.2: Predictive and variance estimation performance on the network trained on
training data without normalization with different input variances.

4.2.2 Normalized network

In this section, the results from the network trained with normalized training data is
presented.

Figures and shows visualization of the network’s predictive performance and vari-
ance estimate when the input variance, U%, is equal to 1 and 0.25 respectively. Table
summarize the network’s predictive and variance estimation performance with different
input variances. Figures and shows the full ADF network’s predicted mean, p;
in blue, together with the ground truth mean, 4, in red, when the network has different
input variances. The network’s mean predictive performance is slightly better when the
input variance is 1 than when it is 0.25. The mean prediction for each input variance
has the same shape, it over predicts the output mean from input mean equal to 5 to
approximately 8. Then from input mean 8 to 10 the network still over predict the mean
when the input variance is equal to 1, but to a lesser extent. When the input variance
is 0.25 the network slightly under predicts the output mean on the same interval.

Moreover, figures and shows the network’s estimated output variance, 05, in
blue together with the network’s output sample variance, Sg, in red, for each input
variance. One can see that the full ADF network estimates the output variance to be
very similar to the output sample variance for the tested input variances. Hence, the
full ADF network consisting of linear layers and ReLU activation functions estimates
the output variance of the network to be very similar to the true output variance of the
network. Since the reference output variance of the network is found by sampling, which
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Figure 4.5: The network’s predictive performance and variance estimate when the input
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variance, o2, is equal to 1 when the network is trained on normalized data.
The estimated output variance is nearly equal to the output sample variance
for all predictions. Moreover, the estimated output variance oscillates around
the ground-truth output variance. Where the deviations from the ground-
truth increase when the input mean increase.



4.2 Experiment 2: Estimating aleatoric uncertainty in a nonlinear system

is not equal, but very similar to the true output variance of the network, it is hard to
quantify how similar the estimated variance is to the true variance.
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(a) Network’s mean prediction, p; and the
ground truth mean p,, given by

Equation ((3.30)).

— 2

120 9
2

— &

120

100
100

80

- ®
W 80 e
60
60
40
40
5 6 7 8 9 10 5 6 7 8 9 10
e e
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Se. S5, 0y, given by Equation (13.31)).

Figure 4.6: The network’s predictive performance and variance estimate when the input
variance, o2, is equal to 0.25 when the network is trained on normalized data.
The estimated output variance is nearly equal to the output sample variance
for all predictions. Moreover, the estimated output variance oscillates around
the ground-truth output variance. Where the deviations from the ground-
truth increase when the input mean increase

The system’s output variance, JZ, in red is shown together with network’s estimated
output variance, ag, in blue for each input variance in figures and When
the input variance is 0.25 the full ADF network estimates an almost constant variance
from input mean equal to 5 to approximately 8. Then the estimated variance rapidly
increases. In both the test cases the estimated variance oscillates around the true output

variance of the system.
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(o7 [ MSE(g,py) | MSE (02,03) | MSE (03, 53) |
1 2.061 227 1.63 x 1073
0.25 || 3.023 874 1.02 x 1074

Table 4.3: Predictive and variance estimation performance on the network trained on
normalized data different input variances.

Full ADF does estimate the output variance in a neural network which is trained on
normalized data. However, this output variance is not the same as the output variance
of the system that the network is approximating.

4.3 Experiment 3: Estimating aleatoric uncertainty in a NARX
neural network

In this experiment, the full ADF NARX neural network presented in section [3.5.2] is
tested. The two full ADF NARX networks, network 1 and network 2 introduced in
section [3.5.3] are tested on the same test set. The test set is created by applying a time
varying input signal to the CSTR-process, described in section which covers the
whole state space.

The networks initial variance associated with the process outputs used as network inputs
at time step zero is equal to the noise added to process outputs in the training set, which
is ago = 0.015252mol?/12. The process input is not affected by noise. The full ADF
networks initial input covariance matrix is therefore given by

T, = diag (0,--+,0,05 .-+ ,05)) (4.1)

Figure shows a visualization of the mean predictions of network 1 together with the
ground-truth mean and the network’s estimated output variance for each prediction. One
can see that the mean predictions follows the ground-truth mean closely for nearly all
predictions. Table summarizes the network’s predictive performance. The network’s
estimated variance approximately follows the same shape as the mean predictions, in
the sense that estimated variance is lower when the mean prediction is lower and the
estimated variance is greater when the mean predictions are greater. One can see that
the estimated variance increase and decrease more rapidly when ground-truth mean and
predictive mean is higher, than is does when the ground-truth mean and predictive mean
is lower. This can be seen in the intervals between approximately 800 min to 1175 min
and approximately 200 min to approximately 425 min respectively. Furthermore, the
estimated variance is greater than the initial input variance for all predictions.

Figure [4.8] shows a visualization of network 2’s mean predictions together with the
ground-truth mean, and the network’s estimated output variance for each prediction.
Note that the variance estimate is shown in three separate figures for better visualization.
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Figure 4.7: Results experiment 3 network 1: The mean predictions follows the ground-
truth mean closely for nearly all predictions. The network’s estimated vari-
ance approximately follows the same shape as the mean predictions, in the
sense that estimated variance is lower when the mean prediction is lower and
the estimated variance is greater when the mean predictions are greater. Fur-
thermore, the estimated variance increase and decrease more rapidly when
ground-truth mean and predictive mean is higher, than is does when the
ground-truth mean and predictive mean is lower. This can be seen in the
intervals between approximately 800 min to 1175 min and approximately 200
min to approximately 425 min respectively.
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Figure 4.8: Results experiment 3 network 2: The mean predictions tracks the ground-
truth mean closely for nearly all predictions. The estimated variance begins
by rapidly decreasing for each prediction before settling at time 18 min. From
that point forward the network’s estimated variance approximately follows
the same shape as the mean predictions, in the sense that estimated vari-
ance is lower when the mean prediction is lower and the estimated variance is
greater when the mean predictions are greater. Furthermore, the estimated
variance increase and decrease more rapidly when ground-truth mean and
predictive mean is higher, than is does when the ground-truth mean and
predictive mean is lower. This can be seen in the intervals between approx-
imately 800 min to 1175 min and approximately 200 min to approximately
425 min respectively.
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4.4 Experiment 4: Estimating epistemic uncertainty in a NARX neural network

The mean predictions tracks the ground-truth mean closely for nearly all predictions.
Table 4.4 summarizes the network’s predictive performance. The estimated variance be-
gins by rapidly decreasing for each prediction before settling at time 18 min. And from
that point forward the estimated variance has the same shape as the variance estimated
in network 1, but with a lower magnitude. In this network the estimated variance is
lower than the input variance for all predictions.

From the results from network 1 and network 2 it is clear that two networks with the same
architecture, same number of layers with the same number of units in each layer which is
approximating the same system with approximately equal mean predictive performance,
estimates the variance to be completely different in order of magnitude. However, the
form of the estimated variance is similar in the two networks, in the sense that both
networks estimates lower variance for the same inputs. Moreover, the network which
has the greatest performance in terms of the MSE has a higher estimated variance than
the network with poorer performance.

Network H MSE ‘

1 5.96 x 107°
2 6.88 x 107 °

Table 4.4: Results experiment 3: both networks mean predictive performance.

4.4 Experiment 4: Estimating epistemic uncertainty in a
NARX neural network

This experiment is the same as section 4.2 Ezperiment 2: model uncertainty in Eilertsen
2020. In this experiment epistemic uncertainty estimation with MC-dropout, described
in section is tested. The experiment is performed on the MC-dropout network,
presented in section [3.5.2 To evaluate the network’s model epistemic capabilities, two
test sets are used, one which is generated from a CSTR-process (presented in section
with an input signal in the range of 345 K < u < 355 K, which is inside the training
space, introduced in section This test set will be denoted by inside the training
space. The second test set is generated from a CSTR-process input signal in the range
335K < u < 345K, which is outside the training space, and accordingly, this test set
will be denoted by outside the training space. Both input signals have the same form
and cover equal parts of the input space, but because the CSTR-process is nonlinear,
the output signals have the same form, but do not cover equal parts of the output space.
The input and output signals for both test sets are visualized in Figure One can see
that the output from the CSTR-process in the test set inside the training space, covers a
larger part of the output space than the output signal in the test set outside the training
space.

For every input, 200 samples are used to obtain the network’s prediction and associated
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larger part of the output space than the output signal in the test set outside
the training space.
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Figure 4.10: Results experiment 4. The red plot is the ground-truth signal, y, and the
blue is the network’s prediction, ¢, The shaded blue area is the predictions
+ one standard deviation. The estimated one standard deviation is higher
in the test set outside the training space, and the predictions are closer to
the ground-truth in the test set inside the training space. Furthermore, the
estimated one standard deviation is higher when the process is at steady
state than for the rest of the predictions for both test sets. The predictions
are closer to the ground-truth in the test set outside the training space when
the process is at steady state.

epistemic uncertainty on both test sets. Figure shows a visualization of the predic-
tions and the ground-truth signal together with the predictions estimated one standard
deviation on both test sets. From this figure, it is clear that the estimated one standard
deviation is higher on the test set outside the training space than on the test set inside
the training space. Furthermore, the predictions on the test set inside the training space
are closer to the ground-truth than the predictions on the test set outside the training
space. Moreover, the estimated uncertainty, when the process is in a steady state is
higher than when it is not, for both test sets. The performance on the test set outside
the training space is better than on test set inside the training space, when the process
is at steady state.

The higher degree of uncertainty associated with the predictions when the process is at
steady state can be explained by the training set, which is presented in section All
the examples in the training set are time varying process input signals. Therefore, the
process at steady state is not seen during training, and the predictions made when the
process is at steady state will have a higher degree of uncertainty associated with them.
Moreover, the test set outside the training space has a higher estimated variance for
predictions when the process is at steady than the test set inside the training space. So
the uncertainty estimated is affected by at the minimum two factors in the training set.
The first one is that if the predictions are made on data in the same range as the data
in the training set, and the second if the process input signal frequency is represented
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4 Experiments and Results

in the training set.

On the other hand, the reason why the predictive performance on the test set outside the
training space is better than the performance on the test set inside the training space,
when the process is at steady state, cannot be explained by the training set. One would
expect that the predictive performance on the test set inside the training space would be
better because the predictions are made on data in the range seen by the network during
training, but that is not the case. Since there are no constant process input signals in
the training set, the network is not trained to preform predictions on such signals. So
it can be a coincidence that the performance on the test set outside the training set
is better. If another constant input signal had been used in one or both test sets, the
outcome might have been different. The performance on the test set inside the training
space could have been better than the performance on the test set outside of the training
space.

Table summaries the network’s performance and corresponding uncertainty estimates
on both test sets. From these results, it is clear that the estimated uncertainty is higher
on the test set outside the training space, which is in line with the theory presented in
section

] - H MSE Umin \ Umnaz \ v
Inside training space 9.00 x 10~% | 2.64 x 107> | 8.00 x 10=* | 2.00 x 10~
Outside training space || 1.80 x 1073 | 3.00 x 10~* | 2.80 x 1073 | 1.00 x 103

Table 4.5: Results experiment 4: v,,;, is the lowest estimated variance, similarly v.,qz
is the highest estimated variance, and v is the average estimated variance, all
in mol? /2.

4.5 Experiment 2: Estimating epistemic uncertainty in a
NARX neural network

This experiment is the same as section 4.2 Exzperiment 2: model uncertainty in Eilertsen
2020 In this experiment epistemic uncertainty estimation with MC-dropout, described
in section is tested. The experiment is performed on the MC-dropout network,

presented in section

A test set is created by applying an input signal to the CSTR-process, described by
equation , which covers the whole state space. For every input, 200 samples
are used to obtain the network’s prediction and associated model uncertainty. Figure
shows a visualization of the predictions and the associated estimated one standard
deviation together with the ground-truth signal. The green shaded area in the figure
shows the part of the output space, which was not included in the training space. The
figure shows that the estimated variance is higher in the region not included in the
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Figure 4.11: Results experiment 5. The green shaded area is not included in the training
space. The red plot is the ground-truth signal, y, and the blue is the
network’s prediction, ¢, and the blue shaded area is the predictions £ one
standard deviation. The estimated one standard deviation is higher in the
area not included in the training space. Furthermore, the prediction made in
the middle of the training space has a lower degree of uncertainty associated
with them than other predictions within the bounds of the training space.
The network’s performance is generally better inside the training space, but
the network achieves its best performance in the first half of the predictions
outside of the training space. This performance is not sustained for the
second half of the prediction outside of the training space.
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training space. Furthermore, the estimated one standard deviation is lower when the
predictions are made in the middle of the training space, specifically between 0.55 mol/l
and 0.3mol/l, than when it is not and still within the bounds of the training space. The
deviations between the predictions and the ground-truth are generally smaller in the
training space. However, the first half of the prediction outside of the training space has
a very low deviation from the ground-truth. But this deteriorates in the second half of
the prediction that is outside the training space. And these predictions deviate the most
from the ground-truth.

The higher degree of uncertainty associated with certain predictions inside the training
space can be explained by the fact that part of the training space is underrepresented
in the training set. The training set is presented in section So, in addition to es-
timating a higher degree of uncertainty associated with predictions outside the training
space, predictions made on data that is less represented in the training set have a higher
degree of uncertainty associated with them. This is in line with the theory presented
in section 2.6l The uncertainty estimate is higher for prediction made on data which is
underrepresented or not represented in the training set. Moreover, the estimated uncer-
tainty scales with how represented it is in the training set. The uncertainty associated
with the predictions made outside the training space is higher than the uncertainty asso-
ciated with the predictions made on the data which is present in the training set, which
is underrepresented. Table summaries the network’s performance and corresponding
uncertainty estimate.

’ MSE H Umin ‘ Umaz ‘ v ‘
[3.83x107* [[ 1.72x 107 [ 2.60 x 1072 [ 5.00 x 10~* |

Table 4.6: Results experiment 5: v, is the lowest estimated variance, similarly vi,qe
is the highest estimated variance, and v is the average estimated variance, all
in mol?/I?.
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5 Discussion and Further Work

In this section the results from the experiments will be discussed and further work will
be suggested. The discussion regarding experiment 4 and 5 are rewritten versions of the
discussion of the results given in Kilertsen 2020.

5.1 Discussion

Experiment 1 shows that full ADF estimates the aleatoric uncertainty in an ARX net-
work which approximates an ARX model. There are some discrepancies between the
ground-truth mean and the estimated mean, and the ground-truth variance and the
estimated variance. However, this is expected because the network is trained on data
which is affected by a disturbance. If however the ARX network where to approximate
a linear dynamical system instead of an ARX model the outcome might be different.
When a dynamical system is approximated there are more parameters which effect the
network’s model parameters, which affect the estimation of aleatoric uncertainty. Most
importantly are the number of previous system inputs, m, and network outputs, m,,
which are used to obtain the next prediction. For any given linear dynamical system a
number of combinations of m, and m, will yield a network with good predictive perfor-
mance. Yet it is not certain that any of these network’s captures the uncertainty aspects
of the dynamical system. Furthermore, considering that the dynamical system will be
assumed unknown to the network, there exists no method to verify that the network’s
estimated variance is the same as the variance of the dynamical system.

Furthermore, experiment 1 shows that a Kalman filter, where the state-transition model
and control input model is given by the model parameters in the ARX network, can
be used to reset the estimated variance, without any knowledge about the underlying
system that the ARX network is approximating. As with the ARX network, for this to
work one must find the model parameters which captures the uncertainty aspect of the
underlying system.

Experiment 2 demonstrates that full ADF estimates the output variance of a neural
network to be very similar to the sample variance of the network, regardless of whether
the network has been trained with normalized data or not. Considering that the true
output variance of the system is intractable, it is difficult to determinate how close
to the true output variance the full ADF variance estimation is, although, the sample
output variance provides a good indication. Moreover, it is not assumed that full ADF
can exactly estimate the output variance in a network consisting of linear layers and
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ReLU activation functions, because the calculation of the covariance output of a ReLU
activation function contains approximations.

Moreover, experiment 2 shows that a neural network’s estimated variance is not the same
as the output variance of the system the neural network is approximating. A neural
network is not an exact replica of the system it is approximating. It is a combination of
linear transformations and nonlinear activation functions. Furthermore, the network is
only an approximation on the interval contained in the network’s training data. Thus,
the network does not approximate the underlying system well or at all outside of this
interval. Therefore, the network only learns the system on the interval it is trained on
and not the system as a whole.

Furthermore, experiment 2 shows that the estimated output variance for both networks
oscillates around the ground-truth output variance of the system the networks are ap-
proximating. So there is at least some connection between the variance of the networks
and the system. There probably exists some realizations of the networks which have the
same output variance as the system, but there are as of now no way of finding them.
However, in general the output variance of a neural network is not equal to the output
variance of the system which the network is approximating.

The variance estimates made by the network trained without normalized data is better
than the estimates made by the other network, when compared to the output variance
of the system that is approximated by the networks. Furthermore, the predictive perfor-
mance show a similar result, the predictive performance is poorer on the network trained
with normalized data. There is no way of telling if this is due to the normalization or
because of chance. In general when a network is trained with normalized data, the pre-
dictive performance is better, the network is more stable and it is easier to train because
most training procedures are tailored to normalized data. Normalization especially make
the training process easier when the network has inputs which have different orders of
magnitude.

Experiment 3 demonstrates that full ADF can be used to estimate the output variance in
a NARX neural network when it is assumed that subsequent predictions are independent.
Further, the experiment shows that two networks with the same network architecture
which have approximately the same mean predictive performance, yields vastly different
output variance estimates in terms of order of magnitude. However, the form of the
estimates are the same, in the sense that both networks estimates higher and lower
variance for the same predictions.

Clearly the estimated output variance is not the true output variance of the NARX
neural network since subsequent predictions are not independent. It is however the best
estimation which is currently possible. Moreover, the true output variance of the network
is intractable, so it is hard to evaluate how good the estimates are and how much the
cross correlations between subsequent predictions affect the true output variance of a
NARX neural network. But based on the results from experiment 2 and the results from
the different networks in experiment 3, which respectively indicate that the estimated
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output variance and the sample variance in a neural network oscillates around the true
output variance of the system being approximated, and that the estimated variance in
the two NARX neural networks have significantly differences in order of magnitude.
It is probable that the cross correlations between the consecutive predictions have a
major impact on the true variance of the network, because if the estimated variance in a
NARX neural network was to oscillate around the true variance such a great discrepancy
between the estimated variance in the two networks would not have been observed.

The estimation of the output covariance of the ReLU activation function is computa-
tionally expensive, since the bivariate probability has to be calculated between all the
elements in the functions input vector. In the implementation used in this thesis these
are calculated one at a time. This renders full ADF unsuitable for large networks where
the time aspect is important.

The results from experiments 4 and 5 show that MC-dropout can be used to estimate
epistemic uncertainty in NARX neural networks. The uncertainty estimates are higher
for predictions which are either underrepresented or not represented in the training set.
Furthermore, the uncertainty estimates scale with how represented the data on which
the prediction is made is in the training set. The estimated uncertainty associated with
situations which are not represented in the training set is higher than the uncertainty
associated with situation which there are few examples of in the training set.

It is difficult to quantify the uncertainty estimates since there exists no ground-truth for
epistemic uncertainty. The exact values which are estimated might not be so important,
it is the estimated uncertainty for one prediction compared to the estimated uncertainty
for other predictions that is important. If the MC-dropout method were to be used in
practice a baseline uncertainty estimate which is associated with predictions made on
situations that are well represented in the training set can be found. Then the estimated
uncertainties can be compared to the baseline to decide the level of uncertainty.

Experiment 4 shows that the network’s performance is better on data seen by the net-
work during training. One the other hand, experiment 5 does not show the same, the
network’s best performance is on data not seen during training, but the network’s worst
performance is also on data not seen during training. As the network used to obtain
the results is not trained for optimal performance these results might suggest that a
higher degree of uncertainty does not indicate that the network’s prediction is poorer
than when the uncertainty estimate is lower. So, the uncertainty estimates only indi-
cated when the network is preforming predictions on situations it has not seen during
training or have seen few examples of during training. Then to utilize the uncertainty
estimate the network must be trained for optimal performance, which will most likely
provide better performance in situations where the estimated uncertainty is higher and
vice versa. The uncertainty estimate cannot be used as a replacement for training the
network optimally.

The MC-dropout network that have been used to obtain the results in experiment 4
and 5 has been trained with a small dropout rate equal to 0.01. Moreover, there is no
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noise in the training set. Since dropout is a regularization method used to prevent the
network from modeling the noise in the training set, a small dropout rate can be used,
and dropout is only used to estimate the uncertainty, and not for regularization. In other
applications where the training set contains noise a higher dropout rate must be used for
regularization. According to the theory presented in section [2.6]the best dropout rate for
estimating the uncertainty is the same as the dropout rate the network is trained with.
This suggest that the uncertainty estimation is not sensitive to the dropout rate.

5.2 Further Work

As the estimation of aleatoric uncertainty in an ARX network with a Kalman filter to
reset the estimated uncertainty is only tested on an ARX model, it would be interesting
to see if the method proposed could be used to estimate the aleatoric uncertainty in a
linear dynamical system, estimated with an ARX model.

Moreover, a method for estimating the cross-correlation between subsequent predictions
in a NARX neural network is needed to estimate the true output variance of a NARX
neural network.
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6 Conclusion

This work attempts to estimate the uncertainty in ARX networks and NARX neural
networks. The aleatoric uncertainty estimating method ADF is extended to the case
where it is assumed that both the network inputs and the outputs from each network
layer are multivariate Gaussian distributed, this method is denoted by full ADF. Full
ADF has been tested on an ARX network, a neural network and a NARX neural network.
In, addition has MC-dropout to estimate epistemic uncertainty been tested on a NARX
neural network.

Full ADF estimates the aleatoric uncertainty in an ARX network when the ARX net-
work is approximating an ARX model. Furthermore, can the model parameters of the
ARX network be used as the system equation in a Kalman filter to reset the network’s
estimated variance when measurements from the ARX model is available.

In a neural network estimates full ADF the output variance of the network to be very
similar to the output sample variance of the network, which is the best estimate of the
true output variance that is available. Hence, the estimated variance obtained with full
ADF in a neural network is a good estimate of the true output variance of the network.
Moreover, the estimated variance is not the same as the output variance of the system
which is approximated by the neural network. However, the estimated variance oscillates
around the output variance of the system, thus there exists a relationship between the
estimated variance and the true variance of the system that is approximated by the
neural network.

Full ADF can also be used to obtain an estimate of the output variance in a NARX neural
network. However, this estimate is not close to the true output variance of the NARX
neural network, because there exists not method for estimating the cross correlations
between subsequent predictions made by the network which are used as inputs in the
next predictions.

MC-dropout can be used to epistemic model uncertainty in NARX neural networks.
MC-dropout estimates a higher degree of uncertainty associated with predictions made
on situations which are underrepresented in the training set. Furthermore, the estimated
uncertainty scales with how represented the situation is in the training set. It can be
difficult to quantify the estimated uncertainty.
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