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Abstract

Lung cancer is a disease in which early diagnosis is of particular importance for
patient survival. Current screening techniques are focused on at-risk populations
because of their invasiveness, cost, and low specificity. MicroRNAs are small non-
coding RNAs circulating in blood that hold potential as non-invasive biomarkers
for many different diseases. These small RNAs have important regulatory func-
tions in plants, viruses, and animals and have been proven to be differentially
expressed in a wide range of human cancers - including lung cancer. Recent ad-
vances in sequencing technology has opened up for the identification and quan-
tification of microRNA at massively parallel scales. By sequencing the microRNAs
present in a patient’s blood sample and pairing these with their diagnostic and
prognostic outcomes, one could train supervised machine learning models that
distinguish cancer patients from controls using only the microRNAs that are ex-
pressed in their blood samples. Using data of this kind from four European lon-
gitudinal cohort studies, three prediagnostic and one diagnostic, this study aimed
to train such a model to create a cross-cohort lung cancer predictor that might be
useful as a diagnostic tool. Random forests were found to be well suited for this
task, as they can model the complex biological nature of the microRNA expression
profiles while also adding a layer of interpretability; the most important features
for doing predictions can be extracted directly from the model.

This project is of an exploratory nature, and as such, many different experiments
for feature extraction and sampling were carried out. The main finding was a
random forest model that when trained on linearly transformed prediagnostic
training data could predict lung cancer in a separate diagnostic cohort with fair
specificity and sensitivity. This model’s top microRNAs were then further analysed
for their role in biological and regulatory gene pathways, and these were found to
be cancer related. Further work and more advanced statistical methods are needed
to model lung cancer in the prediagnostic cohorts. Models that perform well on
the prediagnostic cohorts would be capable of predicting lung cancer years before
current diagnostic techniques, and this kind of model would be highly valuable in
medical practice.
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Sammendrag

Lungekreft er en sykdom hvor tidlig diagnose er spesielt viktig for pasientover-
levelse. Screeningteknikker som brukes i dag fokuserer ofte pa pasienter i risiko-
grupper fordi de er invasive, kostbare og har lav spesifisitet. MikroRNA er smé
ikke-kodende RNA som sirkulerer i blod og har potensial som ikke-invasive bio-
markgrer for en rekke ulike sykdommer. Disse sma RNA-ene har viktige regulator-
iske funskjoner i planter, virus og dyr, og det har blitt bevist at disse er differensielt
uttrykt i mange ulike krefttyper, inkludert lungekreft. Nylige fremskritt innen sek-
venseringsteknologi har muliggjort kvantifisering og identifisering av mikroRNA
pa massiv-parallel skala. Ved & sekvensere blodprgvene til pasienter for mikroRNA
og deretter sammenstille disse dataene med deres prognostiske og diagnostiske
utfall, kan man trene veiledete maskinleringsmodeller som kan skille lungekreft-
spasienter fra kontroller ved 4 kun bruke mikroRNA som er uttrykt i pasientenes
blodprgver. Denne type data fra fire europeiske longitudinelle kohorter, en dia-
gnostisk og tre prediagnostiske, ble i denne studien brukt til & trene en slik modell
som kan predikere lungekreft pa tvers av kohorter og dermed brukes til diagnose-
forméal. Random forest er en maskinleringsmetode som er spesielt velegnet til &
modellere komplekse mikroRNA-ekspresjonsprofiler og som samtidig muligjgr en
grad av tolkbarhet i modellene: de viktigste mikroRNA-ene for prediksjoner kan
hentes direkte ut fra modellen.

Dette prosjektet er av en utforskende art: flere ulike eksperimenter ble gjennom-
fort vedrgrende ekstrahering av de mest interessante forklaringsvariablene og
samplingmetodene. Hovedresultatet ble en random forest modell trent pa en lineertrans-
formert versjon av de prediagnostiske kohortene som kunne predikere lungekreft
i den diagnostiske kohorten med relativt god spesifisitet og sensitivitet. De viktig-
ste mikroRNA-ene fra denne modellen ble deretter videre analysert for deres rolle
i biologiske og regulatoriske gennettverk, og disse gennettverkene viste seg & kor-
relere med kreftrelaterte nettverk. Videre arbeid og mer avanserte statistiske met-
oder er likevel ngdvendig for & kunne modellere lungekreft i de prediagnostiske
kohortene. Modeller som skiller diagnoser fra kontroller i disse kohortene vil vaere
i stand til & predikere lungekreft opptil flere ar fgr diagnosen blir satt med klassiske
metoder, og denne typen modell vil veere svert verdifull i medisinsk praksis.
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Chapter 1

Introduction

In medicine, the early diagnosis and outcome prediction of diseases are particu-
larly interesting areas in which supervised Machine learning (ML) methods could
have powerful applications. The large amount of historical data collected during
routine medical care paired with already known patient outcomes can be lever-
aged to train ML models that can consider far more features and examples than
any human clinician [1]. These models can then pick up statistical patterns that
correlate with a diagnosis or patient outcome in other patient data, potentially aid-
ing clinicians in carrying out appropriate treatment at an earlier disease stage. Re-
cent advances in sequencing technology and Mass spectrometry (MS) have further
expanded the latent dimensionality of patient data. By characterizing and quan-
tifying the molecules in a patient’s biological samples, such as blood or tissue, for
either genomic, epigenomic, transcriptomic, proteomic, metabolomic, lipidomic
or glycomic (collectively known as omics) - data [2], it is possible to augment
patient records with their ’biochemical status’ at a given time.

Omics data are good candidates for supervised ML, as the wide array of identified
molecules through sequencing or MS often have complex and poorly understood
biological pathways that no clinician can realistically consider simultaneously [2].
However, there are inherent limitations in using ML methods for diagnostic pur-
poses; it is not necessarily possible to gain actionable insight from the model to
potentially create new therapeutic procedures, only a given patient’s risk of devel-
oping disease can be extracted. Additionally, as the dimensionality of the training
data increases, so does the need for training examples, and omics data in par-
ticular are expensive (albeit decreasingly so) and subject to privacy laws. There-
fore, the use of ML modelling techniques is still not widespread on omics data
in medical practice [3]. However, longitudinal cohort health studies such as the
Trgndelag health study (HUNT) can provide the needed training data, and in this
study, transcriptomic data from multiple studies of this kind are used to train an
ML model for diagnostic purposes.
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1.1 Motivation

Lung Cancer (LC) is the leading cause of cancer death worldwide [4]. The majority
of LC diagnosed patients have metastatic disease at the time of diagnosis, so des-
pite the fact that early resection is effective on localized LC tumors, the cancer has
most likely already spread once diagnosis is made, complicating treatment a great
deal [5]. Low Dose Computed Tomography (LDCT) has shown promising results
and is widely used in LC screening but is currently limited to at-risk populations
because of its high cost and limited specificity [6]. A high quality blood-borne
biomarker could address some of the issues with current imaging techniques, and
circulating microRNAs (miRNA) are one such candidate.

miRNA are a class of small (about 22 nucleotides in length) non-coding RNA
(ncRNA) that regulate translation of target protein-coding genes in Messenger
RNA (mRNA) post transcription [7]. There are several reasons for why miRNAs
could provide for robust blood-borne LC biomarkers:

e One specific miRNA can target hundreds of different protein-coding genes,
and as such, they have been shown to have important roles in many aspects
of eukaryotic development [7].

e Several studies have shown that miRNAs are deregulated in LC: some miRNA
are upregulated in LC cases (oncomiRs) while some are downregulated [8-
10].

e miRNA are present in blood, thought to be excreted from cells packaged in
exosomes to perhaps mediate cell to cell communication. [7]

e miRNA have been shown to be quite stable, they do not degrade in clinical
plasma samples, so storing the samples before doing the miRNA sequencing
is viable. [11]

1.2 Problem description

Due to recent advances in sequencing technology, RNA expression profiles can
be extracted from blood samples for a relatively low monetary cost. A sequencing
technique used for this purpose is RNA-Seq [12], and this technique is the basis for
the miRNA expression profiles used in this study. RNA-Seq uses Next-Generation
Sequencing (NGS) to calculate the quantity of RNA in a given biological sample
at a given moment, capturing the expressed genes (transcriptome) of the sample
at that particular time. By applying RNA-Seq to a blood sample, mapping the res-
ults to the reference human genome and finally mapping these to already known
and annotated miRNA, one ends up with the number of occurrences for observed
known miRNAs in the sample. If paired with clinical and diagnostic patient data,
these miRNA expression profiles could then be used to train an ML model that
given a miRNA expression profile could predict the diagnosis status of the pa-
tient, and this is what the present study aimed to do.
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To this end, data from four different longitudinal cohort studies was used: The
Central Norway Lung Cancer Biobank (CNLCB), The Trgndelag Health Study (HUNT),
The Norwegian Woman and Cancer Study (NOWAC) and the Northern Sweden
Health and Disease Study (NSHDS). As part of the Id-Lung project [13], omics
data extracted from blood samples of LC case-control pairs taken 0-12 years be-
fore cancer diagnosis from these four cohort studies have been made available
for analysis. In this particular study, only the miRNA portion of the omics data
is used, but Id-Lung also includes proteomics and DNA-methylation data. These
omics data are also accompanied by diagnostic and clinical patient data that are
relevant in a LC context (such as age, BMI, sex, smoking status, sample group and
cancer stage, if any). CNLCB is a diagnostic cohort while the others are predia-
gnostic, meaning that the blood samples were taken some time before the actual
diagnosis of cancer was made.

Several data pre-processing steps were made to the miRNA expression profiles
and patient data (see section 3.1) before they were fed as training data to a Ran-
dom forest model, which is well suited for biological sparse high dimensional data
sets (see section 2.3). Experiments were carried out for different methods of un-
supervised feature extraction, results from these are reported in sections 4.1.3
and 4.1.4. Different sampling techniques were employed, which helps in gaining
an understanding of which cohorts could actually be predicted with the classifi-
ers and regressors used in this project. Results from these are included in section
4.2.1. It became clear that only the diagnostic cohorts could be predicted reas-
onably without using more complex statistical methods. Consequently, the dia-
gnostic cohort became the test set for the main models of this project, while a
transformed version of the prediagnostic cohorts was chosen as the main training
data. After being tuned for hyperparameters, the performance of the final Ran-
dom forest model is reported in section 4.2.2. The most significant miRNAs from
this model were then further investigated for the KEGG pathways of their target
genes. These are reported in section 4.2.4 Finally, the aim was to answer these
particular research questions:

1.2.1 Research Questions

RQ1: How well can LC cases be distinguished from controls in a cross-cohort man-
ner with random forests based solely on miRNA expression profiles?

RQ2: In what way does the ML model’s ability to distinguish LC cases from con-
trols depend on the elapsed time between the blood sample date and the
diagnosis date of patients?

RQ3: How can feature extraction methods help in improving the final model’s
predictive performance while also reducing model size?

RQ4: To what degree could the final model be used as a diagnostic tool?






Chapter 2

Background

This chapter aims to give the reader some background reading in both the biology
interesting for the problem domain and some of the computational methods used
in the modelling of the biological data. First, LC is covered with a focus on the
efficacy of current screening techniques and their effect on survival. Then, miRNAs
are explained in a general sense and their potential as circulating biomarkers for
LC is discussed. Finally, the rationale behind some of the chosen computational
methods are explained. Other methods were also used during the course of the
project, these are outlined in the Methods chapter.

2.1 Lung Cancer

LC is the most prevalent cancer type found in men (about 1.4 million new cases
in 2018) and the third most occurring cancer type in women (about 725 000 new
cases in 2018) [4]. In 2020 alone, an estimated 2.2 million new cases of LC were
found worldwide and were the cause of about 1.8 million deaths. This accounts for
11.4% of all new cases of cancer and 18% of all new cancer deaths for the year,
making LC the leading cause of cancer death in 2020, followed by colorectum
cancer at 9.4% of cancer deaths [14].

2.1.1 Histology

LC is often broadly divided into two main types: Small Cell Lung Carcinoma
(SCLQ), accounting for approx. 15% of LC cases, and Non-Small Cell Lung Car-
cinoma (NSCLC), accounting for approx. 85% of cases. The key differences between
these types are patient outlook and the appearance of the cancer cells under a mi-
croscope, with SCLC cells being more aggressive and smaller in size than NSCLC
cells [5]. NSCLC is often further divided into three major histological subtypes,
each originating from different types of lung tissue: Squamous Cell Carcinoma
(SQ), Adenocarcinoma (AD) and Large Cell Lung Carcinoma (LCLC) [15]. All LC
types correlate well with the smoking status of the patient, but it is worth men-
tioning that AD is the most common LC type among non-smokers. [15] The data
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used in this study only distinguish cancer cases with labels for SCLC, AD and SQ,
as these histological types together constitute the vast majority of diagnosed LC
in the general population [15].

2.1.2 Survival

SCLC is generally both more aggressive and has a worse prognosis than NSCLC.
The overall 5-year survival rate is only about 5% for this type of LC, which in part
can be explained by the early and fast spreading that is characteristic for SCLC
with 90% of patients presenting with either locally advanced or distant metastatic
disease (stage III or IV cancer) at the time of diagnosis [5]. In the cases where early
stage SCLC is diagnosed and treated, the 5-year survival rate looks much better
than for the general SCLC patient; one study only consisting of patients diagnosed
with stage I SCLC found a 40% survival rate with resection alone and 52% survival
rate with resection in combination with chemo-/radio-therapy [5]. The survival
rates for NSCLC are generally higher, with 5-year survival rates of 70-90% for
stage I NSCLC. They however show a similar pattern in regards to cancer stage
at the time of diagnosis. While stage I NSCLC at diagnosis gave 1-year survival
rates of 81-85%, stage IV NSCLC had 1-year survival rates of 15-19%. Being less
aggressive than SCLC, 75% of NSCLC patients have either stage III or IV cancer at
the time of diagnosis [5]. Still, this means that most L.C patients with either SCLC
or NSCLC already have advanced cancer once the cancer is first detected.

2.1.3 Screening

The high percentage of LC patients presenting with advanced or metastatic dis-
ease and the improved survival rates associated with early discovery and treat-
ment are strong motivations for improved LC screening. Today, screening is mostly
done via imaging techniques such as Chest X-Ray (CXR) or Low Dose Computed
Tomography (LDCT), with LDCT providing more detailed images of the chest at
a higher monetary cost and a higher patient radiation exposure than CXR [5]. In
addition, several Randomized Controlled Trials (RCT) have shown that screening
with either CXR or sputum cytology is not associated with a reduction in either
LC death or the number of patients with advanced disease compared to the gen-
eral population over time, even though more cancer cases are detected [6]. LDCT
has shown more promising results in similar RCTs, with a significant reduction
in overall LC death: the National Lung Screening Trial (NLST) reported 356 LC
deaths in the LDCT screened population vs 443 LC deaths in the control population
[6]. However, LDCT identifies both malignant and benign non-calcified nodules
as cancerous, and as such, the screening method is associated with variable false
positive rate leading to overdiagnosis [6]. The rate at which LC is overdiagnosed
because of LDCT is unknown, and varies from study to study, but according to the
RCTs reviewed in [6], across all trials and cohorts, 20% of patients in each round
had positive results from LDCT that required follow-up, while in reality only ap-
prox. 1% of them actually had LC [6]. The radiation dose, risk of false positives
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and the monetary cost of each LDCT scan makes screening today focused on at-
risk populations only: for instance, there is no evidence that there is benefit in
screening never-smokers for LC using LDCT [5].

Methods for LC screening that are cheaper, less invasive, that can detect malig-
nancies earlier and have higher specificity (lower false positive rate) are therefore
needed, and several potential blood-borne biomarkers have been investigated to
this end [15]. As a small part of this effort, this thesis will look at how miRNA
sequenced from blood samples can help in screening for LC, as these RNAs have
been shown to be deregulated in LC and other forms of cancer [15].

2.2 MicroRNA

2.2.1 Discovery

miRNAs were first described in 1993 and then later in 2000 by molecular geneti-
cists studying the lin-4 and let-7 genes, respectively, of the nematode Caenorhab-
ditis elegans (C. elegans) [16, 17]. It was already known that these genes had im-
portant roles in properly timing the development of C. elegans. However, instead
of transcribing to protein-encoding mRNAs as expected, these specific genes tran-
scribed to non-coding RNAs (ncRNA), and among them were short ncRNAs of
~22 nt length [16, 17]. These short ncRNAs were further shown to have partial
complementarity to multiple well-conserved sites within the 3’ Untranslated Re-
gions (UTR) of specific mRNAs that were also known to influence the C. elegans
development [16, 17]. It was therefore proposed that in some way relating to
this partial complementarity and consequent hybridization, these short ncRNAs
inhibited translation of the protein-coding mRNA with complementary sites in
their 3'UTR [7]. At first, this was thought to be an isolated case unique to C. el-
egans, but in following studies, the let-7 gene was also recognized in humans and
other animals, with similar effects on gene expression over time [7]. Following
this came discoveries of other short ncRNAs similar to let-4 and let-7 in both size
and in originating from regions of RNA transcripts that fold onto themselves to
form hairpin structures [7]. Eventually, these became the class of ncRNA known
as MicroRNA, and today, more than 1900 different human miRNAs are contained
in miRBase[ 18], the online archive of miRNA sequences and annotations.

2.2.2 Biogenesis

All miRNAs are similar in size and general function, but their biogenesis pathway
sometimes deviates from the general case, which is why the distinction between
canonical- and non-canonical-miRNAs is often made. miRNA genes are found
across the whole genome, often as purely non-coding genes with miRNAs as the
only product or in the introns or UTRs of protein coding genes. miRNA genes are
seldom found in coding exons, as processing of the miRNA would destroy the pro-
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tein coding sequence [19]. Many genes that code for miRNA have been found to
be well conserved with comparable function across species [7]. The miR-1 in hu-
mans and its identified orthologs in other species, such as flies and worms, have
been found to have similar important functions in the muscle and heart tissue of
these animals [20].

A simplified version of the metazoan canonical miRNA biogenesis as described in
[7] follows: The canonical miRNA biogenesis starts with RNA Polymerase II (Pol
IT) transcribing a miRNA gene to a pri-miRNA, which is a much longer sequence
than the mature miRNA, sometimes over 1000 nts in length. The pri-miRNA then
folds onto itself by the base pairing of two, often quite close, regions that are
(partially) reverse complements of each other along the pri-miRNAs direction.
This folding happens at one or several locations along the pri-miRNA and creates
double helix structures ending in unpaired loops: often called hairpins (see fig.
2.1-A). Hairpins with stems of specific lengths (35 £ 1 base pairs) ending in a ter-
minal unstructured loop and surrounded by single-stranded regions are what the
Microprocessor complex ! in turn recognizes as their targets and cleaves off from
the pri-miRNA, creating independent hairpins called pre-miRNA (see fig. 2.1-B).
These hairpins are then transported from the nucleus of the cell to the cytoplasm
by the proteins Exportin-5 and RAN-GTP In the cytoplasm, pre-miRNAs are further
processed by the Dicer enzyme, which cuts up the strands near the terminal loops,
effectively removing the loop and breaking the continuous sequence, producing
a so-called miRNA duplex, consisting of the mature miRNA and its (sometimes
partial) complement passenger strand (miRNA*) (see fig. 2.1-D). This duplex is
then bound to a high energy state Argonaute (AGO) protein, which expels the
miRNA* through relaxing back to a lower energy state, leaving only the miRNA,
the AGO, and other proteins to form an RNA induced silencing complex (RISC)
incorporated with miRNA. The RISC then uses the miRNA as a guide strand for
targeting different mRNAs by binding to their 3’'UTR, regulating their expression
by different modes of translational silencing (see fig. 2.1-E).

Non-canonical miRNAs also form RISCs with AGO, but often bypass interaction
with either the Microprocessor complex or Dicer [7]. Also worth noting is that
one miRNA gene might not always produce the same mature miRNA because of
deviations in how Drosha and Dicer cut the miRNA precursors or which of the
sequences in the miRNA duplex is expelled by AGO [19]. These variations are
referred to as isomiRs, and open for even wider targeting of different mRNAs
from the same miRNA gene as each isomiR will have different gene targets [19].

Microprocessor complex - consisting of one Drosha endonuclease accompanied by two DGCRS8
proteins
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Metazoan miRNA gene
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Figure 2.1: The canonical miRNA biogenesis and targeting pathway as seen in
"Metazoan microRNAs’[7] and seed region as seen in 'MicorRNAs-targeting and
target prediction’ [21].
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2.2.3 Targeting and function

One of the key differences between miRNAs and other ncRNAs, like short interfer-
ing RNAs (siRNA), is that miRNAs do not require near-perfect complementarity
to target mRNA to regulate their expression [21]. Once miRNAs are loaded into
RISC, the silencing complex will seek out all mRNAs that are complementary by
Wattson-Crick pairing. However, nucleotides at positions 2-7 from the 5’ end of
the miRNA, also known as the "seed" region (see fig. 2.1-H), have been identified
as especially important because RISC uses these positions as nucleation signals for
target recognition [21]. The importance of pairing in this relatively short region
on the miRNA opens up for a wide range of potential mRNA targets by virtue of
simple statistics. Some mRNAs will even have several target sites, most often in
their 3’'UTR as mentioned, resulting in additive silencing effects of the different
matching miRNAs [21]. In humans, the most common effect of the miRNA medi-
ated targeting is that RISC facilitates cleavage of the poly(A) tail from the mRNA,
eventually leading to its degradation in the cytoplasm and in turn preventing its
translation to proteins (see fig. 2.1-G) [19]. However, the nature of this silencing
effect can vary and is often dependent on what kind of other complements ex-
ist between the miRNA and mRNA in question. In plants for instance, it is more
common to see complementarity in the central region of the miRNA (nucleotides
9-11) in addition to the seed region, and this additional complement allows RISC
to directly slice the target mRNA by endonuclease activity in AGO, causing an even
stronger silencing effect (see fig. 2.1-F) [19].

More than half of human protein-coding mRNAs have one or multiple conserved
miRNA target sites in their 3’UTR [22]. As such, any human disease or develop-
mental process is more than likely subject to regulation by miRNAs at some point.
Indeed, miRNA gene knockout studies in mice, in which one or more miRNA genes
are made inoperable in the organism, sometimes provide for abnormal and unvi-
able phenotypes, particularly when highly conserved miRNA families are knocked
out [7]. The different miRNA knockout phenotypes in mice are remarkably di-
verse: some deteriorate in utero, while some have later severe developmental
issues such as neurological disorders, infertility, blindness, deafness, immune dis-
orders, cancers or other defects in a great variety of tissues [7].

miRNAs are therefore regarded as important regulatory ncRNAs in most animals,
but mRNAs are already regulated extensively at the transcriptional level by chro-
matin, so why is their repression by miRNA in the cytoplasm necessary? miRNAs
add another layer of regulation that extends and complements the transcriptional
layer of control. They do this with mechanisms such as their wide mRNA targeting
and their additive silencing effects on mRNAs with multiple targets. These mech-
anisms introduce complexities in the gene expression of each cell, which can help
in development, differentiation and disease control in different tissues. David P
Bartel summarizes the importance of miRNAs in animals in 'Metazoan microRNAs’



Chapter 2: Background 11

[7]:

... the metazoan miRNAs can be thought of as the sculptors of the
transcriptome. Transcription and other nuclear events set up a column
of gene expression, and then the miRNAs, like a stone sculptor, chip
away at this column. Occasionally they chip away enough to either
trigger or sharpen a developmental transition, but more generally
they produce a much more complex topology of gene expression, with
more optimal levels of many proteins in each cell of each tissue.

2.2.4 Circulating MicroRNAs as Lung Cancer Biomarkers

miRNAs have been shown to be differentially expressed in cancer as both tumor
suppressors and oncogenes (oncomiRs) [23]. miRNAs have also been shown to be
deregulated in circulating blood for LC specifically [8-10]. This study uses blood
serum and plasma samples as the main data source. miRNA patterns can be gen-
erated from serum, plasma and whole blood as they are present (to uncertain
degrees) in exosomes, which are released in blood from almost all cell types, and
some specific blood cells [24]. Although miRNAs have been found to be differ-
entially expressed for LC cases and controls in individual studies, the biological
mechanisms are complex and unclear. Differential expression studies often report
different miRNA as being the most significantly differentially expressed [24, 25].
Expression of single miRNAs are accordingly not always disease specific - there are
no specific circulating miRNAs found to date which can consistently separate LC
cases from controls in a general sense across populations and cohorts, but there
is reason to believe these miRNAs exist [24, 25]. As a consequence, the present
study aimed to study miRNA signatures instead of single miRNAs for LC predic-
tion across cohorts.

The process of sequencing miRNAs from serum and plasma blood samples was
done by using a form of RNA-seq [12] where input material is enriched for small
RNAs (commonly referred to as miRNA-seq). A detailed description of this pro-
cess is included in section 3.1.1. miRNA expression profiles generated from NGS
methods are more expensive, take a longer time, require a higher RNA contents
in the sample, and generally requires a more complex infrastructure than qPCR
and microarray methods [26]. However, they have a higher dynamic range and
are not dependent on hybridization - one does not need to know the identity of
the miRNAs to be sequenced, so NGS can combine de novo discovery and quan-
tification of miRNAs. miRNA profiling with RNA-seq also introduces biases in the
miRNA profiles, particularly for small and lowly expressed sequences [27, 28].

The differences in how miRNA profiling is done across studies, the differences in
population characteristics of the source material used, and the batch effects that
are introduced in the lab can all affect the reproducibility of miRNA differential
expression studies. Therefore, the data preprocessing of miRNA profiles is an im-
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portant step for identifying miRNAs that are actually differentially expressed in
diseased patients, especially in multi-cohort studies such as this one. The data
preprocessing step is outlined in section 3.1. Finally, to handle the inherent noisy
and high dimensional nature of data amplified by PCR and sequenced by NGS, a
machine learning method that can handle this kind of data was needed.

2.3 Random Forests

To deal with the complex biological nature and the high dimensionality of the
miRNA expression profiles, random forests were chosen as the ML method for
doing LC prediction. Random forests is an ensemble ML method that spawns a
number of decision trees at training time [29]. By themselves, deep decision trees
are prone to overfitting because of the rapidly decreasing sample sizes supporting
each assumption as more splits are made, and these splits will model the training
data exactly. Therefore, decision trees have low bias, but high variance - which
can be particularly detrimental when modelling noisy transcriptomic data. Ran-
dom forests try to address this high variance in individual trees by using bagging
over several decision trees that are only trained on subsets of the original feature
space, and sometimes a subset of the samples themselves? (bootstrapping). Both
classification and regression tasks can be modelled with random forests - classi-
fiers use the majority voted predicted class from the individual decision trees as
output, while regressors take the average of the predictions from all the individual
regression trees according to equation 2.1, where B is the number of bootstrapped
samples, f}, is the decision tree trained on the bootstrapped training data and x’
are the bootstrapped observations to be predicted.

B
f= %Zfb(x’) 2.1)

Genomic data, such as miRNA expression matrices, are both high dimensional,
having the property of large p and small n, and have features that are highly
correlated. These kind of data are ill-suited to be modelled with classical statist-
ical techniques, which often assume independent variables. Random forests can
deal with high dimensional data because the individual trees will choose greed-
ily among the bootstrapped features to split the data, and taking the average of
these trees handles both the individual trees’ high variance and the correlations
between variables [30].

The most important features in the forest can also be conveniently extracted from
the model by using the gini importance of each feature, which is used in the final
experiment of this study. Gini importance is calculated by taking the decrease
in node impurity and weighting it by the probability of reaching the node (node
probability). The node probability is simply defined by the number of samples that

2Bootstrapping over samples was not used in the present study, see section 3.2.3.
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reach the node divided by the total number of samples. Gini importance provides a
good approximation of which features are most important for making a prediction,
but it is not capable of totally excluding any features, and has also been shown to
give biased representations in bioinformatic data specifically [31].

2.4 Autoencoders

An autoencoder was constructed during this project with the aim of creating a min-
imal representation of the miRNA matrices. Autoencoders have previously been
used to extract latent miRNA features with promising results in miRNA-disease
association prediction [32]. Autoencoders are feedforward, non-recurrent neural
networks composed of two main parts - an encoder that transforms the data into
the lower desired dimensionality code and a decoder that takes this code as input
and tries reconstruct the original input of the encoder [33]. This general structure
is outlined in figure 2.2. Backpropagation is done on all layers of the model and
is based on the error in reproducing the original input data, meaning no target
variables are fed to the model. By passing the data through the lower dimensional
space, the autoencoder will hopefully learn to create efficient and minimal encod-
ings for the training data; lower dimensional latent representations of the original
data that retain only the 'most important’ information. After training, the decoder
part of the network can be decoupled, and the latent representations can be gen-
erated using the encoder only.
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Figure 2.2: The general architecture of autoencoders. Figure taken from ’Applied
deep learning - part 3: Autoencoders’ [34]






Chapter 3

Methods

The following chapter describes the data preprocessing and modelling steps taken
to create two random forest models, one classifier and one regressor, for predict-
ing the LC diagnosis of a patient given a miRNA count vector. Both models were
trained on prediagnostic cohorts - the classifier is trained on the miRNA count vec-
tors in combination with their binary LC status, while the regressor is fed a linearly
transformed LC status that is calculated with respect to the time elapsed between
when the blood sample was taken and the LC diagnosis was made. Both models
are finally tested on a diagnostic cohort, where the blood sample was taken on
the same day as when the LC diagnosis was made. A flowchart visualizing the
main steps taken to achieve this is included in figure 3.1. In addition to this main
model, experiments were carried out to understand the miRNA profile data in a
general sense. Some different dimensionality reduction and sampling techniques
were performed to assess how they affected the predictive performance of models
trained on miRNA data.

3.1 Data preprocessing

This section describes the steps taken to generate a robust multi-cohort miRNA-
seq dataset used to train and validate models that try to predict for LC diagnosis
given a miRNA count vector. Blood samples from The Central Norway Lung Cancer
Biobank (CNLCB), The Trgndelag Health Study (HUNT), The Norwegian Woman
and Cancer Study (NOWAC) and the Northern Sweden Health and Disease Study
(NSHDS) were separately sequenced for miRNAs. The resulting data were then
combined and processed, and the main patient cohort characteristics for the res-
ulting data are included in section 4.1.1.

3.1.1 From blood samples to mature miRNA count matrices

The procedure for constructing mature miRNA count matrices from the patient
and control blood samples of each cohort was carried out at the Department of

15
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Clinical and Molecular Medicine at NTNU. Even though the four longitudinal co-
horts collected different kinds of blood samples from the patients, either plasma
or serum, they could be subjected to roughly the same procedure for miRNA quan-
tification. A brief explanation of this process, described in more detail in [35, 36]
with some minor deviations, follows.

After collection, the blood samples from the LC patients and control groups were
initially stored at -80°C in a research Biobank for varying time intervals before
being treated with the QIAGEN miRNeasy serum/plasma kit [37]. This kit is de-
signed to isolate the RNA contents of both serum and plasma blood samples for
subsequent sequencing. First, a reagent of this kit was added to the samples that
promote the breakdown of the cell membranes (lysis), inactivate RNases, and
extract most of the cellular DNA present in the sample. Then, the solution was
centrifugated, forcing the broken down contaminants to the bottom of the solu-
tion, yielding an upper aqueous phase containing RNA, which was then extracted.
Finally, these were added to the spin column included in the QIAGEN kit, which
binds all the RNA to a membrane and washes away the final rest of contamin-
ants. The RNA-containing solutions were then suspended in RNase-free water and
stored away, again at -80°C, until quality control and the actual RNA sequencing
stage of the process could begin.

Before starting library preparation, the RNA purity and concentration of the samples
were assessed using the NanoDrop™ ND-1000 spectrophotometer [38]. Addition-
ally, a random subsample of the samples were further quality controlled using
Eukaryote total RNA pico assay on the 2100 Bioanalyzer [39]. Results from these
controls were considered acceptable to continue with preparing the cDNA librar-
ies. For this, the samples were prepared with NEXTFLEX® Small RNA-Seq Kit for
[llumina® Platforms [40] according to instructions from the manufacturer. PCR
Amplification was run for 13 cycles during this step, and ten different already
known calibrator oligoribonucleotides were added to be used for internal controls.
The resulting miRNA fragments were then sequenced on the Illumina® HiSeq sys-
tem, with single read length of 50 base pairs, at the Genomics Core Facility (GCF)
at NTNU.

The raw sequencing data were first quality controlled with fastQC [41], before
they were trimmed for adapter sequences and then collapsed into single unique
reads accompanied by their read counts. These reads were mapped to the human
genome (hg38) with bowtie2 [42], and sequences that overlapped with mature
miRNA loci were identified with htseq-count [43]. After filtering out reads with
imperfect alignment to the genome, the total number of reads per miRNA was
computed. The identified miRNAs were then annotated with miRBase v22 [18],
and isomiR variants were identified using SeqBuster [44]. Finally, isomiRs with
imperfect matching to the genome were removed, and the read counts were qual-
ity controlled with respect to the control oligoribonucleotides added before se-



18 erlenfau@NTNU: miRNA signatures for LC prediction

quencing to ensure that each library had comparable sequencing runs. This whole
process yielded mature miRNA matrices for each of the cohorts containing the raw
read counts of all identified miRNA for each patient enrolled in the cohort.

3.1.2 Combining data from the different cohorts

As this study aimed to model a signal in the miRNA matrices that could predict LC
across all the four cohorts, their data had to be carefully consolidated. Some dif-
ferences existed between the cohorts in both the identities of the miRNAs included
and in the kind of patient-specific data reported. miRNAs that were not identified
in all the four cohorts were excluded from this study, decreasing the total amount
of distinct miRNAs from 2272 to 1375. This inner join was done to ensure that
the ML model would not be fed missing values during training or prediction and
was therefore strictly necessary to produce viable cross-cohort models. Excluding
this many miRNAs represents a significant loss of the feature space that could po-
tentially hold information for making predictions. However, even stricter filtering
for minimum expression is applied in the later steps. Also, the assumption can
be made that miRNAs excluded in this way are more likely to only hold cohort-
specific 'noise’ than the remaining miRNAs. The resulting combined data included
reads for 1375 different miRNAs for 1018 samples in total.

The patient-specific data were more complex to consolidate, as there were some
differences in their level of detail and what kind of categories the different cohorts
used. Cancer status, lane on the flow cell, sex, and age could all be extracted dir-
ectly from the clinical datasheets. However, the histological subtypes, cancer stage
groups, and smoking status had to be brought to the lowest common level of gran-
ularity. The histological subtypes were consolidated to either AD, SCLC, SQ or an
'Other’ category. The cancer stage groups were consolidated to 'Early’, 'Middle’,
or ’Advanced’. The smoking status became either ’Current’, 'Former’, or ‘Never’. A
column indicating what kind of blood sample the cohorts used was also added to
the patient matrices. CNLCB and HUNT are based on blood serum samples, while
NOWAC and NSHDS are based on blood plasma. Finally, the Time to diagnosis
was calculated for each patient. This column represents the elapsed time between
when the blood sample was drawn and when the LC diagnosis was established.
HUNT, NOWAC, and NSHDS are all prediagnostic cohorts, meaning that a certain
amount of time elapsed between the blood sample date and the diagnosis date
for all patients. This was not the case for CNLCB, as blood samples in this cohort
study were taken at the time of diagnosis. This fact was later leveraged in the
design of the final model.

Some final touches were then done to remove all missing values and make present-
ing results easier. Missing values for patient age were imputed according to the
mean (only a couple of added data points). Relevant continuous variables were
made categorical for presentation of results. An overview of the resulting data is
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presented in 4.1.1.

3.1.3 Filtering and normalization

Once the data from the four different cohorts were properly combined, they were
ready to be count filtered and normalized. This step is primarily done to reduce the
noise in the mature miRNA count matrices that stem from either the blood samples
themselves or from steps taken in section 3.1.1. First, utilizing the Bioconductor
package edgeR [45], all miRNAs that did not have more than 2° count-per-million
(CPM) in more than half the total samples (509) were filtered out of the data set.
CPM was calculated according to equation 3.1, where X; represents the number
of reads for a particular miRNA in a sample and N is the total number of reads
for that sample.

X:
CPM; = Nl*mﬁ (3.1)

Filtering by CPM instead of raw read counts ensure that differences in per-sample
library sizes are accounted for. In essence, CPM filtering makes it more likely that
the remaining miRNAs in the data set are biologically relevant, as miRNAs gen-
erally need to be expressed above a certain threshold to have any real effect on
gene expression (see section 2.2.3). Also, the discrete nature of the sequencing
itself makes it so that the difference between a 0 and 1 read count, for example,
can be very high, and this can interfere with the statistical methods used later (see
also [46]). Lastly, this study looks at miRNAs expressed in circulating blood, and
one could assume that lowly expressed miRNAs in this context are more likely to
be related to unwanted background noise. This exact filtering was found by using
a combination of searching for the optimal values in the prediagnostic cohorts!
with regards to AUC and from recommendations in literature?. In total, this step
further reduced the number of miRNAs in the combined miRNA matrix from 1375
to 193 unique miRNAs.

After filtering, the raw counts were transformed to log,(CPM), with CPM as
defined in equation 3.1. CPM was used for the same reason as in the filtering
stage - to normalize each read in a sample with the total miRNA content of the
sample so that any two samples with different sequencing depth can be com-
pared. With log transformation on top of this, the proportional rather than the
additive differences between the reads are modeled, and proportional differences
are often more interesting in this particular context. Also with base 2, the log
transformation intuitively scales with PCR amplification, as a doubling in amount
of reads corresponds to a change of exactly 1 log,(CPM). At this stage, further
normalization is often done on RNA-seq data to reduce the variability between

1CNLCB was excluded in the search to avoid overfitting.
2Different studies vary in regards to recommendations on how strict this filtering should be, but
26 is within the ranges observed in multiple studies.
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each identified transcript. An explanation for why this step was omitted is given
in section 5.2.1.

3.1.4 Dealing with batch effects

Even though all cohorts were processed in a similar manner all the way from
blood sample collection to the mature miRNA matrices, the presence of cohort-
specific batch effects is highly probable. There are several steps involved in both
sample taking, preparation, and sequencing that can potentially introduce these
kinds of effects. Each of the four cohorts were sequenced within different time
frames, and this means that the temperature and ozone levels in the lab and the
staff performing the liquid handling could vary for each of them. These are well-
known significant batch effects in NGS data [47]. Also, cohort-specific batch ef-
fects naturally include the biological differences between blood plasma and blood
serum, as the cohorts vary in this regard as well. The existence of these cohort-
specific batch effects were confirmed with PCA plots for the whole miRNA matrix
with cohort coloring (see section 4.1.2). To reduce the impact these effects, the
removeBatchEffect() function from the Bioconductor package limma [48] was
used. This function works by fitting a linear model to the miRNA matrix including
the batch vector, and subsequently removing the component in the matrix related
to the batch. It is worth noting that data outputted by this method are ill advised
to use with linear or statistical differential expression models at a later stage, as it
is more robust to provide the batch vector as a covariate [49]. For the ML methods
used in this study, including a categorical variable like this could not be done in
an elegant way.

3.1.5 Further dimensionality reduction

The miRNA matrix produced by the preceding steps contained 193 normalized
miRNA counts for 1018 patients. Producing a minimal version of the feature space
could improve both the running time of the algorithms used and potentially in-
crease the final model performance. However, many considered methods of di-
mensionality reduction, such as LASSO or feature importance in random forest,
require a separate discovery dataset. This is because these methods filter out fea-
tures that do not contribute to or decrease the accuracy of the model in a su-
pervised manner, indirectly revealing the target variables to the model. Apply-
ing such methods lead to overfitting if the data is not isolated from the training
or validation sets. Supervised feature extraction methods were consequently not
used because retaining as many samples as possible in the training and validation
sets was prioritized. Nevertheless, there exist methods for reducing dimension-
ality in an unsupervised manner that can be applied on training and validation
data without overfitting as consequence, and some of these were tested. PCA was
used primarily as a visualization tool. Autoencoders were tried out to see if an
encoded version of the feature space could retain or even improve the model’s
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predictive performance. Lastly, only using miRNAs with known LC associations in
the literature was tried out to see if it could help in producing a minimal model
with comparable or better performance.

PCA

2 component Principal Component Analysis (PCA) was used to visualize the main
differences between samples in the miRNA matrices. PCA reduces the dimension-
ality of a matrix by finding the greatest variance by some scalar projection, and
making this the first coordinate of the matrix. This step is then repeated to produce
as many components as needed [50]. PCA was mainly used to verify the data pre-
processing. In particular, the removal of batch effects had quite visible effects on
the two principal components of the complete miRNA matrix (see section 4.1.2).

Autoencoders

In this study, an autoencoder with an architecture as outlined in figure 3.2 was
constructed to reduce the dimensionality of the data from 193 to 32 dimensions.
During training, the autoencoder’s weights and biases were updated by back-
propagation on its ability to recreate the miRNA matrix according to the Mean
Squared Error (MSE) loss function. Adam [51] was used as the learning rate
optimization algorithm. After 100 epochs over the training data, the model loss
converged and the encoder part of the architecture was ready to be decoupled
and used to create encoded versions of miRNA vectors. To test how the result-
ing encoding influences the predictive value of the miRNA data, an experiment
was carried out on the whole dataset: two random forest classifiers with default
hyperparameters from the scikit-learn implementation [52] were trained on the
complete miRNA matrix and the encoded version respectively to predict the biolo-
gical sex of each patient. It is well established that there is differential expression
of miRNAs between biological sexes [53], and one could therefore assume that
this experiment could serve as an adequate baseline for assessing data quality.
Stratified 5-fold cross validation on the complete miRNA dataset was used to gen-
erate training and testing data. This experiment served as both a sanity check on
the preprocessed complete data and as a test to check whether the encoding could
have either positive or negative effect on predictive performance. ROC curves and
AUC (see section 3.2.4) for each fold were used as evaluation metrics to compare
the models trained on the original and encoded data respectively.

Known miRNAs

Several potential circulating miRNA biomarkers for LC have been identified in the
scientific literature [54, 55]. Differential miRNA expression studies often report
only the very best performing miRNAs for separating cases and controls, and the
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Figure 3.2: The architecture of the autoencoder tried out for dimensionality re-
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training to produce a 32-dimension version of the feature space. All hidden lay-
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Table 3.1: The panel of miRNAs identified in [55] having log,(CPM) values in
the preprocessed data.

hsa-miR-10b-5p hsa-miR-183-5p hsa-miR-335-3p
hsa-miR-125b-5p hsa-miR-193a-5p hsa-miR-335-5p
hsa-miR-126-3p hsa-miR-19b-3p hsa-miR-483-3p
hsa-miR-126-5p hsa-miR-21-3p hsa-miR-483-5p
hsa-miR-146b-5p hsa-miR-21-5p hsa-miR-486-3p
hsa-miR-155-5p hsa-miR-25-3p hsa-miR-486-5p
hsa-miR-182-5p hsa-miR-30c-5p hsa-miR-7-5p

identified miRNAs frequently vary from study to study. To construct a panel of
circulating miRNAs interesting in a LC context, a systematic review of differential
expression studies in western populations was used [55]. This review screened
differential expression studies according to several selection criteria and reported
miRNAs with significant LC association in > 2 of the selected studies. A dataset
was constructed based on this panel by inner joining it on the complete dataset.
The resulting dataset only included log,(CPM) for the miRNAs listed in table 3.1.

An experiment was then carried out to assess how this panel would fare in separ-
ating LC cases from controls in comparison with the complete data as prepared in
sections 3.1.1-3.1.4. Again, two random forest classifiers were constructed with
default hyperparameters from sklearn [52] and trained on the complete data and
the data derived from the miRNA panel respectively. As this feature selection tech-
nique is focused on only retaining miRNAs with LC association, the models were
trained and evaluated on their ability to separate LC cases from controls. To re-
duce the noise from LC cases with diagnosis date far into the future, all LC cases
with more than 5 years in Time to diagnosis were excluded from this experiment,
yielding an imbalanced dataset with 504 controls and 407 LC cases. Stratified 5-
fold was used to evaluate the models, and ROC and AUC were reported for each
fold.

3.2 Modelling

This section describes the steps taken to train and validate Random forest models
on the data as prepared in the previous section. None of the further attempts at
dimensionality reduction produced acceptable results in their respective experi-
ments to warrant their use in further modelling. Throughout the modelling stage,
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both Random forest classifiers and Random forest regressors from scikit-learn [52]
were trained and evaluated on the data as prepared in sections 3.1.1-3.1.4. Clas-
sifiers were trained to distinguish cases from controls in a binary fashion, with Os
representing controls and 1s representing LC cases. The random forest classifiers
were trained without any consideration of Time to diagnosis, while the random
forest regressors were trained to fit the miRNA expression profiles to a continuous
target variable calculated by incorporating Time to diagnosis.

3.2.1 Incorporating Time to Diagnosis in the target variable

The time difference between the blood sample date and diagnosis date for patients
in the prediagnostic cohorts could have significant effects on the performance of
models trained on this data. The distribution for Time to diagnosis in the different
cohorts is reported in figure 4.1. In some cases, the time difference is so significant
that the blood samples could have been taken before any LC signal was present in
the miRNA expression profile of the patient. To control for these time differences
and also assess the degree to which they affected performance of models trained
on this data, a linear transformation of the target variable in the prediagnostic
cohorts was performed. The transformation was done according to equation 3.2
on all patients with an established L.C diagnosis.

ATrrp

max(ATTTD) (3.2)

Yrrp=1—

Here, the elapsed time between drawing of blood samples and diagnosis date of
each patient was divided by the maximum Time to diagnosis observed in the data-
set and then subtracted from 1. All controls’ target variables were set to 0. This
transformation requires the assumption that any signal indicating LC will linearly
decrease as the time between blood sample and diagnosis date increases. The
exact shape of the function of time on this signal is not known, but this linear
transformation produces a continuous target variable between 0 and 1 in which
patients with a value closer to 1 have a higher probability of actually providing an
LC signal in their miRNA expression profile. This transformation was only done
on training data fed to the model, and functioned as a weighting of the examples
from the prediagnostic cohorts. Time to diagnosis could have been included as an
additional feature in the training data, but this would diminish the models capa-
city as a diagnostic tool, as for every example fed to the model, a Time to diagnosis
feature would have to be given as well. Introducing this feature would also be com-
plicated for the control groups, as it would not be applicable for these samples.
Finally, models trained against this transformed target were only evaluated with
binary targets, in practice making the model a probabilistic classifier, which when
compared to the true binary targets could provide sensible ROC curves and other
performance metrics relevant for any diagnostic tool.
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3.2.2 Sampling

Two main sampling techniques for validation of trained models were utilized:
hold-one-cohort-out and stratified 5-fold cross validation. As the goal of the study
was to find a generalizable signal in the miRNA matrices that could predict for LC
in any sample, the models’ ability to predict LC across cohorts was emphasised.
As patients in the CNLCB cohort had a more certain disease status due to the fact
that blood samples were taken at the same time as a diagnosis was established
and the fact that the prediagnostic cohorts’ targets could be linearly transformed
for training purposes as detailed in 3.2.1 - the CNLCB cohort was mainly used as
the test cohort while the prediagnostic cohorts served as training data.

Hold-one-cohort-out was also used the other way around: to assess the predictive
performance of models trained on one prediagnostic cohort validated on the re-
maining prediagnostic cohorts, but this was only used to inform decisions on the
final design and to visualize how Time to diagnosis affects the training data. In the
same vein, stratified 5-fold cross validation was used on the prediagnostic cohorts
to gain understanding of how well models performed when trained and evaluated
on only themselves. Some results from these hold-one-cohort-out experiments are
included in section 4.2.1, while the full version is included in appendix A. It is im-
portant to note that all models from these experiments were validated on binary
target variables, meaning that even if an LC diagnosis was set in the far future,
it was classified as a case of LC. The hyperparameters used for this experiment
were set to the default parameters for scikit-learn [52] random forests, except for
n_estimators, which was set to 1000.

To see how models trained on CNLCB only could predict for LC on itself, classifiers
for a stratified 5-fold cross validated CNLCB were trained and evaluated. Finally,
to see how a model trained on CNLCB performed in the other cohorts, a classifier
trained on the full CNLCB set was evaluated on the prediagnostic cohorts. As the
CNLCB data only has binary targets, even when incorporating Time to diagnosis,
only results from the classifiers trained on CNLCB are presented in the results
section. For this experiment, the same hyperparameters from the classifier as in
table 3.2 were used. Some results from this experiment are included in section
4.2.1, the full results are presented in appendix A.

3.2.3 Hyperparameter tuning

To find the optimal hyperparameters for the main random forest models used in
this study, a mix of randomized and grid search on the most interesting para-
meters was done for both the regressor and classifier. The most interesting para-
meters for both were identified as: the number of trees used in the whole forest
(n_estimators), the number of features to consider for each splitin a tree (max_features),
the maximum depth of each tree in the forest (max_depth), the minimum required
samples for splitting a node in a tree (min_samples split), the minimum num-
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Table 3.2: The optimal hyperparameters for the RF classifier and regressor found

by random- and grid- search.

Final hyperparameters
Hyperparameter RF Classifier RF Regressor
n_estimators 1400 1500
max_features logs log,
max_depth 50 5
min samples split 5 2
min_samples leaf 10 1
bootstrap False False

ber of samples required for each leaf in a tree (min_samples leaf), and finally
whether a bootstrapping of the samples or the whole dataset should be used when
generating each tree in the forest (bootstrap). As CNLCB would serve as the final
test set for the model, only the prediagnostic cohorts were used for evaluating the
performance of each hyperparameter combination in the search.

First, random search with 5-fold cross validation was used to narrow down the
search for the best performing hyperparameters. The RandomizedSearchCV () func-
tion from scikit-learn [52] was used for this purpose. The classifier and regressor
each had to use different scoring functions because of the nature of their respect-
ive target function: as the regressor fits a model against the linearly transformed
target calculated with the help of Time to diagnosis, negative Mean Absolute Er-
ror (MAE) was used. For the classifier, accuracy was used as the scoring function.
The randomized search narrowed down the range of plausible values for each
hyperparameter: some ranges had particularly poor results and could therefore
be excluded. The narrowed search space was then searched exhaustively with the
GridSearchCV function from scikit-learn[52], still using 5-fold cross validation
and the same scoring functions for the classifier and regressor respectively. The
final hyperparameters for both models were found using a combination of extract-
ing the hyperparameters with the best results in cross validation overall, and an
analysis of plots that visualized the mean score for each value of the hyperpara-
meters in the search. The final hyperparameters for the random forest classifier
and regressor are included in table 3.2.



Chapter 3: Methods 27

3.2.4 Model evaluation

In diagnostic testing, simply outputting the binary predicted diagnosis status for
a patient is often not sufficient, as the optimal balance between sensitivity versus
specificity varies from disease to disease. In cancer diagnosis specifically, the cost
of false positives are high, and so any diagnostic test should have adjustable
prediction thresholds so that this trade-off can be tuned in an ad hoc manner.
Consequently, the probability of a patient having LC was used as model output
throughout. The RF regressor naturally outputs a probability that a given patient
has LC, as the transformed target variable in the training data models this prob-
ability according to an approximation of the time decay on the miRNA signal. For
the RF classifier, this probability has to be deduced from the proportion of trees
in the forest that votes in favour of either a positive or negative diagnosis status,
and this is done via the built-in predict proba() function from the sci-kit learn
implementation of random forests.

ROC curves were used as the main performance evaluation technique in this study.
ROC curves visualize the sensitivity and specificity of a probabilistic binary classi-
fier by plotting the true positive rate and the false positive rate for all the possible
cutpoints of the predicted probability [56]. Area Under the Curve (AUC) is defined
as the area under the ROC curve, and is useful as a summary of the ROC curve. Ac-
curacy, specificity, recall and F1 score were also calculated for the main classifier
and regressor respectively. These performance metrics require a set probability
threshold, which was already set for the RF classifier. The probability threshold
for the regressor was calculated by choosing the optimal value according to the
F1 score.

3.2.5 Backward elimination of miRNAs

For the best performing model, which in this case was the Random forest regressor,
a form of backward elimination was performed to assess which miRNAs contrib-
uted the most in predicting LC correctly. As gini importance has been shown to give
biased representations of feature importance [31], this measure was only used as
an ordering for which miRNAs to iteratively remove. Instead, for each removed
miRNA, a model was trained and evaluated with AUC. A detailed explanation of
the steps to perform backward elimination follows:

1. The feature importance of each miRNA was extracted from the best per-
forming model using the feature importances_attribute from scikit-learn
[52]. This is an attribute that gives the gini importance for each feature in
the random forest ensemble. The miRNAs were then sorted in ascending
order according to the extracted feature importance.

2. For each miRNA in this ordered list, the following was performed iteratively
until the list was empty:

a. The first miRNA of the list was removed, ie. the least important miRNA.
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b. Training data from the prediagnostic cohorts and testing data from
CNLCB containing only the remaining miRNAs in the list was gener-
ated.

c. A random forest regressor was fitted to the training data (with trans-
formed target variables).

d. Prediction was done on the CNLCB test data with the fitted model.

AUC for the predictions done in the previous step was calculated.

f. The miRNA that was removed and the corresponding AUC was appen-
ded to a 2d array for analysis.

®

3. Finally, the resulting 2d array was plotted. The x-axis was set to the removed
miRNAs and the y-axis was set to the AUC value for the model trained and
evaluated on the resulting miRNA matrices.

The resulting plots were visually examined, and ten of the miRNAs were identified
as having a particularly strong effect on AUC.

3.2.6 KEGG pathway analysis of most important miRNAs

The ten identified miRNAs that had the most significant effect on AUC after re-
moval were further studied for the functional pathways and regulatory roles of
their target genes. For this, DIANA-mirPath v3 [57] was used. TarBase v7.0 was
used for miRNA target prediction, which provides experimentally validated miRNA
targets. mirPath v3 outputted the KEGG pathways [58-60] associated with the
identified target genes, and the P-value threshold for inclusion of a pathway was
set to 0.05. The final KEGG pathway data outputted by DIANA-mirPath v3 were
downloaded, and the —log;, adjusted p-value for the 20 most significant path-
ways were plotted.
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Results

4.1 Results from data preprocessing

This section is designed to give an overview of the data as prepared in sections
3.1.1-3.1.4, and to provide results from the attempted dimensionality reduction
described in section 3.1.5. First, some important characteristics of the cohorts
are presented to give a brief overview of the datasets used in modelling. PCA
plots before and after removal of batch effects are also included, which show how
the miRNA matrices themselves were consolidated. Finally, results from models
trained both on the encoded miRNA matrices and the known miRNAs with LC
association in literature compared with the original data are presented.

4.1.1 Clinical characteristics

The most interesting clinical characteristics of the processed data is summarized
in table 4.1. The final dataset was quite balanced in regards to cohorts, sample
groups and blood sample types. Biological sex was skewed towards female, this is
mainly because NOWAC is a female only cohort. Time to diagnosis distributions for
all LC cases are visualized in figure 4.1. CNLCB is diagnostic, so Time to diagnosis
is always 0. The other cohorts vary to some extent in their mean and max values
of Time to diagnosis.

4.1.2 PCA for visualizing batch effects

The effects of using the limma removeBatchEffect() [48] function is visualized
by PCA in figure 4.2. Before batch effect removal, there is a clear clustering of
the cohorts in the two principal components. The type of blood sample used also
correlates with the value of the principal components - the serum cohorts CNLCB
and HUNT cluster together on both PCs, while the plasma cohorts NOWAC and
NSHDS cluster along PC1. After batch effect removal, the cohorts are much more
correlated in the two PCs, while apparent outliers are still kept.

29
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Table 4.1: An overview of the most interesting clinical and histological character-
istics of the combined and pre-processed data. Note that missing values are not
included and some variables are only applicable to certain cohorts and sample
groups.

Column Variable Number of patients
Cohort CNLCB 222

HUNT 246

NOWAC 274

NSHDS 276

Sample Group Case 514
Control 504

Histological subtype AD 204
SCLC 111
SQ 126
Sex Female 585
Male 410
Age <39 10
40-49 81
50-59 426
60-69 353
70-79 121
80-89 27
>90 0
Stage groups Early 95
Middle 138

Advanced 248

Smoking status Current 456
Former 357
Never 156

Blood sample type Plasma 550
Serum 468

Years to diagnosis 0-2 years 89
2-4years 107
4-6 years 118
6+ years 58
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Figure 4.1: Box plot showing distribution of Time to diagnosis for each of the

cohorts
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PCA after removing batch effects
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Figure 4.2: The effect of applying the limma removeBatchEffect() function to
the combined log,(CPM) transformed miRNA matrix. Coloring is used to show
cohort membership, and LC diagnosis is reflected in the shapes.




32 erlenfau@NTNU: miRNA signatures for LC prediction

4.1.3 Autoencoders

The autoencoder’s ability to reconstruct the complete miRNA matrix after passing
it through a 32-dimensional space before and after training is visualized in figure
4.3 and 4.4 respectively. These figures show the log,(CPM) expression of each
miRNA from three random patients in the training data: The orange plots rep-
resent the original read counts for each miRNA and the blue plots represent the
results after passing it through the whole autoencoder architecture. Figure 4.4
shows that the encoder is able to recreate the data quite accurately, meaning that
the 32 dimensional encoded representation has enough information to recreate
the dataset. The original complete data and the encoded data were then subjec-
ted to an experiment - predicting the biological sex for each patient was used as a
baseline. Figure 4.5 shows the ROC curves for predicting biological sex based on
models fitted to the original and encoded data respectively. The models trained
on the original data has a 0.1 higher mean AUC on the different folds than models
trained on the encoded data, which is a significant difference.

4.1.4 Known miRNAs in literature

The performance of the models trained on the original data and on the panel
of miRNAs listed in table 3.1 is presented in figure 4.6. It is worth noting that
for this experiment, an upper bound of 5 years was set for Time to diagnosis,
making controls overrepresented in the test data for all the folds. There was a
small decrease of 0.05 in mean AUC going from the original dataset to the 21
miRNA panel from literature. This was deemed to be of sufficient significance to
exclude the panel in further modelling.



lfoga(CPM)

loga(CPM)

Chapter 4: Results 33
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Figure 4.3: The autoencoder’s ability to recreate the miRNA vectors of three ran-
dom patients before training for 100 epochs. The x-axis represents each miRNA
and the y-axis represents log,(CPM) values.
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Figure 4.4: The autoencoder’s ability to recreate the miRNA vectors of three ran-
dom patients after training for 100 epochs. The x-axis represents each miRNA
and the y-axis represents log,(CPM) values.
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ROC plots for predicting if patient is female
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Figure 4.5: ROC curves for Random forest classifiers trained on the original
miRNA matrices and the encoded 32-dimensional version respectively. Predict-
ing the patient’s biological sex was used as an experiment to assess the encoders
ability to retain important information.
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Figure 4.6: ROC curves for Random forest classifiers trained on the original
miRNA matrices and the miRNA biomarker panel drawn from [55] respectively.
Predicting lung cancer cases across 5 stratified folds was used as an experiment
to gauge how the miRNA panel performed.
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4.2 Results from modelling

This section presents results from section 3.2 - Modelling. First, results from the
hold-one-cohort-out experiments are presented, which help in visualizing the prob-
lems with Time to diagnosis for validation of results. Then, results from the main
models of this project are presented. The best performing models are investigated
to generate a miRNA signature that was particularly significant in separating LC
cases from controls in the diagnostic CNLCB cohort. Finally, the most significant
biological regulatory pathways of these miRNAs are presented.

4.2.1 Hold-one-cohort-out validation
Prediagnostic cohorts

Hold-one-cohort-out validation was used as an experiment to assess the predia-
gnostic cohorts’ predictive performance on each other. Additionally, each cohort
was trained and evaluated on a stratified 5-fold cross validated version of itself.
For each cohort, the leftmost plots in figure 4.7 show the ROC performance of
both classifier and regressor models trained on the other cohorts and validated
on the current cohort. The righmost plots of figures 4.7 show the performance
of regressor models trained on a stratified 5-fold cross validated version of the
current cohort. A more extensive version of these plots are included in appendix
A. These plots show that models trained on the prediagnostic cohorts have poor
predictive performance on each other and on themselves. The models were valid-
ated on the binary LC status of the patients, and no filtering on Time to diagnosis
was done for this experiment. This means that any model will predict wrong in
cases where the signal in the miRNAs of the blood samples is not yet present or
too weak. Also, the varying time intervals for Time to diagnosis in the different
cohorts (see figure 4.1) might make this effect even stronger. Despite these com-
plications in the validation data, the regressor seems to perform marginally better
than the classifier in all hold-one-cohort out experiments.

Models trained on CNLCB only

An experiment was carried out to see how classifiers trained on only CNCLB pre-
dicted LC on both itself and in the prediagnostic cohorts. ROC plots for 5-fold
cross validation and a model trained on the whole CNLCB set are included in fig-
ure 4.8. It is evident in the leftmost plot of this figure that LC cases are far more
separable in the diagnostic cohort than in the prediagnostic ones (see figure 4.7).
Additionally, the classifier trained on the whole CNLCB set is significantly better at
predicting LC cases in HUNT than in the other cohorts, which might be explained
by the fact that both CNLCB and HUNT are based on serum blood samples. The
performance on NSHDS and NOWAC for this classifier is close to that of a random
classifier.
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ROC for 5-fold cross validated HUNT
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Figure 4.7: ROC plots showing results from the hold-one-cohort-out experiment

on the prediagnostic cohorts.
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ROC plots for models trained on CNLCB only

Classifier trained on 5 fold cross validated CNLCB ROCs for classifier trained on CNLCB
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Figure 4.8: ROC curves for Random forest classifiers trained on CNLCB only.
Left: Classifiers trained and tested on stratified 5-fold cross validated CNLCB.
Right: Classifier trained on the whole CNLCB set evaluated with ROC plots for
the different prediagnostic cohorts.

4.2.2 Time to diagnosis

Using the prediagnostic cohorts as training data and CNLCB as test data provided
the best cross-cohort predictive performance. This can be explained in part by the
fact that in CNLCB, the actual LC status of patients was known at the time of
blood sampling. Also, this is the only experimental setup for which hyperparara-
meter tuning was done. The performance of models trained on the prediagnostic
cohort and validated on CNLCB is reported in figures 4.9 and 4.10 for the classi-
fier and regressor respectively. For both plots, the leftmost plot shows the model’s
performance on the test CNLCB set and the rightmost plot shows how the models
generalized over the prediagnostic training data.

The classifier did not account for Time to diagnosis, while the regressor was
trained on the linearly transformed targets from section 3.2.1. The regressor has
a significantly higher AUC, F1-score and recall on the test set than the classifier.
The classifier also overfits the training data noticeably, with an AUC of 1 and only
3 misclassified patients in total. This might be because of differences in hyper-
parameters chosen for the classifier, particularly a larger max_depth parameter
will provide for more overfitted individual decision trees: for the classifier this
parameter is set to 50 compared to 5 in the regressor. A smaller max_depth was
also tried out on the final classifer, but provided worse results on the testing data.
These results show that incorporating Time to diagnosis in the prediagnostic co-



38 erlenfau@NTNU: miRNA signatures for LC prediction

horts during training increased model performance on the diagnostic cohort. The
regressor trained on the prediagnostic cohorts provides comparable results to that
of the 5-fold cross validated models presented in figure 4.8.

4.2.3 Prediction performance across subgroups

The performance of the regressor model (figure 4.10) on different patient sub-
groups in CNLCB is reported in figure 4.11. The model is better at distinguishing
late stage cancer than early stage cancer. Late stage LC (n = 63) with an AUC of
0.79 and early stage LC (n = 23) with an AUC of 0.65 when compared against
all controls. 'LabCtrl’, the entirely healthy subset of the control groups, seem to
be more separable from LC cases as well with an AUC of 0.94 compared to all LC
cases, but this group has a low sample size (n = 7). The model is best at separat-
ing the histological subtype SCLC from controls (n = 20), with an AUC of 0.87 on
this particular patient group. The model seems to perform roughly equally well
across the other patient characteristics: smoking status is not strongly correlated
with how well the model separates cases from control, neither is biological sex or
age.

4.2.4 Most important miRNAs

The most important miRNAs in the best performing model were identified, and
the biological functional pathways of these were found with KEGG [58-60]. The
results from backwards elimination are included in figure 4.12. AUC for each re-
moved miRNA is reported in figure 4.12. The yellow area of the top graph is
focused in the bottom graph so that individual miRNAs are readable. The AUC for
each removal is quite stable at first: none of the models perform significantly bet-
ter than the starting model from figure 4.10. After about 125 removals the AUC
starts to suffer, and at 183 removals the AUC has a sharp decline. Note that the
uptick seen in the in the last miRNA removal is synthetic as this is a model trained
on an empty dataset, representing a random chance classifier.

The miRNAs that produced this sharp decline in AUC were carried over for further
examination. Figure 4.13 shows these 10 miRNAs’ gini importance in the original
regressor model. Finally, the 20 most significant KEGG pathways associated with
these top 10 miRNAs are reported in figure 4.14, which plots the —log;o(p) value
for each pathway. 'TECM-receptor interaction’, "Hippo signaling pathway’ and ’Pro-
teoglycans in cancer’ are quite separated from the other pathways in their signi-
ficance. Some other cancer related pathways in this plot are: ’Chronic myeloid
leukemia’, 'Renal cell carcinoma, ’Glioma’, and 'Pathways in cancer’.
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ROC plots for RF classifier trained on prediagnostic cohorts

ROC for CNLCB test data ROC for prediagnostic training data
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Figure 4.9: ROC plots for random forest classifier trained on prediagnostic co-
horts. Here, nothing is done to address the Time to diagnosis variable. The model

had an F1-score of 0.66, an accuracy of 0.64, precision of 0.72, and recall of 0.61
on the CNLCB test set.
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For calculating other metrics, the decision boundary was set so that F1 was max-
imized. This yielded an F1 of 0.78, accuracy of 0.70, precision of 0.69, and recall
of 0.89 on the CNLCB test set.
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ROC plots for CNLCB subgroups
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Effect on AUC from backward elimination
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Chapter 5

Discussion

This chapter is split into two parts: First, in section 5.1, the research questions
posed in the introduction are answered with respect to the results in the previ-
ous chapter. Then, in section 5.2, a more in-depth discussion of potential flaws,
strengths, and potential points of further work of the whole project are presented.

5.1 Answers to research questions

RQ1: How well can LC cases be distinguished from controls in a cross-cohort
manner with random forests based solely on miRNA expression profiles?

When tested on the prediagnostic cohorts as in figures 4.7 and 4.8, none of the
models could provide an acceptable separation of LC cases from controls. Further
work in modelling of the prediagnostic miRNA signal is needed - a discussion of
this is included in section 5.2.2. However, models trained on the transformed tar-
gets in the prediagnostic cohorts provided fair results on the diagnostic cohort:
Figures 4.10 and 4.11 show how well the best performing random forest model
could separate cases from controls across cohorts based solely on miRNA expres-
sion profiles of patients. On the whole CNLCB test set the model had an AUC of
0.75. With a decision boundary set to one that maximizes F1-score, the model had
an Fl-score of 0.78, accuracy of 0.70, precision of 0.69, and recall of 0.89. Worth
noting is that the CNLCB test set included 128 LC cases and 94 controls in total,
which is why F1 was used for setting the optimal threshold!. These are fair results
considering prediction is done across cohorts. Maximizing F1 seemed to favor a
model with higher recall (sensitivity) and lower precision. This might not be the
optimal thresholds for doing prediction in a clinical setting, but can be tuned ad
hoc.

1As F1 is often regarded as a better metric when evaluating performance on imbalanced data
sets [61].
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RQ2: In what way does the ML model’s ability to distinguish LC cases from
controls depend on the elapsed time between the blood sample date and the
diagnosis date of patients?

Time to diagnosis directly influences both the training and validation of ML mod-
els that attempt to predict for LC. When comparing models trained on data where
this variable is unaccounted for with models where the training data is trans-
formed, the latter outperforms the former with a difference of 0.06 AUC and 0.12
in Fl-score, as shown in figures 4.9 and 4.10. This is also evident in the single
cohort 5-fold cross validation experiments visualized in figures 4.7 and 4.8. The
models trained on the 5-fold cross validated diagnostic CNLCB data consistently
performed better, with mean AUC of 0.78, than any of the other folds in the 5-fold
cross validated versions of the prediagnostic data, which had varied mean AUC
from 0.54 to 0.56 and much higher variance between the different folds.

RQ3: How can feature extraction methods help in improving the final model’s
predictive performance while also reducing model size?

The only kind of feature extraction that had a positive effect on the predictive
performance of the random forest models was the filtering stage as outlined in
section 3.1.3, in which miRNAs with less than 26 CPM in half of the total samples
(n = 509) were filtered out. This step in particular could have been subject to
further optimization, but the filtering used had a noticeable effect on predictive
performance. This can be explained by the problems associated with lowly ex-
pressed miRNAs in differential expression studies, this rationale is also further
explained in section 3.1.3. Two other methods of dimensionality reduction were
tested: autoencoders and known miRNAs from literature. These were less suc-
cessful (see figures 4.5 and 4.6) and consequently not used in further modelling.
However, these results could not be deemed conclusive, and a further discussion
of this is included in section 5.2.1.

RQ4: To what degree could the final model be used as a diagnostic tool?

Considering the results from the final model in figures 4.10 and 4.11 and its most
important miRNAs with target gene pathways as outlined in figure 4.14, the model
undoubtedly picks up a LC specific signature that could be useful in a clinical set-
ting. However, the model does not have the precision required to be used directly
in diagnosis of patients, as precision is important to avoid false positives. Addi-
tionally, even though the KEGG pathway analysis gives some insight into the most
important miRNAs, the model might not be sufficiently explainable, which is an
important characteristic for it to be useful in medical practice. This kind of ML
model is probably more suited to be used as part of an ensemble of different
methodologies for LC detection, in combination with methods such as LDCT, and
possibly with other ML methods that use different biomarker data.
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5.2 Strengths, weaknesses and further work

Following is a general discussion about the most important findings and lessons
learned during the work on this thesis. Where relevant, proposals for particularly
interesting areas of further research are also made.

5.2.1 Data preprocessing
Normalization

Normalization along the feature axis was omitted in data preprocessing. After
the miRNA matrices had been filtered and normalized for per-sample sequen-
cing depth, differential expression studies often have an additional data prepro-
cessing step that was omitted in this particular study. As log,(CPM) only nor-
malizes along sample library size [46], further normalization with methods such
as Trimmed Mean of M (TMM) or quantile normalization is often performed on
RNA-seq data to reduce the variability between each identified transcript. This is
also recommended with miRNA-seq data when doing differential expression ana-
lysis [62]. However, this project utilized Random forests in the modelling stage,
and with this kind of tree based method (see section 2.3), normalizing along the
feature axis is at best unnecessary, and might even introduce unwanted biases at
worst. The trees of a random forest are not influenced by the absolute value of any
feature, they only look at the ordering of the values of each miRNA to decide the
best thresholds for a split. There have also been discussions about whether TMM
might be suited for miRNA-seq data at all [63]. Consequently, this additional nor-
malization step was dropped in favor of keeping all variability observed between
the miRNA features.

Autoencoders

Models trained on the encoded miRNA matrices did not provide for compar-
able or better predictive performance than models trained on the original
data. The use of autoencoders to reduce the number of features in high dimen-
sional data is a promising concept, as these kinds of techniques reduce dimen-
sionality in an unsupervised manner. They can also reduce noise in the data, and
provide for a more minimal feature space. The autoencoder as described in sec-
tion 3.1.5 with its predictive performance on biological sex as reported in section
4.1.3, was not used in the main modelling stages of this project because of its poor
performance. However, there is reason to believe that further development of this
concept could provide for comparable or even better performance when applied
on miRNA matrices and other high dimensional genomic data. First, the autoen-
coder used in this study was not extensively optimized, the architecture and setup
described in 3.1.5 followed the generic autoencoder design. The structure of the
network, the activation functions, number of hidden layers, the loss function, and
the final latent dimensionality to be extracted from the encoder could all have
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been optimized for the miRNA domain to a greater extent.

miRNA expression profiles generated by NGS methodologies are inherently noisy,
especially for lowly expressed miRNAs in the biological samples [28]. Adding a de-
noising component to the autoencoders could potentially help in solving this. De-
noising autoencoders (DAE) have been used in medical imaging to remove noise
and artifacts from diagnostic images with promising results [64]. By synthetically
adding noise to the miRNA matrices that resemble the noise generated during se-
quencing?, then feeding the noisy data to an autoencoder that backpropagates on
its ability to recreate the original data - the encoder could learn how to remove
the noise component in the miRNA matrices. Additionally, the loss function of
the autoencoder could be tweaked so that precision is more important in highly
expressed miRNAs than in lowly expressed miRNAs, placing a higher value on
precision in the miRNAs that are sequenced more accurately. Hence, the design of
the autoencoder presented in this study holds several potential points for further
development, and its results should not be regarded as discouragement for further
use in miRNA based disease prediction.

Known miRNAs in literature

Models trained on miRNAs with known LC association in literature [55] per-
formed worse than models trained on the complete dataset in separating LC
cases from controls. There are many potential reasons for this. As mentioned in
section 2.2.4, there is little overlap in identified differentially expressed miRNAs in
LC association studies [8-10]. This is often attributed to batch effects, population
differences in the cohorts used, and differences in the actual procedures used for
generating the miRNA data: there are a multitude of ways to isolate and sequence
the miRNA contents of blood samples and there is no ’golden standard’ method for
this procedure [24, 25]. Additionally, in the experiment carried out in this study,
the miRNA panel was tested on a mix of prediagnostic and diagnostic cohorts>.
The miRNAs that are potentially differentially expressed at the prediagnostic stage
are not necessarily the same as the ones that are differentially expressed at the
time of diagnosis, and the panel of miRNAs were based on diagnostic cohorts. In
summary, the performance of the panel miRNAs from [55] hints at a more gen-
eral problem of reproducibility in miRNA disease association studies. However,
the results presented here are in no way conclusive that the panel will not work
in studies with exactly the same experimental procedure as used in the individual
studies generating the miRNA panel.

2This might be possible as the characteristics of the biases in RNA-seq methods are systematic
and highly reproducible [27].
3Albeit with filters on Time to diagnosis.
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5.2.2 Modelling
Incorporating Time to diagnosis in the target variable

The linear transformation applied to the prediagnostic targets is simple and
naive, but provides a reasonable linear approximation of the miRNA LC-
signal decay. The transformation as presented in section 3.2.1 assumes that the
decay of the LC-signal in the miRNA matrices are of a linear nature as Time to
diagnosis grows. However, this is more than likely a simplification of the time-
dependent variable: there is no reason to assume that as a patient approaches
diagnosis, the expression of miRNAs with LC association increases/decreases in
a linear fashion. In addition, the target approaches zero when Time to diagnosis
reaches the maximum observed value for Time to diagnosis in the data. This max
value was set for practical reasons, as it provided a continuous distribution of tar-
gets between 0 and 1, but it probably does not reflect reality accurately. A more
exact approximation of this time decay could possibly provide for better adjusted
target variables, and in turn better performance on the diagnostic cohort. Also,
insight into how the miRNA signal develops before and during the LC disease
progression could have useful and important ramifications for detecting LC with
miRNA biomarkers at an earlier stage. One might be able to predict LC accurately
even in the prediagnostic cohorts, which was not achieved in the present study
(see figures 4.7 and 4.8).

One potential way to estimate the decay function more accurately could be to
iteratively test a variety of different approximations and choose the one that pro-
duces the best fit in the training data. This approach would be somewhat prone
to overfitting, but using a separate cohort for testing would minimize this risk.
Using the predictive performance as the benchmark for the approximation is less
complicated than trying to estimate the decay by looking at how the miRNAs are
differently expressed in patients with varying Time to diagnosis. This is because
individual variations in miRNA expression would more than likely drown out the
signal related to the decay. Alternatively, follow-up miRNA profiling of each pa-
tient could help in modelling the decay directly by seeing how each miRNA is
expressed as the LC progresses.

Survival analysis methods are another potential way of modelling the predia-
gnostic cohorts’ miRNA-signal decay. Here, the target variable to be predicted is
not a binary value or probability of whether a patient has a given disease, it in-
stead takes the form of the time until an event occurs. In this context, the target
to be predicted could be either Time to diagnosis or the time until patient loss
of life. Random Survival Forest [65] is one such method that could potentially
directly or indirectly model Time to diagnosis while simultaneously handling the
high-dimensional, non-parametric, and noisy character of the miRNA expression
profiles. An implementation of this method on the data as prepared here, with
some additional data per patient, would serve as a natural continuation of this
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project.

Incorporating Time to diagnosis in the target variable of the prediagnostic
training data yielded an increase in predictive performance on the diagnostic
cohort. Even though the linear transformation is a simplification of reality, the
transformation was sufficient to observe a significant increase in the AUC, F1
score, accuracy, and recall of the RF model in predicting the LC status of patients
in the diagnostic CNLCB cohort. This means that there most likely is a time de-
pendent signal in the prediagnostic cohorts that increases as Time to diagnosis
approaches 0.

Performance across subgroups

The final model performed well across patient subgroups and seemed to gen-
eralize beyond other LC risk factors such as age and smoking status. This is
evident in figure 4.11, as the AUC calculated for each subgroup is comparable. This
could mean that the model is more or less independent of these risk factors and
makes predictions based solely on miRNA expression profiles: it does not simply
pick up statistical signals of whether a patient smokes or not* for instance. For
the different histological subtypes of LC, SCLC seemed to be the most separable
from the control groups, but this could also be because of its small sample size
(n = 20). Interestingly, all histological subtypes were separated reasonably well
from the control groups, meaning that the model might pick up a general signal
of LC that is independent of which cells the cancer originates from. This was an
unexpected result, as different LC types have rather different prognoses (see sec-
tion 2.1.1).

Sampling

Performing miRNA-based LC prediction in a cross-cohort manner is complic-
ated but provides more general and robust models. The mean AUC of models
trained on the 5-fold cross validated CNLCB cohort still provided for the most ac-
curate predictors (see figure 4.8). However, the final regressor presented in figures
4.10 and 4.11 should probably be regarded as the most statistically significant as
this model was trained on a separate population and could still predict LC in an-
other population with reasonable accuracy and sensitivity. The low reproducibility
of differential expression studies for circulating miRNA-based disease prediction
is still a problem that remains to be solved [24, 25]. However, the results from the
final regressor shows that if miRNA profiles from different cohorts are generated
in a similar manner, and then normalized and filtered appropriately, they could
be used for creating ML models that can predict LC across populations.

“As smoking has been shown to produce differential expression of some circulating miRNAs
[66].
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Backward elimination and KEGG pathway analysis

The identified miRNAs in backward elimination seemed to have cancer re-
lated gene targets. Figure 4.14 validates that the model picks up a cancer related
signal in the miRNA matrices, 'Proteoglycans in cancer’ is somewhat separated
from the rest of the pathways in its —log(p) value. It could be interesting to in-
vestigate the 10 miRNAs that were identified as especially important in this study
(see figure 4.13) and see how they predict LC in other cohorts.






Chapter 6

Conclusion

During this project, a cross-cohort random forest model was created that could
separate LC cases from controls in a diagnostic cohort with reasonable specificity
and sensitivity. The best model considered the time difference between diagnosis
date and blood sample date in the prediagnostic training data. A panel of miRNAs
were then extracted from this model and these miRNAs were identified as hav-
ing gene targets that correlated well with cancer related gene pathways. Further
work and more advanced survival analysis methods are required to model the pre-
diagnostic miRNA signals accurately, as this was not achieved with the methods
presented here. If these prediagnostic cohorts could be predicted well, the models
would have to be capable of predicting cancer years into the future - a promising
concept for early discovery of LC. Several attempts at dimensionality reduction
of the miRNA matrices were tested, but yielded fruitless results. However, further
development of autoencoders, for instance to deal with miRNA-seq specific noise,
could be promising areas of further research.
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Appendix A

Additional Material

This appendix includes figures that were considered too detailed for the main
report. First, the full results of hold-one-cohort-out validation on the prediagnostic
cohorts are presented. Then, models trained on all the prediagnostic cohorts are
evaluated, and finally models trained on CNLCB only are visualized.
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ROC plots for models trained on NOWAC, NSHDS

ROC for HUNT test data

ROC for training data
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Figure A.1: ROC plots for models trained on NOWAC and NSHDS and tested on

HUNT.
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ROC plots for models trained on HUNT only

Classifier trained on 5 fold cross validated HUNT

ROCs for classifier trained on HUNT
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Figure A.2: ROC plots for models trained on HUNT and tested on NOWAC and

NSHDS.
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ROC plots for models trained on NSHDS, HUNT

ROC for NOWAC test data ROC for training data
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Figure A.3: ROC plots for models trained on HUNT and NSHDS and tested on

NOWAC.
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ROC plots for models trained on NOWAC only

Classifier trained on 5 fold cross validated NOWAC

ROCs for classifier trained on NOWAC
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Figure A.4: ROC plots for models trained on NOWAC and tested on HUNT and

NSHDS.
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ROC plots for models trained on NOWAC, HUNT

ROC for NSHDS test data

ROC for training data
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Figure A.5: ROC plots for models trained on HUNT and NOWAC and tested on

NSHDS.
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ROC plots for models trained on NSHDS only

Classifier trained on 5 fold cross validated NSHDS

ROCs for classifier trained on NSHDS
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Figure A.6: ROC plots for models trained on NSHDS and tested on HUNT and

NOWAC.
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ROC plots for models trained on NOWAC, NSHDS, HUNT

ROC for CNLCB test data ROC for training data
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Figure A.7: ROC plots for models trained on HUNT, NOWAC and NSHDS and
tested on CNLCB.
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ROC plots for models trained on CNLCB only

Classifier trained on 5 fold cross validated CNLCB

ROCs for classifier trained on CNLCB

1.0 4 1.0 4
0.8 1 0.8 4
2
0.6 - & 0.6
@
2
=
w
&
0.4 1 g 0.4 4
=
’ ROC fold 0 (AUC = 0.76)
»” ROC fold 1 (AUC = 0.77)
0.2 1 P ROC fold 2 (AUC = 0 8) 0.2+
’ ROC fold 3 (AUC = 0.8)
il ROC fold 4 (AUC = 0.81) —— NOWAC (AUC = 0.52)
/’ —— Mean ROC [AUC = 0.78  0.02) —— NSHDS (AUC = 0.52)
004 ¥ + 1std dev. 0.0 1 —— HUNT (AUC = 0.60)
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate
Regressor trained on 5 fold cross validated CNLCB ROCs for regressor trained on CNLCB
1.0 4
0.8 4
2
& 0.6
@
2
=
W
&
w 0.4+
2
=
’ ROC fold 0 (AUC = 0.75)
il ROC fold 1 (AUC = 0.78)
0.2+ »” ROC fold 2 (AUC = 0.8) 0.2 1
’ ROC fold 3 (AUC = 0.81)
7 ROC fold 4 (AUC = 0.81) NOWAC (AUC = 0.52)
g —— Mean ROC (AUC = 0.79 £ 0.02) NSHDS (AUC = 0.52)
0.0 A + 1std dev. 0.0 4 —— HUNT (AUC = 0.6)
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate
ROCs for classifier on test TTD groups ROCs for regressor on test TTD groups
1.0 4 1.0 4
0.8 1 0.8 4
2
0.6 & 0.6 4
@
=
=
w
o
o
0.4 4 g 0.4
=
0.2 1 0.2 4
0-2 years (AUC = 0.55) 0-2 years (AUC = 0.54)
—— 2-4 years (AUC = 0.56) —— 2-4 years (AUC = 0.56)
—— 4-6 years (AUC = 0.55) —— 4-6 years (AUC = 0.55)
0.0 —— 6+ years (AUC = 0.48) 0.0 —— 6+ years (AUC = 0.47)
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

False Positive Rate

Figure A.8: ROC plots for models trained on CNLCB and tested on HUNT, NOWAC

and NSHDS.
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