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Preface

During the autumn semester 2020 at NTNU we have carried out an extensive literature study on Deep Re-

inforcement Learning methods, and implemented one of the algorithms in a simulator. While the thesis

is written in solitaire, the project has been in collaboration with Martin Aalby Svalesen and is in com-

plement with his project thesis "Robustness in Deep Reinforcement Learning for Quadrotor Control".

This project is a continuation of the work done by the Autonomous Robots Lab [1] in Nevada, US, which

emerged from the DARPA subterranean challenge in 2019 [2]. Their goal is to navigate and map in GNSS-

denied and geometrically constricted spaces using Unmanned Aerial Vehicles (UAVs) with efficiency and

robustness. The master thesis to be conducted next semester will build on this by further combining

learning based methods with sensory inputs like vision and LiDAR. For now, we are focused on learning

methods for control of an UAV using continuous state space reinforcement learning.

Preliminaries for this project is a brief understanding of the basic principles behind Machine Learning

and control theory.

Trondheim, 2020-12-28

Eilef Olsen Osvik



ii

Executive Summary

In this work, the topic of how the components and values of the reward function in a reinforcement

learning problem can impact the dynamics of a quadrotor is discussed. The particular problem to be

solved for the quadrotor, is waypoint navigation.

Firstly, the necessary information and methods regarding reinforcement learning for continuous state

and action space are accounted for. Then, the problem to be solved is characterized along with the met-

rics relevant for success or failure. The results are then presented.

The conclusion of this work is that there are many ways of solving the problem in an efficient and

robust manner. The solution of hand crafting specific reward shapes is much more resource consum-

ing while showing less potential than many other solutions. These other proposed solutions will be ac-

counted for in the section of future works at the end of the report.
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Chapter 1

Introduction

1.1 Motivation

The topic of control for unmanned aerial vehicles (UAVs) in confined environments has been extensively

researched in recent years. The ability to be agile, have a quick response, and act remotely makes highly

functioning drones a very applicable solution for many problems. Recent advances in hardware tech-

nologies, such as enhanced processing units and prolonged battery life have made drone systems more

durable and available for real-world problems. An improvement in this field can have significant impact

in a wide variety of fields, for instance search-and-rescue[3], military operations[4], fishing [5], firefight-

ing [6][7], maintenance [8] and countless more [9].

The topic discussed in this project is essentially quadrotor waypoint navigation. It is important to

note that this objective has been solved, quite well and numerous times, by traditional control meth-

ods like the Linear-quadratic regulator (LQR) and Model-Predictive Control (MPC) [10][11][12]. As these

methods have been around for a long time, there exists extensive literature on increasing efficiency, sta-

bility and other aspects of the methods. The downside, as described in [13], is the computational com-

plexity of constrained optimization. The paper also shows promising results of a learning based method,

showing similar results with a fraction of the computational cost.

This is the primary motivation for this project. Here we propose solving the problem using reinforce-

ment Learning (RL) and neural networks. Recent breakthroughs in RL for continuous control have made

reinforcement learning in robotics more applicable[14] [15]. Flying insects with small neurological brains

and short life span are able to learn and perform controlled flight and obstacle avoidance without solving

the constrained optimization problem in an MPC. This motivates the existence of a less computationally

heavy learning based method for solving the problem. Further motivation is the recent advancement of

the RL chess bot, AlphaGo [16] which has been observed to outperform all chess bots and grand masters

in chess. Alphago uses similar methods as will be discussed in this project. This encourages the idea of

RL being able to solve complex systems with superior performance compared with human experts.

The problem to be solved in this project thesis is a part of a larger goal. During the spring semester

of 2021 a Collision resilient aerial navigation algorithm for unmanned aerial vehicles in GNSS-denied

and geometrically constrained environments is to be developed, including environment sensing abilities.

2
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Developing a basis for navigation of UAVs using RL methods is therefore a crucial step in this process, and

will be explored thoroughly in this project thesis.

1.2 Background Information

This section will explain and elaborate on the necessary knowledge and methods to understand the

project. To discuss the topic thoroughly we will look at the structure of a basic reinforcement learning

problem, and how it relates to control theory and dynamic programming. This direction is then extended

into general reinforcement learning and the difficulties as well as the tools for implementing it in real-

world robotics. Most of the background information on RL in this chapter is from the highly acclaimed

textbook "Reinforcement Learning - An Introduction" [17].

1.2.1 Reinforcement Learning

Reinforcement Learning (RL) is a set of methods based on the interaction between an environment and

an agent. The agent has to be able to sense the state of the system and affect it by some action, and it is

inherently attempting to learn from which actions it receives the largest rewards in accordance to some

given objectives. The interactions between the agent and the environment is a repeated sequence of steps

between the actor and environment . These sequences can be described in terms of their associated time

steps t as illustrated in 1.1 and described in the list below.

• For a time step t , the agent senses some state, st , the environment is in.

• The agent calculates some action, at , and applies it to the environment.

• The environment transitions to a new state, st+1, and calculates a scalar reward, rt , based on the

tuple (st , at , st+1).

• The agent senses the new state st+1 and the process is repeated.

The overall idea of RL is to train the agent to apply the actions that will maximize the reward received

for any state. By receiving the maximum reward for each state the agent is perceived to be optimal. To

describe this further we will elaborate on the mathematical framework that encapsulates these princi-

ples and allows for the dynamic described above. The Markov Decision Process framework is a useful

mechanism to model this type of environment-agent interaction and is fundamental for the RL methods.

Markov Decision Process (MDP)

A finite Markov Decision Process is defined by a set of states S, {s1, ..., sn} and a set of actions A, {a1, ..., ak }.

The size of the state space is of some size |S| = n as is the action space by some other size |A| = k. These

are often denoted as state-action pairs (s, a), connecting the particular action a applied at a certain state

s. If the agent is in a state s ⊆ S and applies an action a ⊆ A it is transitioned to another state s′ ⊆ S
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Environment

Agent

Action StateReward

Figure 1.1: An agent receiving a state st from the environment. It then applies an action at to the environ-
ment and receives a reward rt .

and a scalar reward is calculated by the reward function R(s, a, s′). Generally it is said that the reward

function describes implicitly the goal of the learning[18], as the agent is supposed to maximize the future

rewards. By attributing large rewards for desired behaviour and low rewards for unwanted behaviour, the

behaviour of the agent can be trained. There are two different notations when mathematically describing

the relationship between states, actions and next states. In the list above and figure 1.1, is the time variant

notation described as (st , at , st+1). In this paragraph is the time invariant notation of (s, a, s′). These

notations are convenient to interchange for deriving the methods later.

The probability of a system transitioning from one state s to the next state s′ can be described as a

probability written as T (s′|s, a), where T is the transition function. It is a deterministic function mapping

the three arguments to a probability T : S×A×S → [0,1]. Each element in the transition matrix is a scalar

in the range [0,1]. The sum of all actions in a given state are 1 as to fulfill the statistical properties.

An agents’ policy is the way it chooses the particular action to be applied based on the current state.

It can be expressed as a mathematical mapping between the state space and the action space: π : S → A.

Where the function π is referred to as the policy of the agent.

The MDP is explicitly defined by the set of actions A, set of states S, the transition matrix P and the

reward function R. The transition matrix and reward function is referred to as the dynamic of the system.

Keeping record of past actions and states would be infeasible for complex models with long run time.

Therefore a state must inhibit all information of what the agent has done in the past that is relevant for

future actions. This is called the Markov Property and is a crucial principle for this project. [17].

Solving MDPs

Solving MDPs can be done by a multitude of methods. In its simplest form we have the mathematical

model of the system, meaning the transition matrix and reward function. An agent is often interested in

taking the reward that allows for high future rewards as well. We can therefore express the sum of rewards

from a time step t to ∞ as th function Gt in equation 1.1.

Gt = Rt+1 +γRt+2 +γ2Rt+3 + ... =
∞∑

n=0
γnRt+n+1 (1.1)
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Here R is the reward for each time step and γ is the discount factor which determines how much we

emphasise the future rewards [19]. γ is in the range [0,1] where γ = 0 means caring only about the first

reward, what is known as the greedy choice, and γ = 1 means weighing future rewards equally as the next

reward. Typically γ is in the interval [0.9,0.99].

The function 1.1 has recursive properties as shown in equation 1.2.

Gt = Rt+1 +γGt+1 (1.2)

Since the process is stochastic, the calculations will be on the expected mean of the future returns as

shown in equation1.3.

Gt = E
[
Rt+1 +γRt+2 +γ2Rt+3 + ...

]= E

[ ∞∑
n=0

γnRt+n

]
(1.3)

Using 1.3 we can calculate the value of a single state when following a particular policy π. This is

the expected future rewards for future state and is referred to as a value function V (s) and is shown in

equation 1.4.

V π(s) = E
π

[ ∞∑
k=0

(γk Rt+k+1|st = s)

]
, for all s ∈ S (1.4)

This is essentially a list of the different states where each particular state v(s) = V π(s) has a corre-

sponding value of expected future rewards from that state. Further, the same method can be used to

calculate the expected future rewards of the state-action pair (s, a). This is referred to as the Q(s, a) func-

tion and shown in 1.5.

Qπ(s, a) = E
π

[ ∞∑
k=0

(γk Rt+k+1|st = s, at = a)

]
(1.5)

The Q function in 1.5 is the expected future return on taking the action at in the state st and thereafter

following the policy π. For the discreet problem, these can be calculated for each action in each state,

forming a Q-matrix mapping each state-action pair to an expected future value. If the MDP is sampled

randomly and updates the indices of the matrices described above by the functions 1.4 and 1.5. Then

the statistical values in the matrices will converge to the actual sum of future rewards for each state or

state-action pair as discussed in [17]. This form of random sampling to estimate the V and Q functions is

referred to as Monte-Carlo simulation[20].

The reason for using DP to solve the MDP is that the problem easily can be split into several subprob-

lems. This property is shown by building on 1.4 in equation: 1.6.

V π(s) = E

[ ∞∑
k=1

(Rt +γk Rt+k |st = s)

]
=∑

s′
T (s,π(s), s′)(R(s, a, s′)+γV π(s′)) (1.6)

This is referred to as the Bellman equation [21] and is crucial for solving these problems.
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The Principle of Optimality Regarding RL

An important discussion in RL is the topic of optimal action. As we model our system as a series of

actions, {a0, ..., an}, and states, {s1, ..., sn−1}, we can categorize each application of action on a state as a

subproblem of the larger problem. Meaning that for any given state, the optimal action in that state is

the action that maximizes our value function in that state. In other words, a policy is deemed optimal if

it takes the action that has the highest expected future rewards for each state. Comparing policies can

be done with use of the value functions. This is shown in equation 1.7 where the optimal policy π∗ is

described as related to the highest corresponding value function. This is referred to as the optimal value

function V ∗.

π∗ ≤π ⇐⇒ V π∗ ≤V π For all s ∈ S (1.7)

The principle of optimality according to Bellman is that any optimal solution to a subproblem of the

whole problem is also an optimal subsolution to the problem as a whole[21]. So an optimal state-action

tuple solving a subproblem is part of the larger optimal solution for the problem. Note that it is possible

to have more than one optimal policy.

Similarly, we can derive an optimal Q function, Q∗, by finding the value of each state-action tuple and

when following optimal policy, π∗. This is can be observed in equation 1.8.

Q∗(s, a) = max
π

Qπ(s, a) = E
[
Rt+1 +γV ∗(st+1)| st = s, at = a

]
(1.8)

If the optimal Q function 1.8 is known, we can realize the corresponding optimal policy by finding the

particular actions for each state that has the highest expected reward. This is referred to as the greedy

policy and seen in 1.9.

π∗(s) = ar g max
a

Q∗(s, a) (1.9)

Similarly, we can find the optimal value function by using the action that maximizes our Q function

V ∗(s) = max
a∈A

Q∗(s, a) = max
a∈A

E
[
Rt+1 +γV ∗(s′)

]
(1.10)

Observe the usefulness of the Q function for finding the optimal policy. This usefulness has inspired

many methods RL to be based on approximating the Q or V function and deriving the optimal policy from

there. This is the principle behind Temporal-Difference Learning, and is very important for the methods

used in chapter 2.

Temporal-Difference Learning (TDL)

TD attempts to estimate the value function directly using experience. In general for this set of methods

it consists of updating the value function by some difference between expected future values and the

immediate rewards for each time step. This method does not require any knowledge about the model of

the system. The TD0 algorithm is the simplest for of this method. It is based on approximating the value
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function as observed in equation 1.11.

V (st ) ←αV (st )+ (α−1)[Rt+1 +γV π(st+1)−V (st ))] (1.11)

Here, α is some step length that can be tuned. The method is to traverse the state space according

to some policy π and evaluate it using the value function as expressed in 1.11. Since the calculation is

based on a prior calculation of the value function, the method is called a bootstrapping method. This

is not ideal, however it can be shown that the value function converges to the actual value function of

the policy[17]. In addition this method can update the value function during simulation. Updates can

be done after each time step, where prior methods had to complete the simulation[17]. TD0 can only be

used to evaluate the policy and not explicitly to improve it.

Building on this principal is the Q-learning algorithm. It attempts to estimate the optimal state-action

function Q∗. In this way it can determine the optimal policy π∗ as seen in1.9. The updating rule of Q-

learning is found in equation 1.12.

Q(st , at ) ←Q(st , at )+α
[

rt +γmax
a

Q(st+1, a)−Q(st , at )
]

(1.12)

In equation 1.12, the optimal state-action function Q∗ is approximated. The premise of this method is

that the expected mean of the Q function converges to the actual value. This means that if all state-action

pairs were visited an infinite amount of times, then Q = Q∗. The algorithm searches through the state-

action space exploring the different state-action tuples and updates the Q values for them as seen in 1.12.

Q-learning is off-policy meaning that it approximates Q∗ independently of the policy being followed.

Here the behaviour of the system is approximated through sampling it without prior knowledge of

the MDP and updating the Q function. As a direct result of this, the policy we learn is greatly affected

by the states and actions it discovers. This means we have to be aware of how it sweeps the state-action

space leading to the exploration vs exploitation problem in RL.

Exploration vs Exploitation

By choosing a sub-optimal action in a given state we can attempt to discover new and better state-action

pairs and from here acquire a better policy. This is referred to as exploration. Exploitation is when the

optimal action is taken. Meaning that given the current policy this action has the highest score. The ex-

ploration versus exploitation problem is inherent to RL[22] and makes it distinct from other forms of ML.

In methods like supervised learning, the engineer can ensure that the data set is valid for the later appli-

cation of the model. In RL the engineer has to ensure that the agent discovers enough of the state-action

space in order to generate a policy valid for later applications. This makes the exploration/exploitation

problem important. An agent that only exploits the knowledge by choosing the highest expected reward

for that policy, referred to as the "greedy choice", is prone to sub-optimal solutions. On the other hand,

if it only explores, it will not learn to stick to a single path, and rather choose all actions at random. Com-

bining these two concepts are important for solving a problem using reinforcement learning.

In a discrete state space setting a common solution is the ε-greedy action selection. Here the action

chosen is stochastic with two outcomes, the greedy or a random choice. The stochastic parameter ε ∈
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[0,1] is designed such that a greedy action is chosen with probability of (ε− 1) and the random action

with probability ε. Random exploration is important to ensure that the bias of the initial state of the

system is diminished [23].

1.2.2 Deep Reinforcement Learning

Problem of Continuous State and Action Space

So far the topic of reinforcement learning has been discussed in a tabular environment. To be able to use

RL in robotics and realistic scenarios we have to discuss how to apply it in continuous state and action

spaces. A continuous environment has, by definition, an infinite amount of states, in the same way a

continuous line has an infinite amount of points along it. In a continuous state and action space, the Q

matrix would be infinite as well, making it infeasible to represent the dynamics with finite computing.

There are several solutions to this issue, and in this project the use of Neural Networks (NN) to ap-

proximate the continuous state and action space will be relevant and discussed. This field of research is

called Deep Reinforcement Learning (DRL).

Neural Networks

There are many different models in ML, and relevant for this project is the neural network. A NN consists

of groups of neurons connected with each other in layers. The reader is assumed to have some under-

standing of how the neuron works. There are many types of neural networks. In this work we will discuss

feed forward deep neural networks consisting of an input layer, an amount of hidden layers and an out-

put layer. The basic premise of the neural network is to approximate some underlying function of a data

set as seen in equation 1.13.

J (θ) = f (x) (1.13)

The approximation function is some function J (θ) where θ symbolises the weights of the function.

The underlying function is referred to as f (x). In an NN, the input is fed through the different layers. The

general idea is to extract relevant information for the task. this is referred to as forward propagation. As

the network weights often are initialized randomly, they need to be updated according to how well they

did in the prediction as seen in 1.13. This is referred to as back propagation and utilizes the loss function

observed in equation 1.14.

L(y, ŷ) =
n∑

i=0
(y − ŷ)2 (1.14)

ŷ is the prediction from the network, given some input. The actual value from the data set is y . Min-

imizing the loss function is the same as attempting to output the same as the underlying function f (x).

After calculating the loss function for some amount of data n the weights θ can be optimized by gradi-

ent descent. Meaning calculating the gradient of the loss function with respect to the weights as seen in

equation 1.15.
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∂L(y, ŷ)

∂θ
(1.15)

The gradient is a vector pointing in the direction which will maximize the loss function. As the inten-

tion is to minimize it, the update has to move some step lengthα in the negative direction of the gradient

as observed in 1.16.

θnew ← θol d −α
(
∂L(y, ŷ)

∂θ

)
(1.16)

In this example we referred to a problem where we have labeled data. This is referred to as supervised

learning in the machine learning domain. RL is a different set of methods where the agent has to discover

unlabeled data on its own. Neural networks are here often used to approximate different parts of the

problem as we will discuss further.

The term deep learning is contributed to neural networks with more than one hidden layers. As each

layer approximates some features and propagates the information further, these networks are able to

approximate complex non-linear functions. This property makes them very useful in applications like

robotics.

Approximation in Action-Value Space, the Critic

A neural network has the potential to parameterize the continuous state-action space by some function

J (θQ ) and map it into a single value of expected future rewards. This is the same functionality as has been

discussed of the Q function 1.5 following a specific policy[24]. This is the method proposed in the Deep

Q-Networks (DQN) 2015 [25]. Q learning, as discussed earlier, approximates the optimal Q-function by

simulation and updating the Q matrix continually as seen in the update rule 1.12. The same method is

used [26], but the Q function is approximated by a neural network as observed in equation 1.17. Note

that this method is also off-policy meaning it can use another policy to explore the state-action space like

the ε-greedy method.

In an actor-critic method this is referred to as the critic. The weights will be denoted θQ . The relation-

ship with the Q function is described in 1.17.

J (θQ ) = E
[
Qπ(.|θQ )(s, a)

]
≈Q∗(s, a) (1.17)

The method made use of a replay buffer to ensure stability during training. This will be discussed

further in the DDPG algorithm. The DQN method is made to tackle a high dimensional state space and a

low dimensional action space. This is not applicable to the problem discussed in this project thesis.

Approximation in Action Space, the Actor

A neural network can also be used to find the policy in continuous state-action space. This is referred to

as the actor and its weights are denoted θπ as seen in equation 1.18.

π(s|θπ) (1.18)
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π should be trained to approximate the mapping between the state and the action. This means that

the output of the actor should be continuous, as discretising the action space is not ideal [14]. This is in

part because of the curse of dimensionality where the amount of states and actions needed to represent

a system of 6 degrees of freedom will be so large that attributing enough data to validate the network will

be infeasible.

Policy Gradient Methods

Instead of attempting to learn a value function and deriving a policy from it, we derive the parameters di-

rectly. This a is set of methods called Policy Gradient Methods (PGM). Examples of advantages of PGMs are

guaranteed convergence to at minimum locally optimal solutions, are proved to handle imperfect state

representations and the optimal policy is often more compactly represented than the value function[27].

We want to update the parameters θ according to some performance measure function J (θ). This is gen-

eralized in equation 1.19.

θt+1 = θt +αà∆J (θt ) (1.19)

Here, à∆J (θt ) is an estimated value for the gradient of the performance measure with respect to the

parameters θ. If we define the performance measure function J as J (θ)
.=Vθ(s0)), where the system is as-

sumed to be episodic and initialized in some non-random state s0, then the Policy Gradient Theorem[17]

is defined as equation 1.20.

∇J (θ) ∝∑
s
µ(s)

∑
a

Qπ(s, a)∇π(a|s,θ) (1.20)

This gradient is proportional to the true gradient for the episodic case. For the continuing case, the

gradient is exactly alike. The function µ(s) is the on-policy distribution of states under the policy π. It

gives information of the chance of states occurring under the specified policy.

This is an exact solution for the update of the policy gradient. But to be able to update it using sam-

ples we have to rewrite it a bit. Considering equation 1.19. The outer sum is essentially a sum over the

states weighted by their chance of occurring under the policy. This can be altered to the expectation for a

specific state in a time step t , and then be randomly sampled. We are then left with equation 1.21.

∇J (θ) = E
π

[∑
a

Qπ(st , a)∇π(a|st ,θ)

]
(1.21)

This is referred to as the all actions update, as it involves a sum over all actions. This is a valid method,

however, we wish to be able to update based on a single action, at . Similarly as the argument that con-

tributing to equation 1.21. The sum over all actions in equation 1.21 can be replaced by the expected

mean of the actions under the policy π, and then determined by sampling. To introduce the mean we

have to weigh each term of the sum with the probability of action at being chosen, meaning dividing

each term with π(at |st ,θ). As shown in equation 1.22.
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∇J (θ) = E
π

[∑
a
π(a|st ,θ)Qπ(st , a)

∇π(a|st ,θ)

π(a|st ,θ)

]
(1.22)

When changing the a to the sample at we can alter equation 1.22 into equation 1.23.

∇J (θ) = E
π

[
Qπ(st , at )

∇π(at |st ,θ)

π(at |st ,θ)

]
(1.23)

Further applying that the expected mean of Q(st , at ) is the sum of future rewards Gt from equation

1.1 leads to equation 1.24.

∇J (θ) = E
π

[
Gt

∇π(at |st ,θ)

π(at |st ,θ)

]
(1.24)

This equation lets us alter the update function described in 1.19 into the following policy parameter

update1.25.

θt+1 = θt +αGt
∇π(at |st ,θ)

π(at |st ,θ)
(1.25)

This update is called the REINFORCE update. Where α is some step length. This is a highly intuitive

update. The parameters in policy space are updated in the direction of the policy for taking the same

action at upon future visitations to the state st . The magnitude of the update is defined by the received

rewards, this means that high acquired rewards will lead to a policy attempting to do more of the action.

This is a Monte Carlo method as we have Gt , meaning the actual received rewards, this constrains the

updates to be done after completed simulation. Also, by dividing by the probability of taking the spe-

cific action the updating advantage actions that are frequently chosen by the policy is evened out. This

method assures improvement in expected return for small step lengths α. However, as a Monte Carlo

method, it is prone to high variance and slow learning.

For a lower variance, and therefore a better performance, we can add some baseline to the update

with the intention of distinguishing poor and good actions better. The baseline should vary with the state

as some states have generally high values for their actions and should therefore have a high baseline and

vice versa. With that in mind we will use some prediction of the state value, here denoted by the function

V̂ (st |θV ) with corresponding weights θV . This application can be observed in equation 1.26.

θt+1 = θt +α(Gt − V̂ (st ,θs))
∇π(at |st ,θ)

π(at |st ,θ)
(1.26)

To move away from the Monte Carlo solution in equation 1.26 we want to use a temporal-difference

method to update the parameters with the one-step return Rt . This method is called the actor-critic

method with a bootstrapping baseline. We want to use a bootstrapping technique because the bias in-

troduced by it can be beneficial for learning[17]. The updating rule of such a general actor-critic method

can be seen in equation 1.27.

θt+1 = θt +α(Rt+a −γV̂ (st+1,θs)− V̂ (st ,θs))
∇π(at |st ,θ)

π(at |st ,θ)
(1.27)
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Figure 1.2: The DDPG algorithm visualized in a block diagram.

This method will be explored deeper in the actor-critic algorithm Deep Deterministic Policy Gradient.

Deep Deterministic Policy Gradient (DDPG)

The DDPG algorithm is a deep actor-critic method for reinforcement learning from 2015 [14]. The general

idea of an actor-critic combination, as described in the section above, is to let the actor network predict

an action given a state and the critic predict the expected future rewards of the action in the state. The

information of the critic can then be used to update the weights of the actor. As non-linear function

approximators are being used here, it is important to note that convergence is not guaranteed for neither

the critic nor the actor networks. The different modules of the DDPG is visualized in figure 1.2.

DDPG is an off-policy algorithm, meaning it can improve its policy by using samples from older poli-

cies. This enables a distinction between an exploration policy, from here denoted β(s), and an exploita-

tion (greedy) policy, from here denoted µ(s). β has a stochastic element ensuring exploration, while µ is

a deterministic function making calculation easier and ensuring a predictable response.

The algorithm can be viewed in 0 in appendix B as a whole. The first step of DDPG is initialization. The
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actor network (s|θµ) is randomly initialized with the weights θµ and a corresponding target actor network

µ′(s|θµ′) is initialized with weights θµ′ = θµ. The critic network, Q(s, a|θQ ), is randomly initialized with

the weights θQ and its corresponding target critic network, Q ′(s, a|θQ ′) with weights θQ ′ = θQ .

In addition, a finite size replay buffer R is initialized.This buffer is used to store information for train-

ing. When R is full, the oldest sample is deleted to make room for the new sample.

Further, a noise process N is initialized. The noise is a stochastic element to ensure exploration in a

manner similar to the ε-greedy method. The noise used in this project is an Ornstein-Uhlenbeck process

[28] the benefit of which is temporarily correlated noise, leading to temporarily correlated exploration.

The system is then initialized in a given state s1.

For each time step t > 0, the exploration actor β(st ) = µ(st |θµ) + N selects an action at , which is

applied to the environment. A reward rt and a new state st+1 is observed and the tuple (st , at ,rt , st+1) is

stored in R.

The parameters are optimized for each time step. A random subset of size N (si , ai ,ri , si+1) is therefore

sampled uniformly of R to minimize the correlation between successive datapoints in the dataset. This is

referred to as temporal autocorrelation and can lead to model bias [29].

Building on the parameterized critic function in 1.17 and the Bellman equation in ??. The weights θQ

can be optimized by minimizing the loss function L described in 1.28.

L(θQ ) = 1

N

∑
i=1

(yi −Q(si , ai |θQ ))2 (1.28)

Here the target networks µ′ and Q ′ are used to calculate yt . It is defined as the one step ahead reward

as denoted in equation 1.29. This is essentially the same as the Bellman equation.

yi = ri (si , ai )+γQ(si+1,µ′(si+1|θµ′)|θQ ′) (1.29)

The policy µ is a deterministic function and can therefore easily be calculated. The updating function

can be viewed as the sum of the L2 norm between two important parts. The first part is the approximated

future reward from time step t as seen in Q(si , ai |θQ ) in equation 1.28. The second is the sum of the

actual reward from the same time step ri and the discounted future rewards seen from the next time step

following the greedy policy 1.29. In theory both Q and y are dependent of the same weights θQ . this can

lead to instability in training. This is circumvented by using the target network to calculate y . The weights

θQ should converge towards the actual expected future rewards from a state-action tuple.

Considering the actor now. The actor will be optimized using the equations established by the policy

gradient theorem in 1.20. This will be done with respect to the actor weights θµ. The gradient of the

performance measure function J (θµ) can be seen in equation 1.30.

∇θµ J ≈ 1

N

∑
i=1

∇θµQ(s, a|θQ )|s=si ,a=µ(si |θµ) (1.30)

Here the actor function is differentiable and by applying the chain rule of derivation, the gradient of

the policy is extracted in equation 1.31[15].
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∇θµ J ≈ ∑
i=1

∇aQ(s, a|θQ )|s=si a=µ(si )∇θµµ(s|θµ)|s=si (1.31)

The gradient of equation 1.31 is identical to the policy gradient theorem 1.20. This gradient is then

used to update the actor network weights θµ as shown in equation 1.19. Lastly, the target network weights

are softly updated by some linear function of 0 < τ¿ 1 as described in equation 1.32 and 1.33.

θµ′ = τθµ+ (1−τ)θµ′ (1.32)

θQ ′ = τθQ + (1−τ)θQ ′ (1.33)

This is an important part of DDPG as sudden changes in the network parameters can lead to instabil-

ity in training and often causes the network to diverge[14]. The trade off is time. As τ is a small number,

the updates takes longer to converge. Instability in training means small changes in the weights can lead

to vastly different behaviour. This is an important aspect of RL for robotics as unpredictive, hazardous

behaviour from the robot can cause harm to people or the robot itself.

Trust Region Policy Optimization (TRPO)

The TRPO algorithm is from a paper from 2015 [30]. Like DDPG, it is a policy gradient algorithm, though

it differs in many other ways.

The first part of the algorithm gathers different state-action pairs. There are two different methods

here, single path or vine procedure. Single path means sampling the state-action pairs of a trajectory

beginning in some initial state s0 ∼ ρ0 where ρ is the state distribution. The applied actions are saved

and Qπ(st , at ) is calculated by using the discounted sum of rewards generated. As it is calculated after

simulation, the exact rewards connected to the state-action tuple is known and easily calculated. The

vine procedure is based on Monte-Carlo simulation where a subset of states, called the rollout set, from

the single path is randomly chosen and the environment and agent is reset to one of the states. Then a

short trajectory simulation is performed. This is known as a rollout. The Q values are estimated for these

datapoints.

The advantage estimate A(s, a) is the estimated value of the selected action. It is comprised of the

difference between two parts. The first part is the Q(s, a) . The other part of the advantage function is an

approximated value function V (s) mapping the state to a value of expected future rewards. This value is

predicted by means of a neural network. The advantage estimate is shown in 1.34.

A(s, a) =Qπ(s, a)−Vπ(s) (1.34)

If the advantage function is negative Qπ(s, a) < Vπ(s) then the action chosen was poorer than ex-

pected, and vice versa. The logic of TRPO is to enhance behaviour where A > 0 and negate behaviour

where A < 0.

Consider the parameterized policy πθ(s) with weights θ. To compare two different policies,π and π̃
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the equation η(π) in 1.35 is used.

η(π̃) = η(π)+ E
π′

[ ∞∑
t=0

γt Aπ(a, s)

]
(1.35)

A new policy has the value of the old policy plus or minus the advantages found of the states traversed

in the new policy. The advantage of each state is assumed the same for the old and new policy.

The parameter ρπ(s) is introduced, which represents the discounted visitation frequency for arriving

in a state s while following a policy π. In this way the system can be represented by state transitions

instead of time, and the policy π can be explicitly stated in the equation as seen in 1.36.

η(π̃) = η(π)+∑
s
ρπ̃(s)

∑
a
π̃(a|s)Aπ(s, a) (1.36)

Whenπ≈ π̃ is a valid approximation, we can use ρπ ≈ ρπ̃ to alter the equation. For this approximation

to be valid, the new policy cannot be too far away from the old policy. By solving for ∆η and defining

π̃(a|s) =π(a) π̃(a|s)
π(a|s) we can rewrite 1.36 as 1.37.

η(π̃)−η(π) =∆η ≈
∑

s
ρπ(s)

∑
a
π(a)

π̃(a|s)

π(a|s)
Aπ(s, a) (1.37)

Considering the last equation, 1.37. The sums of the old policy,
∑

s ρπ(s)
∑

a π(a), and the advantage

function is a scalar that needs only to be calculated once. Meaning several policy updates can be done by

the same simulated trajectory. The parameter to optimize over is therefore π̃(a|s)
π(a|s) . By altering the weights

of π̃ we can explore the policy space and find better policies by ensuring ∆η positive. The important

aspect is that the approximation π ≈ π̃ and therefore ρπ ≈ ρπ̃ holds. The policy can therefore only be

optimized within trust regions where the policy is guaranteed not to deviate too far from the old policy.

KL divergence between the two policies is used as a metric of how different a policy’s actions are from

another policy. It is the difference between the data distributions of π and π̃. Essentially it defines the

radius of the trust region. It can be written as

DK L(π̃|π) ≤ δ (1.38)

Where δ is the upper bound tolerance. Using KL divergence ensures a control of the policy space, and

results in generally monotonic improvement of the policy. On the other hand, DDPG optimizes by steps

in parameter space. This leads to some updates having small effect on the policy and some diverging

the policy. The optimization problem in TRPO is formulated in equation 1.39 subject to the constraint in

1.40.

max
θ

E

[
πθ(st , at )

πθol d (st , at )
Ât

]
(1.39)

subject to: E
[
K L[πθol d (·|st ),πθ(·|st )]

] ≤ δ (1.40)

TRPO uses the Minorize-Maximization algorithm to iteratively maximise a lower bound function M
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which approximates the actual function ∆η(π). If we denote the actual objective function to some func-

tion J (π̃−π) then TRPO describes the lower bound surrogate function M as the right hand side of the

inequality in 1.41.

J (π̃−π) ≥ E

[
πθ(st , at )

πθol d (st , at )
Ât

]
−C

√
E
[
K L[πθol d (·|st ),πθ(·|st )]

]
(1.41)

Here the constraint is changed to a penalization with some weight C . Finding the parameters that

maximises the right side of the inequality means acquiring the policy gradient and a matrix called show-

ing some scale of the sensitivity. We then both have a direction to update and an estimate of the sensi-

tivity in different directions. This quality is useful what distinguishes trust-region methods from other

methods.

The optimization problem is then solved by a conjugate gradient algorithm, with a line search for

finding the right step length. The algorithm needs to calculate the policy distribution for each sampled

step length. This can be very time consuming and is one of the behind another method for constructing

the Proximal Policy Optimization algorithm, which is heavily derived from TRPO.

The main goals for constructing PPO are: being easy to implement and tune, and maintaining sample

efficiency.

Proximal Policy Optimization (PPO)

PPO, described here [31], is a trust region method building on the method of TRPO. They are similar in

many ways, therefore their differences will be discussed here.

One of the main differences is the Clipped Surrogate Objective method introduced. Consider the

function rt (θ) = π̃θ(at |st )
πθ(at |st ) . Essentially, if r (θ) > 0, then the new policy action is better than the action from

the old policy. If r (θ) < 0, then the new action was worse than the old. With this function, the PPO

objective function can be written as equation 1.42.

Lcl i p (θ) = E
t

[
mi n(rt (θ)At ,cl i p(rt (θ),1−ε,1+ε)At )

]
(1.42)

The objective Lcl i p is a clipped version of the TRPO objective function. Meaning that any step devi-

ating more than ε is not possible. While TRPO had to perform a line search for their policy update, which

was computationally tedious, PPO solves the problem by denying the gradient update any step which the

policy changes too much.

In addition, the actor and the critic network of PPO share much of the same parameters. There are

similarities to finding the best action given a state and calculating the value of an action and a state.

Therefore the loss function used to optimize the parameters have some different elements as shown in

equation 1.43

Lcl i p+v f +s
t (θ) = E

[
Lcl i p

t (θ)− c1Lv f
t (θ)+ c2S[π0](st )

]
(1.43)

Here, the Lcl i p
t is the same objective function as in 1.42. The Lv f

t = (Vθ(st ) −V t ar g et
t )2 term is a

squared-error loss of the value function to optimize parameters specifically for the critic task. S[πθ](st ) is
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an entropy term. This term is positive and added to ensure exploration of the state-space. Larger entropy

means a larger variation in the actions chosen. By rewarding more entropy, the policy intends to explore.

The parameters c1 and c2 are weights. The loss function Lcl i p+v f +s
t (θ) inhibits the different functionalities

of the neural network and can be used to update its parameters.

In general, PPO works really well. It outperforms TRPO with simpler code and fewer tuneable hyper

parameters. The use of trust region methods is highly useful, and could be a better alternative to the

DDPG algorithm.
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1.3 Problem Formulation

This project focuses on how to navigate a quadcopter using the DDPG algorithm for continuous state

and action spaces. The specific topic this project intends to expand on is how the structure and different

components of the reward function can lead to different dynamics. In the literature of RL this is referred to

as reward shaping [32]. As stated earlier, the reward function implicitly describes the goal of the agent. By

rewarding desired dynamic and penalizing unwanted dynamic, we should be able to reach some policy

that performs better than others with respect to the desired dynamics.

1.3.1 Goal of the Project

Consequentially, the overall goal of the project is to determine how different shapes and components of

the reward functions, using the DDPG algorithm, can result in different dynamics of the drone. This goal

is motivated by the notion that a more complete understanding of the impact of the reward function on

the drone dynamics would make tuning easier in future works.

1.3.2 The Environment

To quantify and compare different quadcopter dynamics with desired dynamics, we have to discuss the

type of environment we wish to navigate in. The overall goal for the master thesis, next semester, is for

the autonomous drone to explore a confined and narrow environment with a high risk for collisions. An

example of this is a mine shaft. In this project the environment is simplified to the case of trying to reach

a waypoint that is only a few meters away from the drone, in a collision-free environment.

1.3.3 Desired Dynamics

Even though this environment is collision free, the dynamics of the drone should have properties that

minimize the risk of collisions. This is to help with the obstacle avoidance task in the master thesis.

Firstly, the model controlling the drone should be stable. Meaning that the position of the drone

converges towards a specific point in 3D space. Perturbance stability is deemed solved by an inner-loop

PID controller and will not be tested for in this environment. Stability is a basic, but important premise

of control theory and any model showing instability should be discarded.

The shortest path between two points is the euclidean distance between them. In an environment

with a risk of collision the waypoint cannot be on the other side of some foreign object. This would make

the topic of reaching waypoints a much more complex discussion. When discussing the dynamic in this

project, the euclidean distance between the two points will consequently be assumed obstacle-free. This

implies that any trajectory deviating from this distance will pose a potential collision hazard for the drone,

and should be avoided. In general, the UAV should reach the goal point in a straight trajectory from the

spawn point. Upon reaching the goal point it should hoover steadily.

The performed dynamic should also be free of oscillations. Removing oscillatory behaviour is a topic

frequently addressed in control theory. This behaviour is suboptimal and can pose a hazard to the drone

or personnel.
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Further desired dynamics is quick responsiveness, while not overshooting the waypoint. Agility as

well as damping should therefore be considered.

The desired dynamic will be evaluated using three metrics:

1. The deviation from the optimal path.

2. The plotted trajectory compared to the optimal path in 3D space.

3. The plotted trajectory for each axis and analyzing it as a first order response.

The deviation from the optimal path is represented by the root-mean-square error of the shortest

distance between the euclidean distance and the actual trajectory of the model.

1.4 Related Work

As described in the motivation 1.1, traditional control theory solves the topic of quadrotor waypoint navi-

gation quite well. We will, therefore, discuss the related work in the field combining robotics and Artificial

Intelligence (AI).

Twin Delayed Deep Deterministic Policy Gradient (TD3) algorithm [33] builds on the DDPG algo-

rithm. This methods adds functionalities with the intention of countering the overestimation approx-

imation error in the value function. These methods are Clipped Double Q Learning, learning two Q

functions and choosing the lowest estimate. Updating the critic with higher frequency than the actor

and target networks. Lastly, smoothing the target actor around a small area around the target will negate

spikes in the value function. It is shown to outperform other methods like DDPG and the PPO in a variety

of problems.

The topic of drone control with reinforcement learning has been addressed in this paper from 2017[34].

Here they used a linear reward function and a policy optimization method with Monte-Carlo simulation.

This method converged fast and performed well, slightly poorer than a baseline MPC. They were unable

to converge with the DDPG algorithm with a reasonable policy.

A general proposed solution of quadrotor waypoint navigation using RL is found in this thesis from

2020 [35]. The thesis consists of solving for both the the attitude controller and position controller with

a single RL controller. The goal is therefore to generate motor commands from sensory input. The pro-

posed solution was to train the policy for two separate situations, one for getting to the waypoint and

one for hoovering in the waypoint. The paper also goes into details, comparing different RL methods

and using a dense reward function. Two functions were used, one penalizing position and attitude which

managed to reach most waypoints,were plagued by oscillations. The other reward function had only

position penalization and was less oscillatory.The paper shows that the TD3 algorithm works better for

position control.

1.4.1 Reward Shaping

The importance of reward shaping has been a topic widely discussed in reinforcement learning. This pa-

per [18] from 1999 discusses the topic as a crucial part of acquiring the optimal policy, and how RL tend
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to converge slowly in complex tasks without appropriate reward shaping. They propose distance-based

heuristics and dense rewards. A similar conclusion is found here [36] with a special consideration of how

the reward shape can affect exploration of a large state space. Building on these papers are [37] and [38]

that each propose an automatic method of designing a reward function avoiding the tedious hand craft-

ing. The first paper consider an algorithm using knowledge of the cumulative rewards during learning

to generate new reward shapes. The second paper using the domain of meta-learning to approximate a

prior, which is the optimal shaping function over multiple tasks. This last paper also applied the method

on the DDPG algorithm, showing promising results.

1.4.2 Imitation Learning

On the other hand, there are other solutions than optimizing the reward function that can yield better

solutions. The solution proposed in [13] from 2019 shows promising results. Here they used imitation

learning to train a network to predict actions matching that of an expert given the same state. The expert

used was an MPC. Their proposed solution managed to imitate very similar behaviour at a fraction of the

computational cost.

Following this path further is the paper [39]. It discusses the use of imitation learning, to train the

actor to approximate the behaviour of an expert. After this initial learning DDPG was utilized with a

sparse reward function allowing for the actor to outperform the expert. This method is utilized in several

robotics environments. The paper found that a model trained by imitation learning first outperformed a

trained from scratch with a more engineered reward function.

1.4.3 Inverse RL (IRL)

Combining the topics discussed above, with handcrafted/automatically induced reward function and

imitation learning, is the topic of Inverse Reinforcement Learning.

Given some expert planner that can solve the RL problem with an optimal policy π∗. Implicitly, the

behaviour of the expert details the reward function. Inverse RL seeks to find the reward function that

explains the observed expert behaviour [40]. When the reward function is found, the policy can be calcu-

lated using traditional RL techniques. Considering [41] and [42], there are pros and cons regarding IRL.

The pros seems to be generalizability, the agent reacts in a similar manner as the agent in unobserved

states, this allows for safe learning in the same states. The existence of a very large set of reward functions

that can lead to the expert performance is one of them. To combat this, heuristics can be used to find

the most suitable reward function. This will of course lead to increased complexity. Nevertheless, inverse

RL for a quadrotor system is implemented in this paper [43] and shows promising results. [44] proposes

a novel method of decomposing the problem into subproblems and assigning each a local reward func-

tion. The method performs well in robotics tasks. It is reportedly not performing as well in state spaces

of high dimensionality, which is an important aspect of quadrotor control.

Inverse RL is an interesting part of RL, and a good tool for keeping humans in the loop. The combi-

nation of imitation learning and IRL is often referred to as apprenticeship learning. Here the agent is first

trained to imitate the expert and then trained further using the deduced reward function. This method is
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Figure 1.3: How the different software is structured. Comparable to figure 1.1.

found to be able to outperform human expert performance [45].

1.5 Experimental Setup

Several software tools were used to simulate the environment and drone, and to understand and utilize

the knowledge incurred from literature. The tools are visualized in figure 1.3.

1.5.1 Robot Operating System (ROS)

For the simulation we used ROS version Melodic[46]. This is an open source framework for robot simu-

lation software. It grants many features that are important for robotics such as message passing between

modules, low-level component control and package management.

A ROS process consists of nodes and topics. It can be visualized in a graph with each sub-process

as a node where the edges that connect them are different topics. The different nodes can publish or

subscribe to different topics containing data. This allows for services between the node in the form of for

example calculation, simulation or need to share data between other sub-processes.

The Rviz three dimensional visualization tool was utilized to render the simulation.

1.5.2 Gazebo and RotorS Simulator Environment

To run the physics simulation, Gazebo version 9.0.0[47] was used with RotorS. Gazebo is a three dimen-

sional robot simulator program, as well as a sophisticated physics engine and rendering. Additionally,
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it allows for advanced sensor and actuator simulation. This is a powerful tool allowing for safe, realistic

simulation of robotic systems.

RotorS is an open-source Gazebo simulator for Micro Aerial Vehicles[48]. The simulator was devel-

oped by the Autonomous Systems Lab at the ETH university in Zürich. It allows for simulation of several

multirotor models with a variety of relevant sensors and controllers. Adding sensors is an important ob-

jective of the future works for this project and therefor important aspect of the simulator. In this project,

the Delta quadrotor model was used to train the models.

1.5.3 OpenAI

As means of exercising the methods and theory of RL, the framework of OpenAi Gym version 0.13[49]

was used. OpenAi Gym is a toolkit specifically constructed for reinforcement learning research. The Gym

has several problems that can be solved by RL methods and allows for open-source implementations of

the different methods. In addition to using the Gym as an exercise for solving RL, the OpenAi Gym of the

DDPG algorithm was used for the training of the models.

1.5.4 Tensorflow

In this project the open-source machine learning library Tensorflow version 2.0 [50] was used. Tensor-

flow is a comprehensible and uncomplicated library from Google specifically optimized for training and

running neural networks models.

1.5.5 Parameters Kept Constant for the Models

The DDPG algorithm have a lot of parameters that can affect the dynamic of the drone. Here the discus-

sion will be about some tuneable parameters we kept constant.

The network structure of the actor and critic were equal to each other and kept constant for each

model. They had two hidden layers, the first with 128 units and the second with 64 units. The actor-

critic network can be observed in figure 1.4. As both the actor and the critic is supposed to The topic of

robustness is important when we discuss the choice of network. As the drone should be able to perform

in a variety of environments and sensory uncertainties the trained model should be able to adapt to

different circumstances. Models trained with deeper networks seemed to perform as well as 1.4, however

it seemed to perform worse when testing the robustness of the system when for instance altering the

weight of the quadrotor. This is a problem caused by overfitting as the model describes the training data

with an overly complex function. This leads to wrong trajectories when tested on environments it was

not specifically trained for. On the other hand, a network with less neurons performed worse as it was

unable to approximate the dynamics of the system with sufficient quality. The work of Martin Aalby

Svalesen titled "Robustness in Deep Reinforcement Learning for Quadrotor Control" details in depth this

conundrum.

The activation function used for every layer was a rectified linear unit (ReLU). As the neuron is a lin-

ear combination of the inputs passed through an activation function. One of the important features of
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Input layer

Hidden layer
128 units

Activation function: Relu

Hidden layer
64 units 

Activation function:Relu

Ouput layer

Input layer

Hidden layer
128 units

Activation function: Relu

Hidden layer
64 units 

Activation function:Relu

Ouput layer

Action Value

observation:
x

observation +
action:
x + u

 Critic Actor

Figure 1.4: Visualization of the actor critic network. The two are identical except for the input. The
observation x will vary with the reward function for the model. The action space is a vector with length 3.

the activation function is allowing for ReLU function, defined as f (x) = max (x,0), allows for easier op-

timization than for instance the sigmoid or tanh functions[51]. This is attributed to the gradients being

able to flow between the layers more easily. This makes the ReLU highly applicable in a variety of prob-

lems. It is known to approximate highly non linear functions very well. On the negative note, a problem

of the ReLU is that, as it outputs zero for x < 0, many neurons will remain inactive. For instance a tanh

activation function will not have the same problem, as it is active between [−1,1]. The tanh function is

also relatively resilient for the vanishing gradient problem. For this reason it could be useful to try a tanh

function, though this was not attempted in this project.

The noise process used for exploration was a zero mean Gaussian noise with standard deviation of 0.1.

Considering the original DDPG paper[14], they applied the Ornstein-Uhlenbeck noise process, which has

temporarily correlated noise. It is argued that in robotic systems affected by inertia, as in this example, a

correlated noise will lead to a correlated exploration. Which they argue is better. This should have been

investigated further but was left constant for the sake of reward shaping. The gamma parameter, referred

to in section 1.2.1 as the discount factor of future rewards were 0.99.

Each model also had a collision penalty, but the drone could only collide with the ground. It was

spawned at an altitude that made collision with the ground highly unlikely given the time frame. There-

fore it was unconsidered for the reward shaping task.
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1.6 Method

The task of this project was to alter the components and weight of the reward function. The different

proposed components of the reward function was:

• Goal reward: Reward for being within the goal radius.

• Position: The difference between the goal and quadcopter.

• Input: The applied thrust, pitch and roll.

• Linear velocity: the norm of the linear velocity.

• ∆Input: The difference between the applied action of last time step and the action of this step.

• Quadratic or linear reward function

To begin, a baseline model was trained with the intention of comparing its dynamic with the other

models dynamic. Its reward function was quadratic and consisted of position, input, linear velocity,

∆input and goal reward. The other models are to be discussed as different variants of this baseline.

r ew ar d =
−uT Ru −α∆u +goal reward When in goal sphere

−uT Ru −α∆u −xT Qx Otherwise
(1.44)

Consisting of the different paramteres:

Q =



qxpos 0 0 0 0 0

0 qypos 0 0 0 0

0 0 qzpos 0 0 0

0 0 0 qxvel 0 0

0 0 0 0 qyvel 0

0 0 0 0 0 qzvel


, x =

(
posi t i on

veloci t y

)
=



xpos

ypos

zpos

Vx

Vy

Vz


(1.45)

R =


rpi tch 0 0

0 rr ol l 0

0 0 rthr ust

 , u =


upi tch

ur ol l

uthr ust

 , ∆u = ||ut ||− ||ut−1|| (1.46)

Both the Q and R are diagonal, positive definite matrices with real values. The x vector consists of the

difference in position in each axis between the drone and the goal. These are the three first states. The

three last are the linear velocities of the drone for each axis. The goal is static for each run and therefore

the goal speed is not present.

The three actions in u are pitch, roll and thrust. Note that yaw is not part of the action, although a

quadcopter easily can control the yaw. In this topic we only care about controlling the position of the

drone, it is therefore deemed unnecessary for this topic. Solving for 3 dimensions with 4 parameters
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leaves infinite solutions, yaw can be seen as a free variable in the context of linear algebra. Therefore it

can be controlled by a decoupled attitude controller as seen in [52].

α∆u is the linear penalization of difference in input for this time step ut and the last time step ut−1.

α> 0 is a scalar weight. The individual weights of the Q and R matricies andαwas found through training

the model observing the dynamic of the drone through the rviz software and the plots generated. If the

dynamic was unstable or failed to come significantly close to the goal the training was stopped and the

model discarded.

After training several models with the same reward function for 3 million steps each dynamic was

evaluated after its ability to reach and remain in the target. The best model was then chosen for further

training. This model was then trained 2 million steps with a smaller learning rate for the two neural

networks and smaller goal radius to converge better toward the goal point. For the training, the plot

of the reward gained for each epoch provided by the Tensorboard software as pictured in 1.6 would be

observed. The figure is an just an example. Here the returned reward has not converged yet and should

be trained further for a better reward. It is proposed in [53] that reducing the learning rate for stochastic

gradient ascent can be attributed to better convergence and so a small reduction was applied, further

discussed in results. The reward function was kept constant but the parameters: learning rate and goal

radius was reduced. Reduction of the goal radius was to ensure higher precision from the drone. Using

this type of plot we could determine whether to train more or choose a particular epoch that performed

well as the final model.

The proposed method was to go through three different reward functions to determine their dynamic.

These were:

• The baseline: quadratic reward function with position, input, linear velocity, ∆input and goal re-

ward.

• Without velocity: quadratic function with position, input, ∆input and goal reward.
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• Linear function: Linear reward function with position, linear velocity, input ∆input and goal re-

ward.

After one model of a specific reward function was trained, the reward function was altered to one of

the other planned models and the process started again.

For the chosen model, ten different goal coordinates and the robot spawning point were set for the

testing, as seen in the table underneath. These were identical for each of the models. The points are in

three dimensional space and the unit of measure is meters.

Goal 1 Goal 2 Goal 3 Goal 4 Goal 5 Goal 6 Goal 7 Goal 8 Goal 9 Goal 10

[1,2,10] [-2,1,9] [3.5,1,8] [4,1,8] [-1,-3,8.5] [2,1,7] [-3,0,6] [1,1,6] [0,-4,9] [2,2,10]

Drone spawn point

[0,0,8]

The root-mean-square error between the trajectory and the euclidean distance between the drone

spawning point and the goal was calculated and saved for each goal point. These will be presented in the

section 2.

As the training often took several hours to complete and the amount of parameters were high this

process was very time and resource consuming and the amount of models were limited by this process.

More reward functions were trained than in the list above. These did not perform well enough to be able

to compare it with the other models here. This will be discussed further in the results of section 2.

1.7 Outline

The rest of the report is structured as follows.

Chapter 2 presents the results obtained from the different models by the metrics discussed in section

1.3.3. Here the details of the weights and shape of the cost function is elaborated on for each model.

Chapter 3 will discuss the results from chapter 2 along with their similarities and differences. Then

the proposed future work will be discussed.



Chapter 2

Preliminary results and plots

Here the plots of the trajectories of the different models are to be presented along with their RMS values.

We will provide three different models as discussed in section 1.6.

In the performance results for each of the models we will plot the trajectories of goal point 2, 4, 6 and

10 as these seemed to show the different dynamics of the models.

2.1 The Models

2.1.1 Model 1: Baseline

Reward Function and Training

This model was trained using the following reward function.

r ew ar d =
−uT Ru −α||∆u||+goal reward When in goal sphere

−uT Ru −α∆u −xT Qx Otherwise
(2.1)

Consisting of the different values:

Q = 1

250



1.2 0 0 0 0 0

0 1.2 0 0 0 0

0 0 2 0 0 0

0 0 0 0.3 0 0

0 0 0 0 0.3 0

0 0 0 0 0 0.5


, x =



xpos

ypos

zpos

Vx

Vy

Vz


(2.2)

R = 1

106


1 0 0

0 1 0

0 0 1

 , u =


upi tch

ur ol l

uthr ust

 , α= 1

250
. ∆u = ||ut ||− ||ut−1|| (2.3)

It was trained with a learning rate of 10−4 and goal radius of 0.4 meters for 3 million steps. It was then

27



CHAPTER 2. PRELIMINARY RESULTS AND PLOTS 28

trained further for 2 million steps with a smaller learning rate of 10−5 and goal radius of 0.25 meters to

ensure better convergence [53]. This was trained until convergence of the neural networks.

Performance

Below is the RMS values for each of the different goal. The average score and standard deviation of the

data set is shown in the table under.

Goal 1 Goal 2 Goal 3 Goal 4 Goal 5 Goal 6 Goal 7 Goal 8 Goal 9 Goal 10

0.15m 0.17m 0.23m 0.25m 0.26m 0.20m 0.19m 0.24m 0.38m 0.16m

Average Std. Dev.

0.22m 0.067m

Here the trajectories for each of the different goal points are plotted in 3D space are presented. This

is shown in figure 2.1. The trajectory of the drone is plotted next with the euclidean optimal distance

between the spawning point and the goal.

The trajectories deviates a bit from the optimal path as observed in 2.1. Decomposing the trajectories

seen in figure 2.1 gives us the plots in figure 2.2. These are easier to analyze. Consider the scale of the

z-axis in goal 4 in figure 2.1, which makes it appear as a much poorer performance than the other goals.

Considering the same goal in 2.2 makes it apparent that it performs closely to the other trajectories. The

plots express the behaviour of the drone as a second order response converging to the goal point. In gen-

eral this model reaches the goal radius within 2-3 seconds for most of the goal points. It shows tendencies

of overshooting in goal 4 and and 6 for the y axis, in the other axis the system seemed closer to a critically

dampened dynamic. There is a clear steady state error in all trajectories of a varying degree.

2.1.2 Model 2: No Velocity

Reward Function and Training

Here we removed the velocity of the baseline reward function as seen in equation 2.4.

r ew ar d =
−uT Ru −α||∆u||+goal reward When in goal sphere

−uT Ru −α||∆u||−xT Qx Otherwise
(2.4)

The equation consisted of the different values:

Q = 1

250


1.2 0 0

0 1.2 0

0 0 2

 , x =


xpos

ypos

zpos

 (2.5)

R = 1

106


1 0 0

0 1 0

0 0 1

 , u =


upi tch

ur ol l

uthr ust

 , α= 1

250
, ∆u = ||ut ||− ||ut−1|| (2.6)



CHAPTER 2. PRELIMINARY RESULTS AND PLOTS 29

(a) Trajectory for goal 2 (b) Trajectory for goal 4

(c) Trajectory for goal 6 (d) Trajectory for goal 10

Figure 2.1: Trajectory baseline model for goal points 2, 4, 6 and 10. The blue dots are the time steps of the
drone trajectory. The orange line is the optimal distance. The red dot is the goal point and the green lines
are the calculated RMS distances between the trajectory and the optimal distance.



CHAPTER 2. PRELIMINARY RESULTS AND PLOTS 30

(a) Second order response for goal 2 (b) Second order response for goal 4

(c) Second order response for goal 6 (d) Second order response for goal 10

Figure 2.2: Baseline model second order response plotted for each axis for the goal points 5 and 10. The
blue line is the drone trajectory. The dark red dashed line is the goal point and the lighter red dotted line
is the goal point ± the goal radius.
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This model was also trained for 3 million time steps with learning rate 10−4 and goal radius of 0.4

meters. This one converged during the initial 3 million steps further training was attempted with smaller

learning rate and goal radius of 0.25 meters, but this only resulted in worse results.

Performance

Below is the RMS valued for the 10 trajectories. The average and standard deviation of the data set is in

the table underneath.

Goal 1 Goal 2 Goal 3 Goal 4 Goal 5 Goal 6 Goal 7 Goal 8 Goal 9 Goal 10

0.36m 0.47m 0.35m 0.40m 0.54m 0.39m 0.27m 0.38m 0.76m 0.45m

Average Std. Dev.

0.43m 0.135m

The trajectories of the no velocity model were plotted with the optimal euclidean distance in figure

2.3. These trajectory were then decomposed for each axis resulting in the plots seen in 2.4. By visual

inspection it is apparent that the model is performing poorly. The deviation from the optimal path is

large and hazardous. Considering the goal in 4,the model manages to deviate from the optimal path

twice in a limited time frame, showing poor behaviour. This model also manages to come out of the

goal on several occasions, which is not a desired dynamic trait. As observed in figure 2.4, the dynamic is

characterized by oscillatory behaviour and a time constant of about 2-4 seconds. Seemingly it rises a bit

slower than the baseline, though not necessarily for every goal. The standard deviation of this model is

significantly higher than the baseline. This is unwanted and expresses further the suboptimality of the

policy.

2.1.3 Model 3: Linear Reward function

This model is based on the linear reward shape and weights are from this paper [34] which shows great

potential for drone control with RL. In our model, the angular velocity was removed and the∆||u|| penalty

was added. This was done in hopes of getting a more comparable dynamic with the baseline model. The

method in the paper was not DDPG.

r ew ar d =
−2 ·10−4||u||−α||∆u||+goal reward When in goal sphere

−4 ·10−3||xpos ||−2 ·10−4||u||−α||∆u||−5 ·10−4||xveloci t y || Otherwise
(2.7)

xposi t i on =


xpos

ypos

zpos

 , xveloci t y =


Vx

Vy

Vz

 , u =


upi tch

ur ol l

uthr ust

 (2.8)
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(a) Trajectory for goal 2 (b) Trajectory for goal 4

(c) Trajectory for goal 6 (d) Trajectory for goal 10

Figure 2.3: Trajectory of model without velocity penalization for goal points 2, 4, 6 and 10. The blue dots
are the time steps of the drone trajectory. The orange line is the optimal distance. The red dot is the
goal point and the green lines are the calculated RMS distances between the trajectory and the optimal
distance
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(a) Second order response for goal 2 (b) Second order response for goal 4

(c) Second order response for goal 6 (d) Second order response for goal 10

Figure 2.4: Model without velocity penalization second order response plotted for each axis for the goal
points 2, 4, 6 and 10. The blue line is the drone trajectory. The dark red dashed line is the goal point and
the lighter red dotted line is the goal point ± the goal radius.
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Performance

The RMS values of the linear model is in the table underneath. The average and standard deviation of the

data set is shown in the lower table.

Goal 1 Goal 2 Goal 3 Goal 4 Goal 5 Goal 6 Goal 7 Goal 8 Goal 9 Goal 10

0.25m 0.29m 0.37m 0.33m 0.35m 0.27m 0.27m 0.11m 0.30m 0.33m

Average Std. Dev.

0.28m 0.073m

The trajectories of goal 2, 4, 6 and 10 is plotted in figure 2.5. These trajectory were then decomposed

for each axis resulting in the plots 2.6. By visual inspection we observe a time constant of about 2-3

seconds. It dampens well and but overshoots a little in for example goal 2. The trajectories are closer

to the optimal than the no velocity model. It seems prone to oscillations as well and with some cases of

falling out of the goal zone. Still it stabilizes almost as well as the baseline model, albeit with a significant

steady state error. The linear model performs with less variation than the no velocity, which is a good trait

as dependability is wanted. Both the average and standard deviation of the RMS are closer to the baseline

than the .
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(a) Trajectory for goal 2 (b) Trajectory for goal 4

(c) Trajectory for goal 6 (d) Trajectory for goal 10

Figure 2.5: Trajectory of model with linear reward function for goal points 2, 4, 6 and 10. The blue dots
are the time steps of the drone trajectory. The orange line is the optimal distance. The red dot is the
goal point and the green lines are the calculated RMS distances between the trajectory and the optimal
distance
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(a) Second order response for goal 2 (b) Second order response for goal 4

(c) Second order response for goal 6 (d) Second order response for goal 10

Figure 2.6: Model Linear reward function second order response plotted for each axis for the goal points
2, 4, 6 and 10. The blue line is the drone trajectory. The dark red dashed line is the goal point and the
lighter red dotted line is the goal point ± the goal radius.
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Conclusions, Discussion, and Further Work

3.1 Summary

In this section we will discuss the different dynamics of the three models. Firstly, the overall performance

of the three models will be compared with the desired dynamics objectives as discussed in section 1.3.3.

Then the same performances will be compared to each other and in context of their reward functions to

understand how their different reward shapes can have resulted in the particular dynamic.

Furthermore, we will discuss alternative approaches for reaching better dynamics that differ or sup-

plement reward shaping.

3.1.1 Overall Dynamic of the Models

The dynamic of each model is unfortunately rather poor. As described in section 1.3.3, the desired dy-

namic of the drone is to reach the waypoint with little oscillations and deviation from the optimal path.

All three models deviate from the euclidean distance by a significant amount as observed in 2.1, 2.3 and

2.5. This is unacceptable as it will use more time and resources, and risk potential collisions. From the

plots 2.2, 2.4 and 2.6 oscillations are clearly observed in the trajectory, especially in the goal point, where

it should hoover precisely. This is present in all three models and is an unwanted dynamic.

In addition, the time to reach the reference point of the closed-loop system is observed to be around

2-4 seconds, generally for the models. A quadrotor is notorious for its agility as discussed in the motiva-

tion 1.1. An average speed of about 1 m/s is not to be considered quick-responsive. This is an important

aspect as the initial intention of a learning based method was to optimize the calculations. These calcu-

lations are on the scale of milliseconds[13]. Ensuring a quick response from a learning based solution is

therefore crucial for it to compete with other controllers.

All three models manage to reach all 10 goal points. However, this is mostly because the goal point

radius is 0.4m, meaning that the drone should be able to reach within almost a meter wide sphere. This

type of performance in the discussed later goal of obstacle avoidance in narrow environments is imprac-

ticable. None of the models could have been utilized as they would require higher precision.

From the same plots it is also apparent that the models are prone to steady state errors. None of the

trajectories observed reaches the goal point without a steady state error. This is a recurring problem in
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reinforcement learning algorithms[34] and will be discussed later. This difference is probably not caused

by the reward function, however it could be useful to be aware of the potential when constructing the

model, if the steady state error is not entirely removed.

Thoughts on the Poor Performance

The question arises of all the trained models managed to converge to such clear suboptimal solutions

to the problem. In [13] they used imitation learning to solve for quadrotor control in a physically con-

strained environment of much higher complexity. This paper shows that there exists points in policy

parameter space that allow for an efficient mapping between state and action, which would solve the

problem. In theory it should therefore be entirely feasible for such a solution here as well, but why do we

not converge to it?

As discussed in the background information, RL is based on a combination of exploring the state

space and exploiting the knowledge gained by exploring. Limits in time and computational power can

lead to an insufficient search through the state-action space. The models from ML are only as good as

the data they train on. This means that the poor performance is certainly caused by a lack of data or poor

data distribution caused by exploiting suboptimal solutions. Considering the amount of time and failed

models it took to train a model that worked to this degree. makes it hard to state which dynamics are

related to the lack, or poor distribution, of data and which are related to the reward function.

3.1.2 Difference in Dynamics

Trying to differentiate the different dynamics between the models is a difficult task. We will start by

inspecting the average and standard deviations of the RMS values for each of the different models. This

is observed in the table below.

Baseline No Velocity Linear

Average Std. Dev Average Std. Dev. Average Std. Dev.

0.22 0.067 0.43 0.135 0.28 0.073

From this result it is apparent that the baseline model has a trajectory closer to the euclidean distance

than the two other models, which is one of the criteria set for the desired dynamic. Supplementing on

this is the trajectories in figures 2.1, 2.3 and 2.5. We observe from here a couple of characteristics. First,

the no velocity model has a tendency to overshoot and especially for goal point 2 in figure 2.4 resembles

an under-damped response. Second, it seems to have a slightly higher rise time than the baseline.

This would make sense regarding the reward function, as the only state we penalize is the difference

in position between the robot and the goal, while the baseline also penalizes velocity. Considering just

the state penalization, we can look at the no velocity model as a proportional controller of the state and

the baseline as a Proportional- Derivative controller. It is well known that adding a derivative term will

reduce oscillations [54]. It is viable to address the tendency of larger oscillations and overshooting of the

no velocity model to the structure of the reward function.
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(a) Baseline trajectory for goal 2 (b) No velocity model trajectory for goal 2

The model with the linear reward function is very similar to the baseline. It appears a bit more oscil-

latory and slower in its response compared to the baseline. But these characteristics are less protruding

compared with the no velocity model and it is hard to gauge if the differences is attributed to the reward

shape or the difficulties regarding exploration of the state-action space.

The No Velocity model also has significantly higher standard deviation than both the other models.

This is highly unwanted.

In general, the baseline model can be observed to perform better for the waypoints generated in

this task. The effect of not penalizing the velocity seems apparent when comparing the two models.

Still, while the linear model performed worse, it is hard to conclude if the reason is the reward shape or

something else. Probably, the cause is a fault in some parameters in the DDPG algorithm or the algorithm

itself. Considering the paper [34] where the DDPG failed altogether in finding a decent enough policy

given the training time. Other reasons will be discussed further in proposed future works.

3.2 Conclusions

In this work the current status of reinforcement learning in robotics, and in particular drone control has

been elaborated on. Three quadcopter models for waypoint navigation in 3D have been trained and

analyzed, focusing on the impact of their differing reward functions in their dynamic. The models have

performed poorly for the tasks. This poor performance is not believed attributable to the reward function.

3.3 Discussion

The steady state error in continuous state and action space is a well documented problem as stated by

this paper [55], where they implement an integral compensator for the DDPG algorithm to remove the

steady state error. Slowly accumulating the steady state error is tested vastly in control theory with the

PID controller and should be a valid solution to the steady-state error.

As seen in the results there are severe difficulties when engineering the reward function of a robotic

problem in continuous state and action spaces. Here we have attempted to find a specific shape of the

reward function to allow for efficient exploration of the vast state-action space. The shape have to allow
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for both exploration and finding the best policy. This problem has here shown to be quite difficult to

solve by the reward function alone. Further, There are other aspects than the reward function that can be

adjusted to attempt to achieve better performance. In this discussion we will, in most part, discuss other

methods of solving the problem of reinforcement learning in quadcopter waypoint navigation other than

hand-crafting the reward function.

3.4 Proposed Future Work

A proposal could be to split the problem into a hoovering task and a waypoint task as shown here [35]. As

these are two different dynamics they could be decoupled and trained specifically.

Imitation Learning

As discussed in related works, the topic of quadcopter control has been successfully solved by traditional

control methods like the LQR and MPC before, with a downside of high computational cost in collision

risked environments. As discussed in relevant works, consider the paper of a learning based approach us-

ing a graph-based planner MPC as an expert and utilizing imitation learning to train the agent [13]. Here

they successfully managed to find a policy achieving efficient planning at a fraction of the computational

cost of the MPC. Building on these principles, a similar approach with an adjustment is tested in [39],

solving robotic tasks with DDPG. Their proposed solution is also to use an expert and imitation learning

to train the networks. After this initiating training periode, the network can be trained more with a sparse

reward function to further optimize the policy. An inherent problem in RL is that the agent is limited in

performance to its own ability to explore the state-action space. Effectively, the solution proposed in [39]

reduces the exploration space and then explores from there. This allows for finding a better policy. The

paper concludes that a DDPG network trained with supervised learning outperforms the regular DDPG.

Combining these two methods by using imitation learning and a sparse reward is a proposed future work

that seems to be more valuable than engineering the reward function. It should be noted that this is the

method used for the successful AlphaGo chess bot described in 1.1. By this method, we have some guar-

antee of the quality of the data the policy network will be exposed to. When using such a method, the

MPC should run offline to ensure that the slow speed from the extensive computation is not propagated

to the agent.

Inverse RL and Imitation Learning

Inverse RL as discussed in related works, could show some potential to hand-crafting the reward function.

The combination of the IRL and imitation learning seems particularly interesting. Imitation learning

could be used to acquire some baseline policy such that further training lets it converge easier to an even

more optimal policy. Then a reward function found by an IRL method essentially representing the experts

prioritizing could be used to efficiently generate data with efficiency that limits imitation learning. This

could be useful for generalization and robustness of the algorithm. With only imitation learning, the

agent is limited by the performance of the expert. By using the reward function of the expert, the agent
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can outperform it. In this case, a trust region method should be used to ensure that the policy does not

falter during further training.

Performing Rollouts

The MPC is celebrated, in part, for its ability to optimize over some finite horizon. This is one of the key

differences when comparing the MPC with the DDPG algorithm. In this project, the horizon of the DDPG

algorithm is of a single time step. As the method in this work has performed much worse than an MPC,

extending the horizon is an interesting topic of further inspection. Performing rollouts in some way to

extend the horizon for the current policy should be prioritized for future work.

General Thoughts for Future Works

In general, PPO seems to be a ’more promising algorithm than DDPG. Especially it seems like DDPG is

plagued by finding sub-optimal solutions due to poor gradient updates. The general scientific commu-

nity seem to have moved away from the DDPG method and towards other methods as discussed here

[34]. Further work should consider using a trust region method like PPO, or some more state-of-the-art

method like the TD3.

All considered, the topic of hand-crafting reward shapes seems to bear little fruit compared to other

methods that can be applied to the problem. Future works should focus on either using a process to

determine the reward function, for example reward shaping automation [37] or IRL, or using imitation

learning to circumvent the large state-action space and with further training using RL. In this way a better

solution can be found while wasting less time on engineering the reward function by hand.



Appendix A

Acronyms

UAV Unmanned Aerial Vehicle

RL Reinforcement Learning

MDP Markov Decision Process

DP Dynamic Programming

RMS Root-Mean-Square

DDPG Deep Deterministic Policy Gradient

PPO Proximal Policy Optimization

NN Neural Networks

DRL Deep Reinforcement Learning

TRPO Trust Region Policy Optimization

ROS Robot Operating System

TDL Temporal Difference Learning

DQN Deep Q-Learning

ReLU Recitified Linear Unit

IRL Inverse Reinforcement Learning
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A.1 Algorithms

A.1.1 Deep Deterministic Policy Gradient

Algorithm 0: DDPG

Initialize randomly critic network Q(s, a|θQ ) and actor µ(s|′thet aµ) with weights θQ and θµ.

Initialize target network Q ′ and µ′ with weights θQ ′ ← θQ ,θµ
′ ← θµ Initialize replay buffer R

for episode = 1, M do

Initialize a random process N for action exploration;

Receive initial observation state s1;

for t = 1, T do

Select action at =µ(st |θµ+Nt according to the current policy and exploration noise;

Execute action at and observe reward rt and observe new state st+1;

Store transition (st , at ,rt , st+1) in R;

Sample a random minibatch of N transitions (si , ai ,ri , si+1) from R ;

Set yi = ri +γQ ′(si+1,π(si+1)|θµ′
)|θQ ′

) ;

Update critic by minimizing the loss: Lt (θQ ) = 1
N

∑
[yi −Q(si , ai |θQ )]2;

Update the actor policy using the sampled policy gradient:

∇θµ ≈ 1
N

∑∇aQ(s, a|θQ )|s=si ,a=µ(si )∇θµµ(s|θµ)|si ;

Update the target networks:;

θQ ′ ← τθQ + (1−τ)θQ ′;
θµ

′ ← θµ+ (1−τ)θµ
′
;

end

end
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A.1.2 Trust Region Policy Optimization

Algorithm 1: TRPO

Input: initial policy parameters θ0, initial value function parameters φ0 ;

Hyperparameters: KL-divegence limit δ, backtracking coefficient α, maximum number of

backtracking steps K ;

for k = 0,1,2 ... until convergence do

Collect set of trajectories Dk = τi by running policy πk =π(θk ) in the environment ;

Compute rewards-to-go R̂t Compute advantage values Ât based on the value function Vφk ;

Estimate the policy gradient as

ĝk = 1

|Dk |
∑
τ∈Dk

T∑
t=0

∇θ logπθ(at |st )|θk Ât

Use the conjugate gradient algorithm to compete

x̂k ≈ Ĥ−1
k ĝk

,

Where Ĥ−1
k is the Hessian of the sample average KL-divergence;

Update the policy by backtracking line search with

θk+1 = θk +α j

√
2δ

x̂k Ĥk x̂k
x̂k

,

Where j ∈ 0,1,2, . . .K is the smallest value which improves the sample loss and satisfies the

sample KL-divergence constraint;

Fit value function by regression on mean-squared error:

φk+1 = argmin
φ

1

|Dk |T
∑
τ∈Dk

T∑
t=0

[
Vφ(st )− R̂t

]2

via some gradient descent algorithm

end
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A.1.3 Proximal Policy Optimization

Algorithm 2: PPO

Input: initial policy parameters θ0, initial value function parameters φ0 ;

for k = 0,1,2 ... do

Collect set of trajectories Dk = τi by running policy πk =π(θk ) in the environment ;

Compute rewards-to-go R̂t Compute advantage values Ât based on the value function Vφk ;

Update the policy by maximizing the PPO-Clip objective:

θk+1 = arg max
θ

1

|Dk |T
∑
τ∈Dk

T∑
t=0

min

[
πθ(at |st )

πθk (at |st )
Aπθk (st , at ), g (ε, Aπθk (st , at )

]
via some stochastic gradient ascent, typically Adam;

Fit value function by regression on mean-squared error:

φk+1 = argmin
φ

1

|Dk |T
∑
τ∈Dk

T∑
t=0

[
Vφ(st )− R̂t

]2

via some gradient descent algorithm

end
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