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Abstract

Features of the flame transfer function (FTF) are characterized for turbulent, non-swirled, bluff body stabilized “M” flames for
different hydrogen and methane blends including pure hydrogen flames. An increase in the cut-off frequency of the FTF is observed
for increasing hydrogen concentration. Modulations in the form of peaks and troughs in the gain and the phase were also observed
and are shown to be caused by the interaction of two different flow disturbances, acoustic and convective, originating upstream of
the flame. The first mechanism is due to the acoustic velocity fluctuations imposed at the base of the flame. A Strouhal number
scaling based on the flame height and bulk velocity is shown to collapse the phase slopes and the cut-off frequencies. The second
mechanism is shown to be due to vortex shedding from the grub screws used to align the bluff body in the inlet pipe. The associated
convective time-delay is used to define a second Strouhal number which collapses the modulations in the gain and phase.

A model is developed that separately considers the impulse response of each mechanism and is interpreted as a distribution
of time lags between velocity fluctuations and the unsteady heat release rate. The distributed time lag (DTL) model consists of
two distributions that are shown to capture all the features of the FTFs. The distributions show that the acoustic and convective
mechanisms behave as a low pass filter and band pass filter respectively. This results in a band of frequencies where they interact
through superposition driving fluctuations of heat release rate. Similar interactions are shown to exist in the forced cold flow
revealing that they are of hydrodynamic origin. Further, the band of frequencies are shown to be centered around the natural
shedding frequency of the grub screws appearing as peaks in the unforced energy spectra of the velocity at the dump plane.

Finally, a generalized model which takes as an input the bulk velocity, flame height and a geometric parameter is derived assuming
a linear dependency of the DTL parameters. The model is shown to predict the behaviour of the FTFs relatively well and can
potentially be used to analyse regions in the operating conditions map which have not been experimentally tested.

Keywords: thermoacoustics, flame transfer function, distributed time lag model, turbulent premixed flame, hydrogen

1. Introduction

Hydrogen fired gas turbines for power generation can poten-
tially play a crucial role in large-scale decarbonisation. This is
because hydrogen can be produced using excess energy from
renewable energy sources or from reforming from natural gas
combined with capture and storage of carbon dioxide. How-
ever, the higher flame speeds of hydrogen mixtures introduces
new flame dynamics that may lead to thermoacoustic oscilla-
tions in addition to other flame stability issues such as flash-
back.

Thermoacoustic instabilities can arise whenever there is
feedback from the unsteady heat release into the acoustic field
of the surrounding geometry [1]. In order to predict and con-
trol these instabilities, a model of the combustion system is re-
quired. Typically, these models are built considering the acous-
tic characterization of the chamber, boundary conditions and a
transfer function that relates the acoustic excitation to the un-
steady heat release. The latter occurs because heat sources,
such as flames, are volume sources which act as acoustic
monopoles.

∗Corresponding author.
Email address: eirik.asoy@ntnu.no ()

As it provides closure to the thermoacoustic feedback loop,
flame transfer function (FTF) analysis is a core subject of re-
search in thermoacoustics. FTFs can be obtained experimen-
tally [2, 3, 4, 5], via high fidelity numerical simulations [6],
or using theoretical models [7, 8, 9, 10]. Owing to the weak
acoustic amplification of the pressure and/or density fluctua-
tions across a flame, the FTF is usually assumed to be pro-
portional to the velocity fluctuations only and is by definition
independent of the forcing level. This corresponds to the case
where there is a linear relationship between the normalized heat
release fluctuations and the normalized velocity fluctuations.

The time-lag nature of thermoacoustic instabilities is com-
monly expressed using single time-lag (STL) models as FTFs,
such as the n−τ model introduced by Crocco [11]. These mod-
els have an impulse response function (IRF), where the local
response is both: amplified by a factor of n, and delayed τ
seconds. However, this representation is only valid at low fre-
quencies where the flame is considered compact with respect to
the acoustic and convective wavelengths. At moderate frequen-
cies, STL formulation has been shown incapable of capturing
the spatial dispersion that arises due to the presence of convec-
tive phenomena [7]. In other words STL formulation cannot
capture cut-off frequency behaviour. To circumvent this limita-
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tion Sattelmayer [12] introduced the distributed time lag (DTL)
formulation. In this formalism, the FTF is computed from the
IRF obtained from the probability density function (PDF) of
time-delays. This analysis was extended in Polifke et al. [13] to
handle arbitrary shapes of the PDF enabling the FTF to capture
cut-off frequency behaviour. Furthermore, there are some pre-
mixed flames, whose FTFs also display excess gain (Gain > 1)
at non zero frequencies ( f > 0) [14]. Huber and Polifke [15]
discussed that for the FTF to display excess gain the IRF must
allow for negative values. This was shown by Blumenthal et al.
[16] to be the case in some laminar flames. In most of the afore-
mentioned studies, the FTF is due the mechanisms that occur
around one dominant time scale. In these cases the FTFs can
be well represented by a single DTL model. However, there
are situations in which there are two mechanisms with very dif-
ferent time scales responsible for the fluctuations in the heat
release rate. In such cases it is convenient to use the sum of two
DTL models to approximate the IRF. For instance, Schuermans
et al. [17] used this approach to model the mechanisms due to
equivalence ratio fluctuations and vorticity fluctuations in a full
scale gas turbine burner mounted in an atmospheric test rig.

The most common feature of a FTF is that the flame be-
haves as a low-pass filter [7] however other features can appear
strongly influenced by the shape of the flame [3]. In the case
of so-called “M” flames, particular features include the pres-
ence of peaks and troughs (also referred to as modulations),
such as those appearing in the studies of swirl stabilized flames
[5, 18, 19, 20]. Using premixed flames Komarek and Polifke
[19] demonstrated that the peaks and troughs shift in frequency
when the position of the swirler is changed. The same ef-
fect was achieved by Polifke [18] by changing the location of
the fuel injection point when equivalence ratio oscillations are
present. On a different configuration Palies et al. [21] identified
the peaks and troughs to be the interaction between two differ-
ent unsteady heat release mechanisms: swirl number fluctua-
tions and vortices shed from the bluff-body. In a series of more
recent experiments [22, 23, 24] it was demonstrated that the
levels of swirl number fluctuations observed at both the peaks
and the troughs of the FTF were the result of the axial and an-
gular velocity fluctuations being in or out of phase. Gatti et al.
[23] further showed that the FTF of a non-swirling flame, and
a swirling flame without a center rod, did not exhibit peaks or
troughs.

In the present paper FTFs are measured for a variety of non-
swirling flames stabilized on a bluff-body over a wide range
of hydrogen/methane mixtures with “M” flame shape. The ex-
perimental FTFs show that the modulations can also occur un-
der these conditions. Scaling laws, similar to those used by
Alemela et al. [25], are deduced to collapse the cut-off fre-
quency and the modulations in the gain and the phase of the
measurements. The time scales derived are similar to those
identified in [26] where the flame was subject to interference
between vortical and acoustic disturbances. The data is com-
pared against a double DTL model, which includes a modulat-
ing term that allows for excess gain to be modelled. It is shown
that the modulations in the FTF are caused by the constructive
and destructive interference between the acoustic velocity and

vortex shedding originating from the geometry upstream. Each
of these mechanisms are also shown to act on the flame with
different mean time-delays. Using these considerations a gen-
eralized FTF model is derived which takes as an input the bulk
velocity, flame length and a geometric parameter.

2. Experimental set-up and methods

2.1. Experimental set-up
Figure 1 shows a schematic of the experimental set-up. The

burner used in these experiments consists of a single sector
rig. The injector geometry is identical to the injectors used in
the annular combustor of [27, 28] but without swirlers. The
burner has a circular quartz combustion chamber of inner di-
ameter dq = 44 mm, that enables optical access and it is open
to atmospheric conditions. The length of the quartz tube can
be changed to avoid self excited instabilities during FTF mea-
surements. Two lengths Lq = 80 mm and 55 mm are used for
these measurements. The combustor is operated with different
mixtures of hydrogen, methane and air. The flow rates are con-
trolled by Alicat mass flow controllers (MFC’s) and the fluid
bulk velocity ū at the burner dump plane and in the pipe ūp

are computed from the volume flow rate. The air and fuels are
mixed in the feeding lines approximately a meter before enter-
ing the bottom of the plenum section to ensure that the mixture
is fully premixed. In the plenum section, the gas expands, and
flows through a set of honeycombs and perforated plates before
it contracts and passes through a pipe of diameter dp = 19 mm.
The flame anchors on a bluff body (db = 13 mm) with blockage
ratio of 47%, supported by a center rod (dr = 5 mm) located
at the pipe exit. The rod is held in place by three grub screws
(dg = 4 mm) at a distance of Lg = 45 mm from the dump plane.
On the side wall of the plenum, two Monacor KU-516 (75W,
16Ω) horn drivers are attached at the end of two stand off tubes
for longitudinal acoustic forcing. The speakers are powered by
QTX Sound PRO1000 power amplifiers and controlled by an
Aim-TTi TGA1244 40 MHz signal generator (SG). The signal
from the SG pref is sampled as a common reference for cross
spectral analysis of pressure, heat release, and velocity oscil-
lations. To characterize the cold flow a Hot Wire Anemome-
ter (HWA) is used at six locations L1−6 in the pipe. The ve-
locity magnitude uhw across a single wire (55P11) of diameter
5 µm and length 1.25 mm is measured using a StreamLine pro.
Throughout the paper a cylindrical coordinate system (x, r, θ) is
used with the origin placed at the center of the bluff body.

2.2. Operating conditions
Measurements were carried out for a range of thermal powers

P, bulk velocities ū, equivalence ratios Φ, and hydrogen con-
tents in terms of power fraction PH (or the equivalent volume
fraction VH) computed as:

PH =
PH2

PH2 + PCH4

, VH =
VH2

VH2 + VCH4

, (1)

where PH2 and PCH4 are the thermal powers from hydrogen and
methane, and VH2 and VCH4 are the volume flow rates of hydro-
gen and methane. The 25 cases are summarized in Table 1. All
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Figure 1: Schematic of the experimental set-up. a) Top view of the burner showing the optical arrangement with the photo multiplier tube and camera. b) Front
view of the set-up showing MFCs, signal generator, plenum, horn drivers, microphones, combustion chamber, and a zoomed view of the burner showing the pipe,
bluff body, grub screws, combustion chamber, and the locations of the hot-wire used for the cold flow measurements.

these operating points correspond to “M” -flames (similar to the
flame shown in Figure 3), where the flame is stabilized both on
the inner and outer shear layers near the burner lip. The operat-

Table 1: Operating conditions in terms of thermal powers P, bulk velocities
ū, equivalence ratios Φ, hydrogen power fraction PH, and hydrogen volume
fraction VH for FTF measurements of “M” -flames.

PH VH ū [m/s] P [kW] Φ Case
1.0 1.0 12.8 − 51.3 3 − 12 0.4 1-9
1.0 1.0 30 7 − 9.8 0.4 − 0.6 10-12
1.0 1.0 23.4 − 19.4 5.47 0.4 − 0.5 13-14
0.3 0.57 8.6 − 31.7 3 − 11 0.7 15-19
0.3 0.57 17.9 7 0.8 20
0.3 − 0.4 0.57 − 0.67 20 7 0.7 21-23
0.8 − 1.0 0.92 − 1.0 30 7 0.4 24-25

ing conditions are divided into seven groups which correspond
to cases where two parameters are held constant while the rest
are changed. These operating conditions are chosen to show the
difference in flame dynamics for a similar flame shape.

2.3. Flame response from global chemiluminescence

The flame response is measured by the spatially integrated
heat release rate Q. This is tracked by measuring radiation emit-
ted from OH* radicals, using a photo multiplier tube (PMT)
equipped with a UV band pass filter with 310 nm center wave
length and a half width of 10 nm. Since we are only consid-
ering fully premixed flames, the PMT signal I(t) is assumed
to be proportional to the global heat release rate following the
example of numerous previous studies [7, 29, 30, 31]. Hence,
relative fluctuations, Q′/Q̄, are evaluated from the time-series
of I(t) from the PMT.

The velocity fluctuations at the burner exit are computed us-
ing the multiple microphone method (MMM) [32]. For this
purpose three (Kulite XCS-093-05D) microphones located at
different axial locations in the inlet pipe are used to measure
time-series of pressure (p1, p2, and p3). A cross power spectral
analysis is used to estimate the amplitude and phase of each sig-
nal p′1−3 and Q′, correlated with the excitation signal pref, i.e.,
the phase is computed relative to pref. The amplitude and phase
of each signal, e.g., Q′, is expressed as a complex number and
is computed by:

Q̂( fe) =
Γ ( pref, Q′ )√
Γ ( pref, pref )

∣∣∣∣∣∣
fe

, (2)

Γ
(

pref, Q′
)

= F ( pref )F
(

Q′
)∗ ,

where the cross power spectral density (CPSD), Γ, is computed
as the product of the Fourier transforms F of each signal re-
spectively. Hatted quantities ( ˆ ) denote a fluctuation in fre-
quency space. The excitation signals are harmonic, hence the
signal response is estimated as the complex value at the excita-
tion frequency fe. Segments of the time-series of p′1(t), Q′(t),
and pref are plotted in Figure 2b. Figure 2a shows the spectra of
the heat release rate computed by Equation 2 at fe = 950 Hz.

Assuming 1D acoustics and a low mach number, the acoustic
pressure and velocity propagate only in the axial direction and
are expressed by:

p̂(x) = A+ exp (− jkx) + A− exp ( jkx), (3)

û(x) =
1
ρ̄c̄

(
A+ exp (− jkx) − A− exp ( jkx)

)
, (4)

where A+ and A− are the amplitude and phase (Riemann in-
variants) of the upstream and downstream propagating acoustic

3
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Figure 2: Amplitude spectra of Q̂ and corresponding time-series p′1(t), Q′(t),
and pref at excitation frequency fe = 950 Hz. The time series in b) are normal-
ized by the amplitudes estimated by Equation 2.

waves, ρ̄ is the fluid density, c̄ is the speed of sound, and k is the
spatial wave-number. The wave-number is given by k = ω/c̄,
where ω = 2π f is the angular frequency. The amplitude and
phase of the microphone signals ( p̂1−3), are used to compute A+

and A− which then are used to reconstruct the acoustic pressure
and velocity fields in the tube. Hence, û can be evaluated at the
burner exit, relating the heat release fluctuations to the acoustic
velocity fluctuations at the burner dump plane.

The relationship between û and Q̂ is described by the flame
transfer function (FTF) expressed by:

FTF(ω) =
Q̂/Q̄
û/ū

. (5)

At low forcing amplitudes the FTF is independent of the forc-
ing level |û|/ū [33]. Discrete points of the FTF are measured
using |û|/ū = 0.04 at a range of frequencies fe = [200 − 2200]
Hz. At each frequency time-series of pressure and chemilu-
minescence are recorded in 10s intervals at a sampling rate of
fs = 51.2 kHz. This corresponds to 5.12 × 105 samples which
are binned into 40 separate time-series. Each of the time series
has a length of 250 ms which correspond to more than 50 cycles
at the lowest frequency.

2.4. High-speed imaging and flame shape

The spatial distribution of normalized heat release rate,
q′(x, r, t)/q̄(x, r), is measured by high-speed imaging of the
flame. The measurement is line of sight integrated (similar to
the PMT), and q′/q̄ is obtained in the same way as Q′/Q̄. The
total heat release rate is retrieved by integrating the spatially
distributed heat release: Q′/Q̄ =

∫
A q′/q̄ dA over the camera

field of view, A.
The equipment used is a Phantom V2012 high-speed camera

equipped with a LaVision IRO high-speed two-stage intensifier,
fitted with a Cerco 2178 UV lens 100F/2.8 and a UV band pass
filter with 310 nm center wave length and a half width of 10 nm.

Figure 3: Images of the mean flame for case 5 (P = 7 kW, PH = 1, and
Φ = 0.4). a) Stream-wise distribution of heat release rate. b) Line of sight
integrated heat release rate. c) Planar heat release rate computed by a 3 point
Abel deconvolution algorithm. All images are normalized by the maximum
intensity.

The mean spatial distribution of heat release rate q̄ is used to
compute the mean flame shape and corresponding flame height
H. Figure 3b shows the upper half of q̄ in the x − r plane,
obtained from averaging 2000 chemiluminescence images of
the unforced flame. Figure 3c, is computed by a three point
Abel deconvolution algorithm [34] and shows the radial profile
of the heat release rate. The image intensity is normalized by
the maximum intensity (q̄max). Figure 3a shows the stream wise
intensity profiles of q̄, integrated in the radial direction:

q̄x(x) =

∫ ∞

0
q̄ dr. (6)

The location where q̄x is maximum indicates the flame length
H. The flame length is shown with a dashed line. From Fig-
ure 3c, one can see that the flame anchors on both the inner and
outer burner lips forming the characteristic “M” shape.

3. Results

Figure 4 shows FTFs measurements of two fuel mixtures.
The first mixture is an H2/CH4 blend at PH = 0.3, with equiva-
lence ratio, Φ = 0.7, at a range of thermal powers P = [3 − 7]
kW. The second mixture is pure H2, PH = 1, with equivalence
ratio, Φ = 0.4, at a range of thermal powers P = [4 − 12] kW.
The FTF is plotted using FTF = G exp( jθ), where G is the gain
and θ is the phase. Log-log plots of the gain are shown on the
left, and the phase is plotted on the right of the figure. The
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Figure 4: Experimental FTFs for “M” -flames at different thermal powers: P = [3 − 7] kW for PH = 0.3 at Φ = 0.7, and P = [4 − 12] kW for PH = 1 at Φ = 0.4. a)
Gain and phase plotted against frequency. b) Plotted against reduced frequency St1. c) Plotted against reduced frequency Stx.

Figure 5: Planar flame images of the unforced flame at different thermal powers: P = [3 − 7] kW for PH = 0.3 at Φ = 0.7, and P = [4 − 12] kW for PH = 1
at Φ = 0.4. The flames correspond to the FTFs shown in Figure 4. All flames have a characteristic “M” -shape and the intensity is normalized by the maximum
intensity q̄max.
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gain plots highlight the low-pass filter behaviour where an ex-
ponentially decaying gain appears as a line with negative slope
at high frequencies. The phase is plotted in a linear scale to
highlight the time-delayed response of the flame as indicated
by the approximately constant slope. It is evident that the cut-
off frequency increases and the time-delay decreases with ther-
mal power. The pure hydrogen mixture exhibits a significantly
higher cut-off frequency and a slower time delay when com-
pared to the H2/CH4 mixture at similar thermal powers. Fur-
thermore, one can see that before the cut-off frequency, the
gain modulates around unity and the phase is deviating from
a straight line by the same type of oscillations (see Figure 11b
for individual plots of some of the cases). The planar flame im-
ages in Figure 5, correspond to each of the FTFs in Figure 4a,
and show that hydrogen flames are stabilized as an “M” flame
for a large range of thermal powers. The flame height is denoted
by the dashed line. By increasing the thermal power and thus
the bulk velocity, the turbulent flame speed also increases, al-
beit less than the bulk velocity. This results in longer flames as
the flame height is primarily controlled by the balance between
turbulent flame speed and bulk velocity.

3.1. FTF measurements for pure hydrogen “M” -flames

Some features of the FTF collapse when scaled by appropri-
ate Strouhal numbers. Figure 4b shows that when the frequency
in the FTFs of Figure 4a is non-dimensionalized by a time-scale
based on the flame height and the bulk velocity, τ1 = H/ū, such
that St1 = f τ1 the cut-off characteristics in the gain and the
phase slopes collapse. The periodic nature of the peaks and
troughs in the low frequency gain and phase curves suggests
that there is another Strouhal number, say Stx, which collapses
the modulations as shown in Figure 4c. The nature of the sec-
ond time-delay is analysed in section 3.4. Given that differ-
ent features of the FTF scale with different Strouhal numbers,
one can conclude that the system is governed by two distinct
time scales. Similar observations were made in swirling flames
[21, 22, 23, 24] where it was shown that two different time-
scales affected the FTF, one corresponding to the acoustic ve-
locity disturbances at the burner exit and the other to vorticity
waves produced by the swirler vanes.

In the following sections an in depth characterization of the
time-delays is performed. First by adopting a distributed time
lag model to extract the actual time-delays and then analysing
the corresponding nature of the disturbances.

3.2. Distributed Time-lag model

The simplest time lag model used to relate the velocity fluc-
tuations with the flame response is the n − τ model, originally
proposed by Crocco [11]:

Q′(t)
Q̄

= n
u′(t − τ)

ū
. (7)

Here n is the interaction index, and τ is the time-delay. This
representation is only valid in the low frequency range, where
the flame can be treated as a compact element with respect to
the acoustic and convective wavelengths.

This is not the case for the flames and frequencies considered
in this paper. At moderate frequencies, disturbances that con-
vect with the mean flow velocity can have a significant effect on
the flame. In this case, the flame response is better represented
by a distributed time-lag model. Using CFD Polifke et al. [13]
computed the probability density function of time delays, also
interpreted as the impulse response function h(t) and then ap-
proximated it analytically using a Gaussian distribution with
standard deviation σ:

h(t) =
1

σ
√

2π
exp

(
−

(t − τ)2

2σ2

)
. (8)

In order to capture excess gain, i.e., gain above unity (G > 1)
at nonzero frequency ( f > 0) Komarek and Polifke [19] used
several distributions with opposite signs. In order to achieve the
same effect we extend the model to include an amplitude g and
a modulating term with frequency β. The advantages of using
the modulating term are twofold:

1. It allows the impulse response function h to become neg-
ative and therefore it is useful to model excess gain in the
FTF (see Figure 6).

2. If such a distribution is used to model a phenomenon with
a preferred frequency, β represents this explicitly (as will
be shown in section 3.5).

Under these considerations the impulse response for a single
time lagged distribution is given by:

h(t) =
g

σ
√

2π
exp

(
−

(t − τ)2

2σ2

)
cos (β(t − τ)). (9)

The relationship between the unsteady heat release fluctuations
and the velocity fluctuations is given by the convolution of the
latter with the impulse response function:

Q′(t)
Q̄

=
(h ∗ u′)(t)

ū
, (10)

=

∫ ∞

−∞

h(τ)
u′(t − τ)

ū
dτ. (11)

In the frequency domain this can be rewritten as:

Q̂(ω)/Q̄
û(ω)/ū

= ĥ(ω), (12)

where ĥ(ω) is the associated transfer function given by:

ĥ(ω) =
g
2

(
exp

(
−

1
2

(ω − β)2σ2
)

+ exp
(
−

1
2

(ω + β)2σ2
))

e− jωτ.

(13)
This formulation can be used to describe the mechanisms re-

sponsible for the unsteady heat release fluctuations that occur
around a single time scale (τ). When there are two different
time scales, as the analysis in section 3.1 suggests, it is conve-
nient to use two distributed time lag models [17]. Therefore the
full FTF expressed as DTLT(ω) is given by:

DTLT(ω) = DTL1 + DTL2, (14)
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Figure 6: a) Impulse response function h(t), with mean time-delay τ = 1 ms and a modulation frequency of β/(2π) = 700 Hz. This corresponds to a modulation
wavelength of 1 ms. b) Transfer function ĥ(ω) displaying excess gain at f = β/(2π).

where

DTLi = E+
i + E−i , (15)

E±i =
gi

2
exp

(
−

1
2

(ω ± βi)2σ2
i − jωτi

)
. (16)

3.3. Estimation of the DTL model parameters

Having developed the DTL model, the next step is to com-
pute the model parameters (gi, βi, σi and τi) that best fit the
experimental FTFs. This is performed using a nonlinear least
squares (NLS) optimization routine which minimizes the dif-
ference between the DTL model and the experimental measure-
ments. The procedure is as follows:

1. The measurements are fitted to a DTL model consisting of
one distribution. Hence, the model parameters g1, σ1, β1,
and τ1 are computed while g2, σ2, β2, and τ2 are set to
zero.

2. The measurements are fitted to a DTL model consisting
of two distributions. The first distribution takes the values
computed in the previous step, and only the model param-
eters g2, σ2, β2, and τ2 are computed.

3. The measurements are fitted to a DTL model consisting of
two distributions, where all the model parameters are fitted
simultaneously and physical constraints are imposed.

The main challenge associated with the NLS approximation is
that it easily gets trapped in local minima which may not nec-
essarily be the global minima. This is important for steps 1 and
2 (step 3 takes as initial guesses the values computed in steps 1
and 2). Therefore one may prefer to use a global minimization
approach as applied by genetic algorithms. However, the NLS
algorithm is favored in this paper because, as will be shown in
the following sections, a careful analysis of the features of the
FTFs can provide good initial estimates of the model parame-
ters.

3.3.1. Parameter estimation for the first distribution
When dealing with a single distribution, one can divide the

model parameters into gain (g1, σ1, β1) and phase (τ1) parame-
ters. Good estimations for the gain parameters can be obtained
by inspection of the FTF, by considering Gm = max(G):

g1 ≈ 2Gm, β1 ≈ ω

∣∣∣∣∣
G=Gm

, σ1 ≈
3

ω
∣∣∣
G=Gm/100 − β1

.

Figure 4b shows that using a Strouhal number based on the
time-delay τ1 = H/ū collapses the cut off frequency charac-
teristics and the phase slopes of 5 curves. However, instead
of taking this as granted, the initial guess for the time-delay is
given as the slope of the phase computed using linear regres-
sion1. The same figure also shows that the phase at the origin
is not zero (which is a feature of the DTL model). This can
be caused by systematic measurement errors. In order to get a
better estimate of the phase slopes a small phase offset (θ0) is
added to the model such that exp(− jωτi)→ exp(− j(ωτi + θ0)).
Note that the offset needs to be the same for both distributions.
The initial estimation for this offset is taken to be zero.

3.3.2. Parameter estimation for the second distribution
In Figure 4c it is shown that the modulations collapse with

a, yet unknown, Strouhal number. This suggests that a detailed
analysis of the modulations can provide accurate estimations
for the model parameters of the second distribution. Having
computed the model parameters of the first distribution, the
modulations in the gain2 are extracted by taking the difference
between the gain of the experimental data (Gexp) and the gain
of the DTL model with a single distribution (GDTL1 ):

∆G = Gexp −GDTL1 . (17)

1It will be shown later in the paper that the slope of the first distribution is
exactly τ1.

2This analysis is carried out with the modulations in the gain, the same
analysis giving similar results can be done with the phase modulations but is
not shown here for brevity.
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Figure 7: Experimental FTFs of cases 1-25 scaled by St1. The solid line is
the DTL model using a single distribution. Notice that the phase slopes and the
cut off frequency characteristics collapse. The phase offset of the red curve is
θ0/(2π) = 0.075.

The modulations appear only in a band of frequencies, thus the
part of the signal out of this band is discarded. This gives an
estimate for β2 which is approximately the center of the band.
The width of the band is roughly 6/σ2 and the amplitude of the
modulations are twice g2. The resulting signal (shown later in
Figure 8) closely resembles a sinusoidal curve where the peaks
and troughs can be interpreted as the frequencies at which the
mechanisms of different time scales have constructive and de-
structive interference respectively.

The periodicity of this curve is linked to the second time-
delay. Recall that the magnitude of the addition of two complex
numbers z1 = r1e jφ1 and z2 = r2e jφ2 is given by:

|z1 + z2| =

√
r2

1 + r2
2 + 2r1r2 cos(φ1 − φ2). (18)

The peaks of the signal will appear whenever φ1 − φ2 = 2πn,
with n ∈ Z. Considering that φ2 = −ωτ2−θ0 and φ1 = −ωτ1−θ0
then it is possible to find the frequency of the nth peak:

ωn =
2πn

τ2 − τ1
. (19)

Using the wavelength between two consecutive peaks λ =

ωn+1 − ωn one finds an estimate for the second time-delay:

τ2 = τ1 +
2π
λ

(20)

= τ1 + τ3.

3.3.3. Physical constraints for the final DTL model
Using mass and energy conservation laws Polifke and Lawn

[8] show that in the low frequency limit, ω → 0, the FTF ap-
proaches unity for perfectly premixed flames. This translates
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Figure 8: Low frequency modulations scaled by St3. The red line is a sinu-
soidal curve fitted to the data. Since the data is already scaled by the appropriate
Strouhal number λ ≈ 1, otherwise it can be used to compute the wavelength and
thus extract the value of τ3.
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Figure 9: time-delays vs scaling parameters. The markers are the values of the
time-delays obtained from the fitting procedure. The red line is a straight line
with unit slope.

to:

1 = g1 exp
(
−

1
2
β2

1σ
2
1

)
+ g2 exp

(
−

1
2
β2

2σ
2
2

)
. (21)

For numerical reasons it is convenient to define the gain of the
first distribution as a function of the second one:

g1 = exp
(

1
2
β2

1σ
2
1

) (
1 − g2 exp

(
−

1
2
β2

2σ
2
2

))
. (22)

This constraint is ensured only in the third step of the fitting
process, effectively eliminating one of the variables (g1) from
the fitting procedure.

3.4. Analysis of DTL model parameters
After obtaining the model parameters from the fitting proce-

dure for the 25 cases, we proceed to analyse the nature of the
time-delays.

Consider first the time-delay associated with the first distri-
bution of the model (DTL1). Figure 7 shows that the phase
slopes and cut-off frequency characteristics of the 25 sets of ex-
perimental data collapse when scaled using the Strouhal num-
ber St1 = f H/ū. Therefore by plotting τ1 vs H/ū one would
expect a linear relationship with unit proportionality constant.
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Figure 9a shows that this is exactly the case. Given that the
markers closely follow the trend, one can conclude that the
time-delay is given by:

τ1 =
H
ū
. (23)

The small deviations may be associated with the way the flame
height is computed.

On the other hand, Equation 20 states that the time-delay as-
sociated with the second distribution is composed of two time-
delays: τ1 (given in Equation 23) and τ3. A key characteristic
with respect to τ3 is that when the bulk velocity is kept con-
stant (e.g., cases 10-12) while other operating conditions are
varied, its value remains constant. This implies that the time-
delay is associated with a fixed length scale. After inspection
of the combustor, it is found that this length (Lg) corresponds to
the distance between the grub screws and the dump plane (see
Figure 10). Therefore:

τ3 =
Lg

ūp
, (24)

where ūp is the bulk velocity in the pipe, which is approx-
imately ūp = 4/7ū. As with the first time-delay, Figure 9b
confirms that for all the cases τ3 is given by Equation 24. Asso-
ciated with τ3 a Strouhal number is defined such that St3 = f τ3
which scales the low frequency modulations and is independent
of the flame height. This is shown in Figure 8, where the gain
difference (defined in Equation 17) of the 25 cases is plotted
against St3. Using Equation 24 and 20 one can relate the wave-
length of the modulations to physical quantities: λ = 2πūp/Lg.
This implies that the location of the modulations is given by the
bulk velocity and the distance of the grub screws from the dump
plane.

To portray the difference between the two time-delays (and to
demonstrate the accuracy of the model to capture these FTFs)
the attention is placed on two different sets of experimental data
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Figure 10: Schematic of an M flame. The red line denotes the flame front and
the gray arrows represent the different paths that the velocity perturbations take
to reach the flame front. Each path represents a different time-delay. Mean
time-delays τ1 and τ2 and associated length scales Lg, and H are indicated on
the schematic.
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Figure 11: FTFs of pure hydrogen PH = 1, at different equivalence ratios and
thermal powers. a) Case 10, case 11 and case 12 corresponding to an increase
equivalence ratio at ū = 30 m/s and PH = 1. b) Case 3, case 6, and case 9
corresponding to an increase in thermal power for PH = 1 and Φ = 0.4.

where pure hydrogen is used (PH = 1). The first set shown
in Figure 11a corresponds to three FTFs where the equiva-
lence ratio is increased while the bulk velocity is kept constant
(ū = 30 m/s). Under these circumstances the flame length
shortens because the flame speed increases. This implies that
τ1 gets smaller but τ3 remains constant. Notice that the cut
off frequency increases but that the periodicity and location of
the modulations remain approximately constant. The second
set shown in Figure 11b corresponds to three FTFs where the
thermal power is increased at a constant equivalence ratio. Un-
der these conditions both the flame length and bulk velocity
increase. This causes τ1 to become smaller because the bulk
velocity grows faster than the flame length. τ3 also becomes
smaller. As before the cut-off frequency increases but to a lesser
degree. Nonetheless, the modulations shift and stretch out in the
frequency axis.

Having characterised each of the time-delays allows one to
associate each of the distributions with the corresponding phys-
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Figure 12: DTL model and its components corresponding to the FTF of case 5, PH = 1, Φ = 0.4, and P = 7 kW.

ical mechanisms. Take as an example case 5 plotted in Fig-
ure 12. The first distribution (DTL1) corresponds to the heat
release fluctuations caused by the velocity fluctuations as they
propagate from the dump plane until they reach the flame front.
It presents a low pass filter behaviour and a short time-delay.
The second distribution (DTL2) corresponds to heat release
fluctuations caused by the velocity fluctuations generated by
vortex shedding at the grub screws. It has a band pass filter
behaviour and a long time-delay. This behaviour is similar to
that observed in swirl stabilized flames [21], where a trough in
the gain appeared due to the destructive interference between a
vorticity wave generated at the swirler and the acoustic veloc-
ity disturbances. For this case a similar conclusion is obtained:
vortices shed from the grub screws generate large flame surface
area fluctuations.

In general, this suggests that any type of upstream flow dis-
turbances induced by geometry, can introduce modulations in
the FTF. As long as the disturbances have a low pass or band
pass filter behaviour they can be accurately represented by the
distributed time lag model. In the following section a detailed
cold flow analysis is performed to support the assumption that
the second mechanism, DTL2, is driven by vortex shedding
from the grub screws.

3.5. Characterization of the second mechanism via cold flow
measurements

Two sets of cold flow measurements are conducted. One
measures the velocity at the burner exit and the second mea-
sures the velocity at different positions between the grub screws
and the dump plane. For the first set of experiments a HWA
is placed at the burner exit above one of the grub screws.
The HWA is used to sample time series of unforced flow ve-
locity uhw in 5 min intervals, at 5 different bulk velocities.

The time series are used to estimate the energy spectra Eu =∫ (
u′hw ∗ u′hw

)
exp( jωt) dt plotted in Figure 13. We observe that

there is a peak in the spectra at all bulk velocities. The fre-
quency at which the peaks are located increases with bulk ve-
locity. In the inset of Figure 13 each spectra is normalized by
the peak value and plotted against St3. The collapse of this data
with St3, is an indication that the second mechanism is driven
by vortex shedding. The corresponding Strouhal number based
on the grub screw diameter (dg) is Stdg = 0.12 and the range of
Reynolds numbers is Redb = [1200 − 7500].

0 400 800 1200 1600 2000

0

0.5

1

1.5

2

2.5

3
10

-3

20

30

34

43

51

0.5 1 1.5 2

Figure 13: Energy spectra of the unforced flow at a range of bulk velocities.
Peaks appear at St3 ≈ 1.2 due to vortex shedding from the grub screws. This
corresponds to Stdg = f dg/ūp ≈ 0.12.

For the second set of experiments the bluff body is removed
in order to fit the HWA inside the pipe. However, the center rod
and the grub screws are left in, such that the forced flow expe-
riences the same conditions as when measuring FTFs. For this
set of experiments the forcing level and the bulk velocity in the
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pipe are kept constant. The velocities measured by the MMM
(u) and the HWA (uhw) are sampled simultaneously at different
downstream locations Lh = L̃ dg with respect to the grub screws
(see Figure 1 for an schematic). Figure 14 shows the magni-
tude and phase of the ratio û/ûhw vs frequency at three differ-
ent locations. Both quantities are computed in the same way
as for the FTFs (Equation 2). Notice the presence of similar
modulations that decay with the distance from the grub screw.
These modulations are caused by the interference between the
acoustic velocity and the velocity disturbances induced by vor-
tex shedding from the grub screws. The time delay, being in-
versely proportional to the wavelength of the modulations, in-
creases when the measurement point is further away from the
grub screw. These measurements show that changing the posi-
tion of the grub screws (varying Lg) has the same effect in the
time delay as increasing the bulk velocity (as done above for
the FTFs).
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Figure 14: Magnitude and phase difference of the ratio û/ûhw at ūp = 13.7
m/s. DTLH (red lines) is used to capture the cold flow modulations between the
velocity measured by the MMM and the velocity measured by HWA. This data
set presents similar interference patterns as those observed in the FTFs.

To obtain more information from the measurements we fit
two distributions DTLH = DTLa + DTLh. The first distribu-
tion DTLa ≈ 1 is used to represent the fraction of velocities
containing only the acoustic component. A small time delay is
added to correct for the small phase deviation caused by uncer-
tainty between the two measurements. The second distribution
DTLh represents the fraction of velocities between the acoustic
and induced velocities due to vortex shedding. Thus, the coef-
ficients τh, gh, βh, and σh, describe the nature of the interfering
mechanism, i.e., the frequency response of vortex shedding.

The fits (DTLH) are indicated by the red lines in Figure 14.
The coefficients τh, gh, σh, and βh are shown in Figure 15.
As expected, the time delay τh increases with Lh. The ampli-
tude gh decays exponentially with Lh. The frequency response
given by σh and βh remains constant. This indicates that the
acoustic forcing locks on the natural shedding frequency of the
grub screws [35]. These characteristics are taken into account
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Figure 15: Parameters from DTLH fitted to û/ûhw (red lines in Figure 14). The
cold flow exhibits modulations with band-pass characteristics similar to those
observed for the FTFs. τh ≈ Lg/ūp, σh and βh are approximately constant
while gh decays exponentially as indicated by the fitted black curves. Shaded
regions indicate 95% confidence intervals.

when a generalized DTL model is developed later in the pa-
per. The Strouhal number based on the grub screw diameter
Stdg = βhdg/(2πūp) = 0.13 is close to the value obtained from
the peaks of the spectra in Figure 13.

The analysis performed in this section provides further ev-
idence that any type flow disturbances induced by the geom-
etry upstream of the flame can introduce modulations in the
FTF. Furthermore, the DTL model is able to capture the band
pass filter characteristics of the second mechanism which in this
case is centered at the shedding frequency given explicitly by
βh/(2π) (a model parameter). Hence, the model used in this
paper (Equation 15) gives an advantage compared to previous
formulations of the DTL model [19].

In the following section we take advantage of the trends ob-
served in both mechanisms in order to obtain a generalized DTL
model for the measured FTFs.

4. Generalized distributed time lag model

Having analysed the two different mechanisms that constitute
the distributed time lag model, we proceed to generalize the
model. This enables the prediction of FTFs for a given flame
height H, bulk velocity ū and distance from the grub screws
Lg. The challenge is to find a general expression for the gain
parameters of the distributions (gi, βi, and σi) in terms of these
inputs. General expressions for the phase parameters, i.e., time-
delays, have already been deduced as seen in Figure 9.

In Figure 7 it is shown that the cut off characteristics collapse
under the frequency scaling H/ū. Therefore it is convenient
to define a cut-off frequency ωc that scales with this reduced
frequency. The value of ωc is based on the following gain value
of a single distribution:

|DTL1(ωc)| =
1
√

2

g1

2
. (25)
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Figure 16: Dependence of the DTL model parameters with the flame and burner parameters H, ū and Lg. Each marker corresponds to one of the 25 cases. The error
bounds correspond to 3 standard deviations. The red lines correspond to linear fits of the data. Plot b) is only displayed for completeness, the actual value of g1 is
given by Equation 22. No linear regression is required for this variable. The black lines are estimates from the cold flow analysis. All shaded regions correspond to
95% confidence intervals.

Using this definition, combining it with Equation 15 and reor-
ganizing the terms gives an implicit expression for the cut off

frequency:

ωc = β +
1
σ1

√
2 ln

(√
2
(
1 + exp

(
−2σ2

1β1ωc

)))
. (26)

For all cases considered in this paper, exp(−2σ2
1β1ωc) � 1,

hence the previous equation can be approximated as:

ωc = β1 +

√
ln(2)
σ1

. (27)

Since the cut off frequency depends on two parameters, another
equation is required in order to generalize the model. The scal-
ing used in section 3.3.1 and the results from section 3.5 suggest
the following relationship between σi and βi:

1
σi
∝ βi. (28)

From the cold flow measurements we obtain that since Lg is
constant g2 ≈ constant and that the shedding frequency β2/(2π)
increases linearly with bulk velocity:

β2

2π
∝

ūp

Lg
. (29)

With all these definitions one can propose linear scalings for
each of the distributions as shown in Figure 16 with their corre-
sponding linear regression curve. The shaded regions indicate
95% confidence intervals on the fits. To generate this figure

recall that each FTF corresponds to the mean of 40 different
samples (see subsection 2.3). Therefore, in order to obtain the
values of the model parameters instead of fitting them to the
mean FTF values, they are fitted to each of the 40 samples.
This enables the visualization of the experimental scatter given
by the error bounds in the figure.

The first row in Figure 16 corresponds to the parameters of
the first distribution all of which display a linear dependency
as denoted by the fitted red line. The parameters of the second
distribution are shown in the second row. For comparison, a
black line and a gray shaded region have been added to repre-
sent the mean and scatter of the cold flow measurements. The
parameters of the second distribution also display linear trends
except for the gain g2 which is shown to be constant with re-
spect to ūp/Lg. The shedding frequency β2/(2π) presents the
most scatter. These data points seem to cluster along two lines
corresponding to Stdg ≈ 0.11 and Stdg ≈ 0.22. A possible ex-
planation is that both these lines correspond to the shedding
frequency and the corresponding sub-harmonic. However, for
consistency the linear fit (red line) is used to represent the trend
for the generalized model.

By knowing the coefficients of the linear fits (red lines in
Figure 16) one can predict the FTF at different operating points
which have not been tested. At least two points are required
in order to compute the regression curves. In order to increase
accuracy it is desirable to choose operating points with a large
separation between the values of H/ū and similarly for the val-
ues of Lg/ūp.
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4.1. Performance of generalized DTL
As a matter of example, the generalized model is computed

using two operating conditions. Then its performance in terms
of precision and accuracy is studied in detail.

For the computation of the generalized DTL model case 7
(PH = 1, Φ = 0.4, P = 9 kW) and case 15 (PH = 0.3, Φ =

0.7, P = 3 kW) are used. Case 7 has values H/ū = 0.50 ms
and Lg/ūp = 2.00 ms, while case 15 has H/ū = 1.72 ms and
Lg/ūp = 9.1 ms. This ensures that the points used to obtain the
regression curves are far apart from each other.

To quantify the performance of the generalized model it is
useful to start by defining the different transfer functions:

• FTFSin corresponds to a single sample of the experimental
FTF.

• FTFExp corresponds to the FTF obtained by averaging the
40 samples of experimental data.

• DTLT corresponds to the FTF obtained by fitting a single
sample of the experimental data.

• DTLG corresponds to the FTF obtained from the general-
ized model by interpolation.

Then the relative error between the gain of two transfer func-
tions, say FTFA and DTLB is defined by:

εG
A−B = 1 −

|FTFA|

|DTLB|
(30)

A similar definition is given for the relative error between the
phases (εθA−B). The three relevant relative errors used to study
the accuracy and precision are:

1. εSin−Exp, measures error due to experimental scatter.
2. εSin−T, measures the error due to the fitting procedure.
3. εSin−G, measures the error due to interpolation (regression

model), the fitting procedure, the computation of flame
height and experimental scatter.

The errors are computed for each of the 40 samples at all mea-
sured frequencies. The resulting arrays of relative error are
shown as histograms in Figure 17 for case 5 (PH = 1, Φ = 0.4,
P = 7 kW). The errors take approximately the shape of a Gaus-
sian probability density function (PDF) with S as the standard
deviation and µ as the mean value. The metrics S and µ rep-
resent precision and accuracy respectively and are computed
directly from the errors listed above for both the gain and the
phase. The errors of DTLG and FTFExp can be visualized in
Figure 18. The dark gray shaded region corresponds to a nor-
mally distributed scatter of 3% in each of the parameters around
the curve given by DTLG. The light gray shaded region corre-
sponds to 3 times the standard deviation of the 40 samples. As it
can be seen the generalized model predicts the FTF well within
the uncertainty bounds of the experimental scatter.

To get an idea about the order of magnitude that each source
of error (experimental scatter, fitting procedure, interpolation)
contributes to the generalized model, S and µ are compared be-
tween the three computed errors (εSin−Exp, εSin−T, and εSin−G).

Figure 17: Histogram of relative errors in the gain εG and in the phase εθ for
case 5 (PH = 1, Φ = 0.4, P = 7 kW)

Figure 18: DTLG and FTFExp for case 5 (PH = 1, Φ = 0.4, P = 7 kW)
plotted as complex numbers. The dark gray shaded region shows a normally
distributed uncertainty of 3% imposed on all input parameters of DTLG. The
light gray shaded region corresponds to the error bounds given by 3 standard
deviations of the experimental measurements.

First the relative errors in the prediction of the gain are con-
sidered. The experimental scatter has a precision of µ = 0.00
and an accuracy of S = 0.02. The fitting procedure DTLT has
a precision of µ = 0.01 and an accuracy of S = 0.07. The
generalized model DTLG predicts the gain with a precision of
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Figure 19: Summary of the performance of the generalized DTL model. Accu-
racy (µ) and precision (S ) computed for the gain a) and phase b) for all three
errors (εSin−Exp , εSin−T, and εSin−G). Error bounds are ±1.3S .

µ = 0.04 and an accuracy of S = 0.09. Notice that the errors
due to the fitting procedure and the experimental scatter are in-
cluded in DTLG, therefore it is expected that the values of µ and
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Figure 20: FTFExp and predicted FTFs by DTLG. a) Case 10, case 11 and case
12 corresponding to an increase equivalence ratio at ū = 30 m/s and PH = 1.
b) Case 3, case 6, and case 9 corresponding to an increase in thermal power for
PH = 1 and Φ = 0.4. All cases correspond to the same fitted cases shown in
Figure 11.

S from the generalized model to be higher. Furthermore, one
can notice that in terms of accuracy all estimates are of same
order of magnitude and if one adds S computed from εSin−Exp
and εSin−T, one gets roughly the same value as computed from
εSin−G. This indicates that the generalized model predicts the
gain to a similar degree of precision as the fitting procedure
and the experimental scatter. A similar conclusion can be made
by considering the errors from the phase. An estimation of the
magnitude of the error for this case is |µ| < 0.1 and |S | < 0.1 for
the gain and |µ| < 0.05 and |S | < 0.05 for the phase.

This procedure is repeated for all 25 cases where µ and S are
computed for both the gain and the phase. The results are sum-
marized in Figure 19 which shows εG and εθ for the three errors.
The error bars correspond to a projection of the histograms dis-
played in Figure 17. The markers indicate the mean µ and the
error bounds are computed as ±1.3S which correspond to 80%
confidence intervals given that the error is Gaussian distributed.
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The shaded regions also correspond to 80% confidence intervals
of the experimental scatter with µ = 0 by definition. One can
see that the accuracy of the fitting procedure is better than the
accuracy of the generalized model as one would expect. How-
ever, the precision is in the same order of magnitude for both
DTLT and DTLG and for most cases the value of 1.3S is less
than 20%. The prediction of the phase is better than for the gain,
mainly due to the lower values of the experimental scatter.

To get a better visual representation of the performance (Fig-
ure 19) DTLG and FTFExp are presented for six cases as shown
in Figure 20. The cases correspond to the same FTFs fitted in
Figure 11. One can see that using only two cases to get the
regression lines for the generalized model provides a good es-
timation of both the gain and the phase. The cut-off frequency
varies significantly in Figure 20a and both the cut-off frequency
and the periodicity of the modulations change significantly in
Figure 20b. This shows that the generalized model is able to
predict a great variety of cases provided that the scaling is ap-
proximately linear, as shown before. It is important to stress
that the generalization of the method still needs to be tested for
different flames shapes and conditions such as swirling flames.

5. Conclusions

Flame transfer function measurements of perfectly premixed,
hydrogen-methane, bluff body stabilized, “M” flames are pre-
sented. The FTFs display peaks and troughs in both the gain
and the phase which are shown to be a manifestation of the
interaction of two velocity fluctuation mechanisms. The first
mechanism corresponds to the velocity perturbations generated
at the base of the flame as they propagate downstream to the
flame front. It has a time-delay given by the flame height and
the bulk velocity, i.e., τ1 = H/ū. The second mechanism corre-
sponds to the vortices shed from the grub screws as they prop-
agate downstream to the flame front as evidenced by the forced
and unforced cold flow measurements. It has a time-delay given
by the position of the grub screws, the bulk velocity in the pipe
and the first time-delay, i.e., τ2 = τ1 + Lg/ūp. It is shown that
a Strouhal number based on τ1 collapses the cut off frequency
characteristics of the 25 measured cases. On the other hand a
Strouhal number based on the time-delay τ3 = τ2 − τ1 is shown
to collapse all the peaks and troughs of the FTF.

A distributed time lag model based on the impulse response
of each of the mechanisms is developed. It builds from previous
models found in literature which consider two normal distribu-
tions of time-delays. The new model introduces a modulating
term which shifts the peak of the distribution in the frequency
space. This allows a single distribution to capture excess gain
and allows the second mechanism to behave as a band pass filter
centred around the modulating frequency. The benefit of this is
that mechanisms exhibiting a preferred frequency, such as vor-
tex shedding can easily be identified by analysing the model
parameters. The new model is able to capture all the character-
istics of the FTFs and the cold flow in detail.

Finally a generalized form of the distributed time lagged
model is developed. This model takes as an input the bulk ve-
locity and the flame height and predicts the corresponding FTF

based on interpolation of the model parameters. The perfor-
mance of the model is tested showing good predicting capabili-
ties in terms of precision and accuracy. However, the model has
only been used in M flames. The behaviour is expected to be
different for V flames, conical flames or swirled flames, which
may require the model to be extended.
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