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ABSTRACT

Although a general set of guidelines and procedures for performing the design of experiments (DOE)
exists, the literature lacks a recommended course of action for finding and selecting the optimal design
of experiments among a large range of possible designs. This research tries to fill this gap by comprehen-
sively testing more than thirty different DOEs through nearly half a million simulated experimental runs.
The performance of various DOEs in the characterization of the thermal behaviour of a double skin facade
(DSF) is assessed by comparing the outcomes of the different designs and using the full factorial design
(FFD) as the ground truth. Besides the finding for the specific case study used in this investigation, this
research allowed us to obtain some broad conclusions on the behaviour of different DOEs, which are sum-
marized and translated into recommendations and a general decision tree chart for selecting the suitable
DOE(s). The outcomes of this study help researchers and designers to apply DOEs that consider the extent
of nonlinearity and interaction of factors in the investigated process in order to select the most successful

Definitive screening design (DSD)
Full factorial design (FFD)

and the most efficient designs for the specific process characterization.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Although developed primarily for agricultural purposes by Bri-
tish statistician Sir Ronald Fischer in the 1920s [1], the design of
experiment (DOE) as a statistical method has been widely applied
in different fields of science and industry, especially to support
the design, development, and optimization of products and pro-
cesses [2]. The design of experiments includes a series of applied
statistics tools used to systematically classify and quantify cause-
and-effect relations between variables and outputs in the studied
process or phenomenon, which may result (if that is the aim) in
finding the settings and conditions under which the process
becomes optimized.

Well-established, general guidelines and procedures are avail-
able to support the implementation of DOE methods [3]. These
steps include defining the objectives and response variables, deter-
mining factors, levels, experimental design type and experiment
execution. Variables in the DOE such as the number of factors,
levels, and the logic to select them usually depend on the type of
investigation (screening, characterization, or optimization), the
process type and the available resources. However, there is a mul-
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titude of different DOEs that can theoretically match the type of
investigation, and therefore it is not straightforward to identify
which design provides the best possible insight using the least
resources. In general terms, a good experimental design ensures
the validity of the given insight. However, good and excellent DOEs
differ in efficiency, i.e., the ratio between extracted information
from the examined process and the invested resources. Unfortu-
nately, there is very little information in the literature that investi-
gates and explains what types of procedures and steps need to be
taken to find the optimal DOE among all the possible alternative
options which have been developed and proposed.

The knowledge gap on how to select optimal DOEs became evi-
dent in our planning of the experiments in a controlled environ-
ment on a mock-up of an advanced fenestration system based on
a double-skin fagade (DSF) concept. This lack of recommended pro-
cedures in the literature, not only for the specific case of building
envelope systems or even buildings but also in more general terms,
motivated us to plunge into the search for answers to the following
research questions: to what extent and why do different design of
experiments give different results? And, further: what are the recom-
mended steps to be followed to find optimal design(s) of experiments
for given research?

We tackled this problem through a case study, where an
advanced facade system was examined. The aim was to identify
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general guidelines that can facilitate finding one or more optimal
designs of an experiment for different types of problems or pro-
cesses, thus going beyond the specific case used in our investiga-
tion. Through the use of building performance simulation, we
compared and analyzed a wide variety of fractional factorial
designs to find one or more optimal methods for our specific case.
More than 400 000 simulation runs were performed to assess 30
different DOEs. The use of simulation tools to support the design
of experiments is not a novel concept [5]. However, in this study,
we used the possibility given by simulating a huge number of cases
as a strategy to explore how it is possible to find optimal DOEs. As a
secondary effect of this research strategy, we also showed how
simulation tools could support the selection of the best DOEs
and, at the same time, serve as good preparation for physical
experiments.

Nowadays, researchers primarily select the DOE based on the
assumed importance of the factors and the desired number of
experimental runs [4-6]. If the aim is in-depth characterization,
not knowing the nature of the complex process can lead to the
wrong selection of experimental design and false conclusions
about the importance of different factors, the extent and the type
of nonlinearity within the process. A better understanding of what
is the optimal or the best DOE(s) is important to assure that such a
powerful investigation technique is properly used. Therefore, the
results of this study can help researchers who need to find the opti-
mal design for an experiment, using as few resources as possible
and discovering as many details as possible about the process.

The remainder of this paper is organized as follows. In the fol-
lowing Section 2, we provide the reader with a background on
DOEs and linked statistical tools. In the last part of this section,
we also present a brief review of studies where simulation tools
were employed to support experimental design. In Section 3
(Methodology), we give an overview of the general flow of the
research, with details on: the specific case study, the numerical
model implemented in software for building performance simula-
tion, the description of the selected factors, the response variables,
tested experimental designs, analysis of variance (ANOVA) and
data analysis methodology for comparing various designs. In the
fourth section, Results and Discussion, we present the outcome
of our investigation of the case study based on the statistical anal-
ysis of variance performed on full factorial design (FFD) and its
comparison with other DOEs. There, we summarize the perfor-
mance of the different DOEs from the case study and provide a gen-
eralized flow-chart to facilitate selecting the appropriate DOE.
Finally, in the fifth section, Conclusions, we recall the main lessons
learned from the paper.

2. Background
2.1. Overview of the main DOEs

Each DOE can be seen as being composed of a series of steps:
the planning, the execution of the experiment, and the analysis
of the collected experimental data using various statistical meth-
ods in order to draw valid and objective conclusions [7]. Each
DOE starts with selecting the system/process and recognizing the
investigation problem. The problem statement leads to establish-
ing the objectives based on which the performance indicator (re-
sponse variable) needs to be defined. The response variable
should represent a quantitative measure of system behavior. As
an essential step in the whole process, the factors affecting the per-
formance indicator and how they are discretized, the number of
experimental runs, and a suitable array need to be defined in the
second stage [8]. The third stage covers the performance of the
experiment according to the designed array and collection of data.
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The last step includes data analysis using statistical tools (ANOVA
and associated statistical methods) and interpretation of results,
leading to a better understanding of system behavior or its
optimization.

In order to examine the impact of several factors and interac-
tions among them on the response quantity [9], experiments need
to be performed systematically using factorial experiments (so-
called. factorial experimental designs/arrays), where several fac-
tors are altered during each experimental run. A factorial experi-
ment whose design consists of all possible combinations of the
chosen factors and levels is called full factorial design (FFD).
Effects of all factors (main effects) and interactions among them
are considered in this design [8], making it a potent tool that, com-
pared to other experimental designs, provides the most compre-
hensive insight into the system’s behavior. If all factors k has the
same number of levels n, the total number of runs is equal to n*.
By increasing the number of factors and levels, the number of
experimental runs grows hugely. For classical experiments, this
brings high costs and time consumption. However, due to enor-
mous diversity in combinations, the response quantity variance
can be explained, decomposed and attributed to all possible
causes, thereby providing in that way an almost-realistic depiction
of the process. The nature of the FFD means that its results can be
considered good references to discuss other designs’ performance
in the characterization.

Besides FFD, there is a wide variety of factorial designs, and they
differ in the insight they offer. The depth of the characterization
depends on the resolution level of the design, which identifies
the order of confounding the main effects and their interactions
[10]. Resolution designs below III levels are not helpful, because,
by definition, I level design consists of only one experimental
run, while in II level, main effects are mutually confounded [11].
The most common types are III, IV, and V level designs [12].
Third-level resolution designs assess only the impact of factors,
but these main effects are confounded with two-factor interac-
tions. Fourth-level resolution designs consider main effects, and
they are not aliased with two-factor interactions, but two-factor
interactions are confounded with each other. In fifth-level resolu-
tion designs, the main effects are not aliased with each other or
two-factor interactions, and two-factor interactions are not aliased
with each other. However, higher-order interactions may originate
a background noise in lower-order terms.

Selecting the “right” design means identifying the best way to
sample the domain of possibilities. There is a wide variety of facto-
rial designs. Some are used to screen out important variables (III
resolution), others to characterize processes (IV-V resolution) and
a third type to optimize them (>IV resolution). Some designs, such
as definitive screening or designs associated with response surface
methodology (RSM), have been derived from factorial designs and
can be considered partial factorial designs that include points
(runs) that are not covered by standard factorial designs. In the fol-
lowing text, the main characteristics of experimental designs that
have been studied in this research are presented. In our study we
selected designs that are most often employed for characterization,
both in science and industry. For the sake of completeness, we
need also to recall that other types of designs, such as reliability,
optimal custom, mixture, and split-plot designs can also be
adopted [13-16]. However, they are employed either for purpose
other than characterization or for the experiments that require
special conditions, which is not of particular interest to our
research.

The difference between various designs can be visualized, for
example, assuming a problem with three factors (A, B, C), each dis-
cretized in five levels (a, b, ¢, d, e), as in Fig. 1.

Definitive screening design (DSD), unlike other screening
designs, introduces the third (middle) level for continuous fac-
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Definitive screening design (DSD)

® o
a ° ° o
® e
e o r=d
.® e
° - 3 b
“«°
o o
i3 °
P L
L]
° o S °
& e
B° °
e
° °

e®.° o
° el gV e
+ %‘ | e B
4 e“. € ‘. & .: °
la ®  ® P o °
qie o e o 1]
.o o | e ‘0 ® ~..Q .
5 | e o
k=) cl® e ® o *
IR AL SC T2 85,
° = b“. & .‘ e 0 ° o
- “.o. '.oz ...o.’d‘b
e ~., by [ ] pe ‘e \é
4 b ~. o b \{gJ
c 4 a
° faCfOrA

Full-factorial design (FFD)

Fig. 1. Various designs for the three-factor model. The intersections of the lines represent the possible combinations of the three factors, while the black dots on some of these
intersections represent the combinations to be investigated with that design. Red dots are tests repeated on some combinations to reach the minimum number of tests
according to the specific design. In full-factorial design, all the possible combinations are explored. (For interpretation of the references to colour in this figure legend, the

reader is referred to the web version of this article.)

tors. At the same time, it lowers the number of required exper-
imental runs to 2 k + 1 (k - number of factors) [17], which can
be very suitable when some process is affected by a large num-
ber of factors [18]. This design can estimate two-factor interac-
tions using a low number of experimental runs, which is
impossible in other screening methods. For the characterization
of complex processes affected by a high number of factors and
interactions, DSD could be a suitable choice for screening and
even characterization.

R.L. Plackett and J.P. Burman developed Placket-Burmann
design (PBD) in 1946. Up to now, it represents one of the most
applied screening methods [19,20] for recognition of the most sig-
nificant factors among a large number of variables. Classic PBD is a
third-level resolution design that offers insight into only the main
(first-order) effects [21]. However, folding this design increases the

number of experimental runs and resolution levels (to 4th), thus
enabling the determination of two-factor interactions [22]. Both
classic and folded PBD are studied in this research.

Taguchi design (TD). Despite its divided reception in the scien-
tific community [23], Taguchi design, due to its practicality,
became the most commonly applied experimental design, both in
industry and science [18]. Its strength lies in effective orthogonal
matrices where factor levels are distributed in a balanced way,
reducing the required number of experimental runs [24]. Most
orthogonal arrays are focused only on the main effects, but some
designs allow the estimation of specific interactions. Given the
practicality of TD, most of the experimental designs examined in
this research are Taguchi’s. Some of the designs are suitable for
screening (two-level TD), while others are more suitable for more
in-depth characterization and optimization.
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Designs associated with Response Surface Methodology
(RSM). These class of designs were developed in 1951 by
Box and Wilson [25]. Over time, two main groups of designs have
evolved: central-composite and Box-Behnken designs (CCD and
BBD). They offer an understanding of the system behavior (reveal
a type of connection between factor and response) and its opti-
mization at the same time. CCD is usually applied after narrowing
down important factors by some screening methods. It consists of
central and axial points beside cube points, allowing insight into a
curvature of response and estimation of higher-order effects [26].
BBD is similar to CCD but requires fewer experimental runs and
does not contain points at the vertices of the cube (low/high
points), which can be very useful for physical experimentation
since extreme points are sometimes expensive or difficult to test
[27]. For this reason, compared to standard CCD, BBD design con-
tains regions of lower prediction quality [28]. Although RSMs are
primarily oriented toward optimizing the system, we decided to
include RSMs in the study since they offer an assessment of
higher-order terms (quadratic or cubic), which is not possible with
the other methods.

2.2. Statistical tools

Parallel to selecting representative runs that can sample the
domain of exploration effectively, dedicated methods need to be
employed to post-process the results of the experiment. In this
way, qualitative and quantitative information on the impact of
the different independent variables on the dependent variable is
obtained. The analysis of variance (ANOVA) is an analytical and
statistical procedure that determines if there are differences
between group means in a sample and whether these differences
exist only due to randomness or can be attributed to a specific
cause. When it comes to DOE, the sample represents a series of
experimental runs determined by design (i.e., L32, the sample of
32 experimental runs). In contrast, groups within a sample are a
set of runs associated with a particular level/factor/interaction.
By comparing group means and variation among them, ANOVA
decomposes the total variance and attributes it to all the different
causes, thus quantifying the effects of various predictors (factors
and interactions) on the dependent variable.

While ANOVA evaluates the impact of various factors, interac-
tions and randomness on the response quantity [29], regression
analysis, on the other hand, builds a quantitative relationship
between them in the form of a regression equation (model),
most often using the least-squares method [30]. The coefficient
of determination indicates how well an estimated regression
equation explains the variance of the response variable. The
RSM allows this regression model to be expanded even further
to fit a polynomial function that includes cross-product terms
that may be raised up to any power [31]. However, since the
structure of the RSM model is only adapted to fit the low-
degree Taylor series so it can perform well for the localized
region, the class of lower-degree polynomials (up to three) is
most often used. Sometimes, built models contain too many pre-
dictors, which may be impractical for predictive purposes, if that
is the aim. In that case, a delicate balance between the complex-
ity of the model (number of factors) and how well it predicts the
response can be found through factor selection procedures. The
most commonly adopted strategies to do so are forward entry,
backward elimination, and stepwise selection procedures [35].
In an effort to keep this article concise, we cannot report here
all the details about the calculation procedures of the ANOVA
and the associated statistical methods, but the readers who want
to obtain more information can find a synthetic descriptions of
these aspects in Appendix A.
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2.3. Applications of DOE methods in simulation studies for building
physics problems

The use of simulations is becoming a commonly exploited strat-
egy to support the optimization of the experimental runs in various
fields of engineering and technology. At the same time, the use of
methods for experimental design in computer simulations is an
increasingly popular approach. These trends can be considered
two sides of the same coin: in both cases the goal is to minimize
the resources necessary to understand a certain phenomenon -
whether through experiments or through simulations.

Accurate numerical simulations (such as CFD simulations) can
be costly, time-consuming and require expensive software and
computing equipment, and are therefore limited in their applica-
bility. The utilization of DOE investigation methods provides a
rationale to limit the number of accurate numerical simulations
without losing the reliability of the overall picture obtained by
the simulation runs. Furthermore, applying DOEs to simulations
allows one to realize surrogate models that show an acceptable
prediction accuracy and can be used in a fast and effortless way
to explore large domains. DOE-based high-fidelity simulations
can provide researchers with general trends and a high-level
understanding of the relationships between variables used to opti-
mize experimental runs. While a relatively large number of factors,
levels and “experimental” runs can be oftentimes explored through
DOEs implemented in simulations, high-quality experiments can
be used to investigate in more depth particular regions or sub-
domains for a given problem that is identified after a simulation-
based pre-screening.

In some cases, simulations could also be the only possibility
when physical experimentation is not available or where material
saving in terms of labor costs and time is significant [32]. For the
purposes of robust parameter design, noise factors can be more
easily controlled in simulations compared to experiments, while
also experimental variation (noise, error) is absent due to deter-
ministic nature of simulations [33]. In a simulation-based DOE
there is no need for randomization, replication of experimental
runs, and division of runs into experimental blocks. This is due to
the deterministic nature of simulations [34], consistency of input
quantities and the ability to control noise (uncontrollable) factors.
However, replication can be useful in folding designs where it is
needed to increase the design’s resolution. However, simulation-
based DOE cannot be considered the perfect solution and should
be used with caution. In addition to the common problems of phys-
ical experiments (selection of factors, levels, and optimal design),
the final result of simulation-based DOE also depends on the sim-
ulations’ accuracy, i.e., the physics captured by the numerical rep-
resentation of the mathematical model. If the simulation quality is
not sufficient and therefore not reliable, then any DOE application
makes no sense. Alternatively, using a perfect model/simulation
that exactly replicates reality (if it exists) is useless as, in that case,
everything is already known about the phenomenon/process. Yet,
adopting the DOE approach in building performance simulation
can be considered an effective strategy to combine detailed, com-
putationally extensive simulations with the exploration of a large
domain as an alternative approach to using other methods like
parametric analysis and optimization.

There are, however, relatively few applications of simulation-
based DOE in building energy performance research. Sadeghifam
et al. [35] examined the influence of various building components
and interior temperature on cooling energy loads of buildings in
tropical areas using EnergyPlus simulations. Full factorial design
with four factors and two-level resolution was applied and repli-
cated three times to account for higher-order interactions. ANOVA
analysis showed that the main effects were dominant (82.7 %),
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among which the ceiling had the most substantial influence. Jaffal
[36] developed a simple polynomial function using DOE and
regression analysis, which estimated the annual energy demand
of a low energy building based on its envelope parameters. Simu-
lations were done in TRNSYS. A total of 11 parameters with the
two-level resolution were used: U-values of vertical walls, floor,
windows, roof, the linear transmission coefficient of the thermal
bridges, solar heat gains through north, east, south, and west win-
dows, infiltration, and ventilation rates. Several different experi-
mental designs were applied for three different climates
(continental, oceanic and Mediterranean) to find optimal function:
Taguchi’s L12 and L20, a face-centered composite design with 35
runs, and four D-optimum designs (L68, L80, L136, and L160).
Overall, the full quadratic model (D160) showed the best perfor-
mance and lowest error.

Delgram [37] used EnergyPlus as a simulation tool and OFAT
(one-factor-at-time) as an experimental design to assess the
impact of building orientation, optical characteristics and size of
windows, overhang system, and envelope thermal characteristics
on building energy demand and annual lightning of a typical room
for four different climate types in Iran. Variance-based sensitivity
analysis showed window size as a prevailing parameter for build-
ing energy demand and glazing visible transmittance for annual
lightning [37]. The Box-Behnken experimental design with 28 sim-
ulations performed in EnergyPlus was used to optimize an inte-
grated daylighting and HVAC system [38]. Shen [27] compared
full factorial (FFD), central composite rotation (CCRD), optimal
(OPD), Box-Behnken (BBD) and space-filling design (SFD) to find
the optimal design in the sense of a balance between accuracy
and number of experimental runs. The aim was to find a regression
model to assess ventilation rate from three factors with two-level
resolution: sidewall opening size, outdoor wind speed and direc-
tion. For simulations, the CFD numerical model was used, and
the SFD proved to be the most accurate, while the BBD was the
most efficient.

In conclusion, it is possible to see that DOE methods have been
used in combination with building performance simulation to
investigate an array of different problems. However, in this area,
as in many other areas of engineering and technology, there is a
lack of guidelines and suggestions about how different designs
can influence the results of an analysis based on the application
of these methods. This knowledge-gap is addressed in this study
through using simulation as a platform to investigate the implica-
tions of employing different DOEs (either in pure experiments or in
simulation-based analyses) for a specific case study (a double-skin
facade), which we believe can well represent the complexity of
many building science problems.

3. Methodology

The research methodology in this study is based on the objec-
tives as listed below.

I) To select a problem and identify the independent variables
and the dependent variable(s) which will be the target of
the study.

II) To develop a numerical representation of the problem to be
able to carry out simulations.

III) To identify a number of DOEs that can be utilized to study
the selected problem.

IV) To apply a series of DOEs, and of the full factorial case, by
using numerical simulations.

V) To post-process simulation data and execute the data analy-
sis according to the relevant methods and tools on both the
DOEs and on the full factorial case.
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VI) To assess through comparison what information is obtained
and what is the quality of such information from the differ-
ent DOEs, using as the “ground truth” the results that are
obtained by the full factorial design.

VII) To develop a series of guidelines for making the selection of
the DOE a more grounded choice, supported by evidence col-
lected both though the review of the literature in the field
and the lessons-learned of this study.

The central assumption behind the overall methodological
approach of this investigation is that it is possible to know the
“true” behavior of a system when such a system is investigated
through the full factorial design. In other words, the execution of
the full factorial design allows us to “fully” know the impact of
every single permutation (i.e. combining all the different levels
and all the different independent variables) on the response vari-
able. In this way, we obtain the representation of the entire com-
plexity of the system, and by comparing this with the
representations produced by another design (with a lower number
of experiments compared to the full factorial design), we can
assess how good the latter factorial design is in returning the “real”
behavior of the system.

3.1. Case study

The case study selected for this research is a mechanically ven-
tilated double-skin facade (DSF), where both constructional and
operational features are selected as independent variables, and
the global thermal performance corresponds to the response quan-
tity, as explained more in detail at the end of this section. DSFs are
advanced envelope systems where thermophysical, fluid mechan-
ical and optical phenomena that regulate the overall performance
are highly dynamic and in constant interaction with different
structural elements. Methods based on DOEs seem to be suitable
tools to unveil the complex and intertwined interactions between
different driving forces in DSFs. The impact of the different con-
struction and operational features on how DSFs behave is still, in
large aspects, incompletely evaluated and represents a current
knowledge gap when it comes to assessing the performance of
these envelope systems [51]. In the context of this study on DOE
methods, the intrinsically articulated and multi-domain character-
istics of a DSF make it suitable for use as a comprehensive yet rel-
atively simple case technology to investigate the impact of the DOE
formulation on the characterization of a certain performance.

The physical-mathematical modeling of such a building system
is not a straightforward task [39], and for the sake of this investi-
gation, a model of the DSF was implemented in the simulation
environment EnergyPlus by making use of the in-build function
“airflow window” [40]. This routine allows the users to specify dif-
ferent features of a DSF, together with the usual construction char-
acteristics, and to model the five possible ventilation modes the
airflow window can take: indoor air curtain (I-I), outdoor air cur-
tain (0-0), air supply (O-I), exhaust (I-0), and air buffer mode (AB).

The DSF is incorporated in a virtual cubicle where only one sur-
face (where the DSF is modeled) is exposed to the outdoor condi-
tions, while all other surfaces are set as adiabatic and with a
fixed temperature equal to indoor air temperature. The nature of
this study required systematic experimental procedures in con-
trolled conditions (i.e., fixed values of indoor and outdoor air tem-
perature and solar irradiance). Therefore, dedicated settings were
implemented to ensure the right conditions to replicate steady-
state simulations.

The model of DSF simulated in this study has a transparent
frontal area of dimensions 1.4 m (W) x 2.8 m (H), with a cavity
depth that can range from 20 to 60 cm. A venetian blinds system
with 50 mm blinds is positioned at the center of the ventilated cav-



A. Jankovic, G. Chaudhary and F. Goia

Table 1

Energy & Buildings 250 (2021) 111298

Thermal and optical properties of glazing and venetian blinds implemented in EnergyPlus.

Inner/outer glazing

The front side of the slat The back side of the slat

Type 1 Type 2 Type 3 Type 1 Type 2 Type 3 Type 1 Type 2 Type 3

Total thickness [cm] 1 1 23 0.23 0.23 0.23 0.23 0.23 0.23
Solar transmittance [—] 0.83 0.59 0.43 0.03 0.03 0.03 0.03 0.03 0.03
Front side solar reflectance [—] 0.08 0.27 0.26 0.36 0.59 0.83 - - -

Back side solar reflectance [—] 0 0 0 - - - 0.36 0.59 0.83
Front side IR emissivity [—] 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Back side IR emissivity [—] 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9
Conductivity [Wm™K™'] 0.3 0.3 0.3 205 205 205 205 205 205

ity between the inner and outer skin. The thermal and optical
properties of glazing and venetian blinds of the case study DSF
are summarised in Table 1.

When it comes to the independent variables that can influence
the global thermal performance of the facade, the following factors
were chosen:

- the temperature difference between indoor and outdoor air [°C]
(discretized in 5 levels)

- incident solar irradiance on the vertical plan [Wm™2] (dis-
cretized in 5 levels)

- slat angle of venetian blinds [°] (discretized in 5 levels)

- airflow rate [m?s~!] (discretized in 3 levels)

- cavity depth [cm] (discretized in 3 levels)

- optical and thermal properties of the inner and outer glazing [-]
(discretized in 3 levels/types), and

- optical properties of front and back surface of blinds [-] (dis-
cretized in 3 levels each).

In the simulation runs, the indoor temperature was kept con-
stant at 20 °C while wind influence was excluded from this
research. Three types of inner/outer glazing and front/back surface
of venetian blinds were taken into consideration, and their charac-
teristics are given, together with information on the different levels
for the independent variables, in Table 2.

The dependent variable, i.e., the response quantity in this study,
was the global thermal performance of the DSF, which is consti-
tuted by the total heat gain density associated with examined
DSF element according to the general equation:

Qnet = Gso1sw + qsal,LW + Geonv T Guent + Dene (1)

where the intensity of transmitted solar irradiance through the
element is given by (s sw, longwave irradiance exchanged
between the inner glazing and the interior environment by s
1w, and the heat flux density transferred by convection between
the interior surface of the glazing and indoor environment by qcony;
Qvene indicates the convective gain or loss due to the airflow that
passes through the cavity, and g, gives the contribution necessary

to compensate the convective heat gain or loss due to infiltration to
assure the air mass balance in those configurations where mass
exchange occurs between inside and outside.

All quantities are normalized per unit area, and they are given
with the next equations:

qsol,SW =11 (2)

Gsotiw + Geony = (Reony + raa) - (L — tis) (3)

Transmitted solar irradiance depends on the optical properties
of glazing and shading (t - solar transmissivity of the DSF system).
Convective and infrared heat exchanged between surface and
indoor air is dependent on its temperature difference (t;-t;s) and
emissivity of glazing that faces an indoor environment. There are
various empirical formulas for convective and radiative heat trans-
fer coefficients (h. and h;) implemented in EnergyPlus, and the fol-
lowing algorithms were adopted in this study: TARP and DOE-2.
Convective heat exchange between indoor air and airflow that
passes the cavity and enters the indoor environment is given with
Qvent, in equation (1):

Qyent = m Cp (tgap - ti) (4)

Where m represents air mass flow rate, ¢, specific heat capacity
at constant pressure, and g, temperature of air that enters the
interior from the gap. Convective heat exchange is equal to zero
due to the absence of interaction with indoor air in O-O, AB, and
I-O ventilation mode. The last term in Eq. (1) represents energy
that needs to be added or subtracted from the air infiltrated from
the outside in order to bring its temperature to the interior one:

Qene = me(to - ti) (5)

The infiltrated air from the outside replaces the air ventilated
through the DSF cavity to the outside environment. In this way,
the air balance is maintained. As might be expected, this quantity
is different from zero only for exhaust ventilation mode.

Table 2
Factors and corresponding levels for FFD.
Level I Level 11 Level III Level IV Level V

Temperature difference [°C] (DBT) -20 -10 0 10 20
Incident solar irradiance [Wm~2] (ISR) 0 200 400 600 800
Slat angle of blinds [°] (SA) OFF 90 60 30 0
Airflow rate [m?s~!] (AR) 0 0.04 0.08
Cavity depth [cm] (CD) 20 40 60
Inner glazing [see Table 1] (IG)Table 2. LOW MED HIGH
Outer glazing [see Table 1] (OG) LOW MED HIGH
The front side of the slat [see Table 1] (FSR) LOW MED HIGH
The back side of the slat [see Table 1] (BSR) LOW MED HIGH
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3.2. Tested DOEs

Full factorial design (FFD) considers the highest number of fac-
tors and levels, which results in by far the largest number of exper-
imental runs. Such diversity in combinations means that ANOVA
results for this design can be considered a benchmark for other
designs’ performance in process characterization. The following
factors and corresponding levels were chosen for four ventilation
modes (0-0, I-I, O-], I-0):

The total number of simulations was 91,125 simulations for
each ventilation mode, except AB, where the number of factors
was reduced to 8 (no airflow rate), leading to a lower number of
simulations (30,375). Considering all five ventilation modes, the
total number of simulations was nearly 400,000.

Screening designs - Definitive screening (L17/L21), Plackett-
Burman (L12), folded Plackett-Burman (L48) and two two-level Tagu-
chi designs (L12 and L32) were tested as screening designs. Levels
in the screening designs were chosen to correspond to high and
low levels from FFD, while the same number of factors was consid-
ered. DSD introduces an additional intermediate level between
high and low for continuous factors, making the characterization
deeper. In order to suit the structure of this design, five factors
whose physical properties are continuous were arbitrarily dis-
cretized. Therefore, level II (MED) was defined as the intermediate
level for the factors: inner and outer glazing type and the front and
backside of the slat. For the slat angle of the blinds, open blinds
(90°, level II) were taken to represent the intermediate level that
is found between low (0°) and high (OFF) levels. Here it is useful
to highlight that although some of the factors in the problem we
analyze may appear to be categorical (like the glazing type, or
the shading position), they are simply technological implementa-
tions of continuous factors, as the fundamental equations that
describe the relations between independent and dependent vari-
able make use of continuous factors (which are the thermal and
radiative properties of the different layers in the DSF). For example,
in this case the slat angle of venetian blinds can be described with
the direct solar transmissivity of a layer placed in the middle of the
DSF (the shading system), whose value goes between zero or close
to zero (fully closed) and one (no shading system). In DSD, AB ven-
tilation mode has a lower number of experimental runs (L17) than
other ventilation modes (L21) because it contains fewer factors (8
compared to 9).

Taguchi multilevel designs - Twenty-three different Taguchi
multilevel designs were tested in five different ventilation modes,
resulting in 115 designs and 2480 experimental runs. Arrays differ
in the number of experimental runs (8-54) and considered factors
(2-6), leading to some being able to assess the main effects (F),
while others can evaluate both main effects and interaction (F&I).
The values for the levels in Taguchi designs are chosen to corre-
spond to those of FFD. Unlike screening designs, Taguchi multilevel
and RS designs do not consider all factors, so it was necessary to
define base levels for factors not included in designs. Base levels
were set to ‘mid’ levels or in a state where the related element is
not present and cannot influence heat transfer (Table 3). Factors
included in Taguchi multilevel designs were selected based on
the magnitude of their contribution seen by the ANOVA applied
on FFD.
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Designs associated with RSM - Central composite and Box-
Behnken designs (CCD and BBD) were chosen as representative
cases of designs associated with RSM. The number of experimental
runs in these cases grows significantly if categorical runs exist.
Though some of the factors in this investigation may seem to be
categorical at first sight (e.g. the glazing type), because the under-
lying physics is based on continuous physical properties and func-
tions, there was no need to treat such factors as categorical. This
makes it possible to limit the numbers of runs to 25-45 for CCD,
depending on the number of factors included in the design (four
to six). For Box-Behnken design, the number of experimental runs
goes from 24 to 48, depending on the number of factors considered
(four to six factors). The RSDs include only those factors that
ANOVA and FFD see with a percentage of contribution greater than
1% (including interactions). Factors not included in RSDs are tuned
to their base levels, just like for the Taguchi multilevel designs. The
face-centered type of CCD was selected with an alpha value of one
so that the axial points fall into the interest range and correspond
to low and high levels of FFD. The type of glazing, blind’s radiative
properties and shading system state were chosen to suit the corre-
sponding axial and center points required by the CCD and BBD. Due
to the deterministic nature of the simulations, one center point,
along with no replication and randomization of runs, was selected
as the preferred settings for both designs

Since a large number of simulation runs were carried out in this
study (i.e., nearly 400,000 for the FFD and around 3500 for the
whole set of investigated DOEs) through the use of EnergyPlus,
the simulation workflow, including inputting data, running simula-
tions, reading output and classifying data, had to be automatized. A
template input file for EnergyPlus was created as the first step in
the workflow, and through a dedicated custom-made Python
script, individual input data files were then authomatically created
for each simulation (hence changing the independent variables).
Another Python script was then used to run all the group Energy-
Plus simulations and post-process the simulation’s output data.
The output data for all simulations were then collected in a single
CSV file, later used for further analysis.

3.3. Data analysis

Simulation outputs from both the FFD and the different factorial
designs of the investigated DOEs were processed by applying
ANOVA to identify the nature of the process and the cause-and-
effect relationships between the variables. ANOVA quantified the
impact of factors, and factors’ interactions, on the response vari-
ables and estimated the amount of the variance that cannot be
explained and attributed to the factors and their interactions. How-
ever, that means that ANOVA of the FFD also contained a certain
amount of unexplainable variance. To consider full factorial analy-
sis highly successful, the amount of unattributable part of variance
needs to be negligibly small, or in other words, the coefficient of
determination needs to be very high (R? ~ 0.95-1.00). An addi-
tional condition that ensures that variance is explained only by sig-
nificant factors is that the values of the adjusted coefficient of
determination and of the predicted coefficient of determination
are similar to the value of the standard coefficient of determination
R%

Table 3
Base levels of factors that were not included in Taguchi’s multilevel designs.
Factors  Temperature Incident solar irradiance Slat angle Airflow rate Cavity depth Inner glazing Outer glazing Inner blinds  Outer blinds
[°C] [Wm 2] [°/-1 [m?s] [cm] [-] (-] (-] [-]
Base 20 0 OFF 0 40 MED MED MED MED

level
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To assess how well each (simpler) factorial design matched the
information extracted from the full factorial design for a given fac-
tor and interaction, and to have such an assessment carried out in a
quantitative way, we introduced in this study a new metric called
fitting coefficient ([—]). This indicator was conceived as a one-value
number that provides a comprehensive assessment of the “dis-
tance” between the output information of a certain design and
the correspondent information in the full factorial design, as well
as the assessment of the match between the unexplained variance
in the FFD and the certain design. This coefficient is calculated for
each specific factor and interaction and can assume values
between 0 and 1, where 0 means that the particular design does
not detect any statistically significant dependence of the response
variable on factors, while the FFD explains all the variance (tested
model fails, FFD succeeds). Some designs are able to estimate the
contributions of each individual factor, but if they do not leave
any degrees of freedom for the calculation of the error, they are
not able to assess whether these contributions are statistically sig-
nificant. Therefore, these designs are considered unsuccessful in
characterization. A value equal to 1 means that the compared
design provides an identical picture as FFD and that at the same
time, FFD can explain all variance (both tested model and FFD
succeed) in a statistically significant way. The mathematical
formulation of the fitting coefficient is given in Equation 6, where
SSrs1/SStrrp 1S the contribution of the specific factor/interaction in a
full factorial design, and SSgsy/SStp is the corresponding contribu-
tion in tested design. Furthermore, SSgrrp/SStrrp Tepresents the
extent of randomness (unpredictability) in the process seen by
ANOVA in the full factorial design, while SSg p/SStp represent same
for the tested design. A total number of factors and interactions is
given with max, and depends on the FFD. For the considered case,
this number is equal to 45.

max  |SSpeirrp _ SSruip + SSeprp _ SSeD
F&I=1|"SSr SStp SStrep - SStD
[ . ©

For each design applied to a particular ventilation mode, the fit-
ting coefficient f was systematically calculated. Since there are five
possible ventilation modes, the range of variation of the fitting
coefficient was identified for each design and the average value
of the fitting coefficient f calculated using all possible modes. These
two quantities (the range of f and the average f) were used to clas-
sify the performance of the different DOEs against the FFD.

In FFD, a second order fixed-effects model in FFD was adopted,
and this showed excellent coefficients of determination. We did
not consider it necessary to employ higher-order fixed-effect mod-
els because this would have been harder to physically interpret (if
physical interpretations were even possible) and, in the end, to
compare with lower resolution designs. The existence of statisti-
cally significant higher interactions in the fixed-effect model may
indeed not have an obvious physical interpretation, but can only
mean that any optimization must simultaneously take into account
pairs, three or more n-tuples of factors. In CCD and BBD we
adopted a full quadratic polynomial model and both the contribu-
tion of first-order and the contribution second-order cross-product
were considered when assessing the contribution of each factor

4. Results and Discussion
4.1. ANOVA for full factorial design and factors’ influence

The analysis of variance for the FFD revealed the functional
dependence of total thermal gain. It showed that the DSF’s beha-
viour can be represented in a very satisfying way with a model that
includes only the main effects and interactions (Table 4). The addi-
tion of higher-order terms (quadratic, triple interactions, or cubic)
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complicates the model and reduces the coefficients of determina-
tion (adjusted and predicted). Each ventilation mode was assessed
independently, and separate ANOVAs were carried out for each of
the five ventilation modes. It was impossible to produce one FFD
that encompassed all the ventilation modes since the air buffer
(AB) mode does not have the same number of factors. Furthermore,
when the four ventilation modes were analyzed together, a less
satisfactory result (R? = 86.6 %, Error = 13.4 %) was achieved com-
pared to FFDs for separate ventilation modes and corresponding,
independent ANOVA.

The ANOVA analysis showed that 2-way interactions con-
tributed considerably to a global heat transfer for outdoor air cur-
tain (16.90 %), exhaust air (34.72 %) and supply air (31.10 %)
ventilation modes. In contrast, the influence of interaction was
much less relevant for the other two modes. Among the main fac-
tors, the cavity depth was the least influential variable, and for the
air buffer mode, it was not even significant in the control of the
heat transfer. Regarding the indoor air curtain mode, the incident
solar irradiance had by far the greatest impact on the global heat
transfer (79.21 %), followed by the slat angle (4.06 %) and the air-
flow rate (3.48 %). The low impact of temperature difference on
global heat transfer performance can be explained by the lack of
interaction between indoor and outdoor air. Regarding exhaust
air mode, the temperature difference emerged, instead, as the most
critical factor (52.89 %), followed by the 2-way interaction between
temperature difference and airflow rate (32.22 %) and incident
solar irradiance (7.69 %). The importance of the first two factors
originated from the enthalpy flow rate, which was directly depen-
dent on temperature difference and the rate of air extraction
through the cavity (equation 5).

The general picture for supply ventilation mode is similar to
exhaust mode; the highest impact was caused by the temperature
difference (48.12 %), followed by interaction between temperature
difference and airflow rate (29.48 %) and incident solar irradiance
(18.03 %). The influence of solar radiation is amplified here, possi-
bly due to the shading heated by the radiation, which in turn
warms up air delivered from the outside through the cavity. The
outdoor air curtain mode showed the most diverse situation,
where five factors and interactions contributed more than 3 %:
incident solar irradiance (51.60 %), slat angle (16.38 %), the interac-
tion between incident solar irradiance and slat angle (8.27 %), air-
flow rate (5.27 %), and type of outdoor glazing (3.65 %). In addition
to this, there was an influence of six other factors and interactions
larger than 1 %. This order in contributions of factors probably
comes from the absence of direct interaction between inner and
outer air. Outer glazing and airflow through ventilation effects
additionally control the heat transfer. The analysis of variance for
the air buffer mode did not recognize cavity depth as a significant
variable. Here, incident solar irradiance played the most crucial
role by far (75.73 %), followed by the slat angle (9.17 %) and inter-
action between them (4.58 %). Air acts as an insulator, decreases
the heat flow due to transmission, and reduces the impact of tem-
perature difference in this way.

The graphical representation of ANOVA results is given in Fig. 2,
where the effects of the six most influential factors are shown. The
average values of global heat gain density for each ventilation
mode, i.e., the grand mean of all runs associated with a particular
mode, are presented with horizontal dashed lines. This quantity
can be interpreted as the overall (bulk) efficiency or capability of
each ventilation mode in damping the net heat transfer across
the whole domain of boundary conditions utilized as independent
variables in the factorial designs. The highest value (169.5 Wm™2)
characterizes indoor air curtain, while the lowest (95.8 Wm™2)
characterizes exhaust air mode. The average values of the levels
for certain factors are denoted with circles. For example, in supply
ventilation mode, an average value for level 5 (20 °C) of tempera-
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Table 4
Contribution of all factors and interactions for five ventilation modes.
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Ventilation modes Contribution [%]

I-1 I-0 0-1 0-0 AB
Model R? 98.46 99.73 99.59 97.90 99.02
Model R? (predicted) 98.45 99.73 99.59 97.89 99.01
Model R? (adjusted) 98.46 99.73 99.59 97.90 99.01
Linear 91.23 65.01 68.49 81.00 90.34
2-Way Interactions 7.23 34.72 31.10 16.90 8.68
Error 1.54 0.27 0.41 2.10 0.98
DBT 1.36 52.89 48.12 2.03 0.81
ISR 79.21 7.69 18.03 51.60 75.73
SA 4.06 247 1.04 16.38 9.17
AR 3.48 1.10 0.54 5.27 -
cD 0.01 0.00 0.00 0.00 Not sign.
IG 0.57 0.30 0.14 2.03 2.17
oG 2.04 0.55 0.50 3.65 222
FSR 0.47 0.00 0.10 0.03 0.23
BSR 0.04 0.00 0.01 0.02 0.00
DBT*ISR Not sign. 0.00 0.01 0.01 0.00
DBT*SA Not sign. 0.00 0.00 0.00 Not sign.
DBT*AR 0.11 32.22 29.48 0.11 Not sign.
DBT*CD 0.00 Not sign. 0.00 Not sign. Not sign.
DBT*IG 0.00 0.00 0.00 0.08 0.02
DBT*OG 0.05 0.00 0.00 0.01 0.01
DBT*FSR Not sign. Not sign. 0.00 Not sign. Not sign.
DBT*BSR Not sign. Not sign. 0.00 Not sign. Not sign.
ISR*SA 2.05 1.24 0.53 8.27 4.58
ISR*AR 1.71 0.41 0.30 2.79 -
ISR*CD 0.00 0.00 0.00 0.00 Not sign.
ISR*IG 0.29 0.15 0.08 1.02 1.12
ISR*OG 1.04 0.28 0.26 1.84 1.10
ISR*FSR 0.24 0.00 0.05 0.01 0.11
ISR*BSR 0.02 0.00 0.00 0.01 0.00
SA*AR 0.19 0.05 0.04 0.28 -
SA*CD Not sign. Not sign. 0.00 Not sign. Not sign.
SA*IG 0.14 0.06 0.03 043 0.22
SA*OG 0.59 0.21 0.15 1.41 1.11
SA*FSR 0.43 0.01 0.09 0.10 0.28
SA*BSR 0.05 0.00 0.01 0.01 0.01
AR*CD 0.00 0.00 0.00 0.00 -
AR*IG 0.12 0.01 0.03 0.04 -
AR*OG 0.03 0.04 0.01 0.25 -
AR*FSR 0.05 0.01 0.01 0.06 -
AR*BSR 0.01 0.00 0.00 0.02 -
CD*IG 0.00 Not sign. Not sign. Not sign. Not sign.
CD*0G 0.00 Not sign. 0.00 Not sign. Not sign.
CD*FSR Not sign. Not sign. Not sign. Not sign. Not sign.
CD*BSR Not sign. Not sign. Not sign. Not sign. Not sign.
IG*0G 0.04 0.02 0.01 0.13 0.09
IG*FSR 0.00 0.00 0.00 0.00 0.01
IG*BSR 0.00 0.00 0.00 0.00 0.00
OG*FSR 0.06 0.00 0.01 0.00 0.02
OG*BSR 0.01 0.00 0.00 0.00 0.00
FSR*BSR 0.00 0.00 0.00 0.00 Not sign.
Total 100.00 100.00 100.00 100.00 100.00

ture difference is 429.0 Wm™2, and this is denoted with the highest
blue circle on the first graph. A greater range of average values of
levels for some particular factor (vertical extent of solid lines on
the figures below) means at the same time a greater impact of that
quantity on the thermal metric [41]. For example, based on the
graphs below, temperature difference and incident solar irradiance
were the dominant factors in exhaust and supply ventilation
modes Fig. 3.

However, some other interesting conclusions can be drawn
from the presented graphs; for example, overall net heat transfer
increased by increasing the airflow rate for indoor air curtain and
supply ventilation mode. For outdoor air curtain and exhaust
mode, the situation is the opposite. Consequently, it seems that air-
flow in some modes makes DSF more efficient and, in others, less
efficient. It is also visible that increasing the angle of venetian
blinds from 0° to 60° generally promoted net heat transfer. How-

ever, the maximum of transfer occured for the angle between 60°
and 90°, due to the fact that the simulations were carried out
assuming fully diffuse radiation, which is conventionally modeled
in many software tools for building performance simulations as
corresponding to direct radiation with an impinging angle on the
surface between 60° and 70°. Interestingly, the preferred type of
inner glazing for reducing overall heat transfer was the one with
high transmittance for all ventilation modes. However, when it
comes to the outer glazing, the type with medium transmittance
was preferred for all ventilation modes, except for outdoor air cur-
tain and supply mode.

4.2. Screening designs

The detailed information on the results of the ANOVA of screen-
ing designs is given in Table 5. The fourth column indicates
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Fig. 2. Contribution of the most relevant factors and interactions for different ventilation modes.
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Table 5
Values of fitting coefficients for various definitive screening designs.
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Designs Number of Number of Factors/Factors & Recommended selection Fitting coefficient Fitting coefficient
runs factors Interactions procedure (range) (average)

Taguchi (L32) 32 8/9 F&I Backward 0.88-0.90 0.89
Definitive 17/21 8/9 F&I Backward mainly 0.82-0.92 0.86

screening
Placket-Burmann 48 8/9 F&I Forward mainly 0.68-0.90 0.82

48
Taguchi (L12) 12 8/9 F Forward/backward 0.49-0.84 0.66
Placket-Burmann 12 8/9 F Forward/backward 0.39-0.77 0.58

12

whether a design can assess only the main effects (F), or if it is cap-
able of evaluating both the influence of factors and interactions
(F&I). In the fifth column, the recommended selection procedure
is indicated, and when both methods are specified (forward | back-
ward), the final result is the same regardless of choice. When “NO”
is displayed, it is not recommended to apply any of the selection
procedures, while “-* means that the ANOVA model fails to recog-
nize any statistically significant dependence on the factors (both
with the application and no application of selection procedures).
The alpha value (critical p-value) for both forward and backward
selection procedures is set to 0.05, indicating a high probability
that the considered variable is significant. The sixth column shows
the range of values for the fitting coefficient from the lowest to the
highest. The average fitting coefficient is obtained as the mean
value of fitting coefficients for five ventilation modes.

The analysis shows that Taguchi’s (L32) design gave the best
results overall among all tested screening designs. The definitive
screening design can be regarded as the most efficient since it
had roughly 30% fewer experiments than Taguchi’s L32 array. It
is not recommended to use screening designs with fewer experi-
mental runs (Placket Burman and Taguchi L12) since doing so
means that only the main effects can be assessed. However, adding
interactions does not necessarily mean greater accuracy, i.e., the
folded Plackett-Burmann design did not show considerably higher
accuracy than III level resolution designs, despite a higher number
of experimental runs (48).

The performance of the two best designs in screening out
important variables is worth analyzing even more deeply. In the
Table 6 we can see a number of factors and interactions whose con-
tribution is higher than a certain percentage (1, 5, or 10 %) in the
FFD. It is also shown how many factors and interactions were rec-
ognized in DSD and TD L32 designs with an appropriate success
rate. If we consider factors whose contribution is higher than 10
%, then these three designs filter out the same factors. The same
stands for factors whose contribution is higher than 5 %, except
in outdoor air curtain ventilation mode, where three out four fac-
tors are recognized. If we consider how good screening designs rec-
ognize factors and interactions with a higher share than 1%, then
DSD has an average success rate of 57 %, while TD L32 has 78 %.
Despite this, DSD and TD L32 showed very good performance in fil-

Table 6

tering out important variables and consequently can facilitate find-
ing the optimal design. In contrast, screening designs that do not
include interactions should not be used to filter out important vari-
ables as they show poor performance even in recognizing factors
that have a contribution of more than 10%.

4.3. Taguchi multilevel designs

As shown in Table 7, Taguchi’s multilevel designs 2L + 3Lx3F
(L54), 2L + 4Lx2F (L32), 2L + 3Lx2F (L18), and 3Lx3F (L27) showed
the highest accuracy with an average value of the fitting coefficient
equal to or higher than 0.88. The second and third designs had a
low range of fitting coefficient values, which means that they per-
formed very well for all ventilation modes. However, 3Lx3F (L27)
design had a broader range of values, and for some ventilation
modes, such as outdoor air curtain and air buffer, the value of
the fitting coefficient was around 0.75. The most efficient design
is 2L + 3Lx2F (L18), which used only 18 experimental runs and
allows the input of three factors. The design 2L + 3Lx3F (L54) is
very accurate but cannot be considered among the most efficient
ones, as it used a large number of experimental runs. The analysis
of the results for different Taguchi multilevel arrays shows how, in
general terms, it is not recommendable to use designs with too low
a number of experimental runs. It is desirable that a total number
of runs is higher than the sum of degrees of freedom for factors and
first-order interactions (Appendix A, Tables A.1 and A2) so that
design can recognize the basic extent of nonlinearity. However,
having many experimental runs is, in itself, not an assurance of
good performance. For example, the designs 5Lx2F (L27) and
3Lx2F (L27) were inaccurate in characterizing the role of the fac-
tors in the system compared to the full factorial design, although
they had fewer experimental runs than some other more success-
ful DOE arrays. Here, the number of the factors that were taken
into consideration plays a crucial role in why these designs fail.
The average value of the fitting coefficient for designs that could
only assess the main factors’ influence was 0.55. Those arrays that
can evaluate both factors and interactions instead showed a fitting
coefficient of 0.78. For non-linear processes, such as the heat trans-
fer phenomena in DSF, it is essential to consider designs that will
assess both factors and interactions.

Performance of definitive screening and Taguchi L32 designs in filtering out important variables.

>1% >5%

I-1 0-0 I-0 O-1 AB I-1 0-0 1-0 O-1 AB I-1 0-0 I-0 O-1 AB
Number of factors (—)
Full factorial design 8 11 6 4 8 1 4 3 3 3 1 2 2 3 1
Definitive screening 5 5 4 3 3 1 3 3 3 3 1 2 2 3 1
Taguchi (L32) 5 8 5 4 6 1 3 3 3 3 1 2 2 3 1
Success rate (%)
Definitive screening 62.5 45.5 66.7 75.0 37.5 100 75.0 100 100 100 100 100 100 100 100
Taguchi (L32) 62.5 72.7 83.3 100 75.0 100 75.0 100 100 100 100 100 100 100 100

11
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Table 7
Fitting coefficient values for various Taguchi’'s multilevel designs.
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Designs Number of runs  Number of factors  F/F&l  Recommended selection procedure  Fitting coefficient (range)  Fitting coefficient (average)
2L + 3Lx3F (L54) 54 4 F+1 No 0.85-0.95 0.90
2L + 3Lx2F (L18) 18 3 F&I Backward 0.85-0.91 0.88
2L + 4Lx2F (L32) 32 3 F&I Backward 0.85-0.91 0.88
3Lx3F (L27) 27 3 F&I Backward 0.75-0.96 0.88
4L + 2Lx2F (L16) 16 3 F&I Backward 0.70-0.88 0.81
2L + 4Lx3F (L32) 32 4 F&I Backward mainly 0.53-0.90 0.79
5LX6F (L25) 25 6 F Backward mainly 0.64-0.88 0.74
3Lx4F (L27) 27 4 F+1 Forward mainly 0.55-0.88 0.73
5Lx5F (L25) 25 5 F Backward mainly 0.64-0.85 0.73
5Lx3F (L25) 25 3 F Backward mainly 0.53-0.86 0.72
3Lx5F (L27) 27 5 F&I Forward 0.50-0.85 0.71
4Lx3F (L16) 16 3 F Backward 0.49-0.88 0.69
4Lx5F (L16) 16 5 F Backward mainly 0.49-0.83 0.67
5Lx4F (L25) 25 4 F Forward | backward 0.49-0.83 0.67
3Lx2F (L27) 27 2 F+1 No 0.09-0.90 0.54
2L + 3L (L18) 18 2 F+1 No 0.08-0.89 0.54
3Lx3F (L9) 9 3 F Backward mainly 0.02-0.87 0.53
3Lx4F (L9) 9 4 F Forward 0.02-0.81 0.53
4Lx2F (L16) 16 2 F Forward 0.09-0.86 0.53
5Lx2F (L25) 25 2 F Forward 0.09-0.86 0.52
4L + 2Lx2F (L8) 8 3 F Backward mainly 0.02-0.80 0.51
3Lx2F (L9) 9 2 F Forward 0.09-0.90 0.5
2L + 3Lx3F (L18) 18 4 F+1 Forward 0.11-0.81 0.49
4L + 2L (L8) 8 2 F - 0.01-0.19 0.06
Table 8
Fitting coefficient values for RSM designs.

Designs Number of runs Number of factors F/F&I Selection procedure Fitting coefficient (range) Fitting coefficient (average)
Central composite 25-45 4-6 F&I Backward 0.89-0.92 091
Box-Behnken design 24-48 4-6 F&I Backward 0.84-0.93 0.88

4.4. Designs associated with RSM

The CCD (Table 8) shows excellent results with the highest
average fitting coefficient of 0.91. However, the number of experi-
mental runs was relatively high for some ventilation modes (45 for
outdoor air curtain). When there were five or fewer factors, the
total number of experimental runs was lowered to a value consid-
ered more acceptable (<27). A similar picture is seen for Box-
Behnken design, which has the advantage of not using too many
extreme levels simultaneously. However, it has a slightly higher
number of experimental runs and a broader range of fitting coeffi-
cient values with a lower average value.

4.5. Summary of the DOEs performance assessment

Fig. 4 represents a graphical summary of the DOEs performance
assessment, where the values of fitting coefficients for each venti-
lation mode and tested design are given. The ventilation modes are
indicated with different colors, while the tested designs are deter-
mined by the corresponding radial directions on which the values
of the fitting coefficient for five different ventilation modes lie.
Among the screening designs, the Taguchi (L32) and the definitive
screening designs proved to be the best ones. The former showed
very good performance for all ventilation modes (low fitting coef-
ficient range) and the slightly higher average value of the fitting
coefficient. Screening designs are recommended as the initial step
when the nature of the process is unknown or where the number
of possible factors that may affect the response quantity is high.
In this way, by performing screening designs, the important
parameters can be filtered out. From the previous analysis, both
DSD and Taguchi L32 have proved to be reliable in filtering out
the factors that most contribute to the variation of response quan-
tity while pointing to the possible existence of higher-order terms.
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Unlike screening, Taguchi multilevel designs tend to use fewer
experimental runs, but they do not allow one to include a high
number of factors. In this analysis, three designs showed very good
performance: 2L + 4Lx2F (L32), 3Lx3F (L27), and 2L + 3Lx2F (L18),
where the last one had the highest efficiency in comparison to all
other tested designs. Taguchi multilevel designs are recommended
when one is sure that a complex process is affected by few(er) fac-
tors. At the same time, the possibility to carry out experimental
runs is very limited. This type of design allows one to have higher
discretization for factors that are assumed to be more important
than others, not only when it comes to their direct impact but also
their interactions with other factors. In this way, a better insight
into the nature of interaction can be obtained compared to what
screening designs offer with their two-level approach. However,
one should be careful not to choose the design that is overloaded
with levels as a sufficient number of degrees of freedom may not
be secured for assessment of interactions.

Finally, CCD showed the best performance among all tested
designs, while BBD appeared somewhat less consistent with FFD
than CCD. However, BBD could be a suitable choice if it is hard or
expensive to replicate conditions where several factors are set at
extreme levels. If the experiment is limited with runs, the highest
number of considered factors is five for CCD and four for BBD.

4.6. General guidelines for the selection of optimal DOEs

Based on the information available in the literature and the
results of the investigation presented in this study on the specific
case of a DSF, we tried to define some general guidelines to help
researchers and designers select optimal DOEs that go beyond
the considered case. Since every investigation is different, it is
impossible and meaningless to define a ranking for more or less
efficient DOEs in general terms. Instead, the recommendations
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Fig. 4. Fitting coefficient values of all tested designs, where for each one, five different values are indicated in the radial direction (representing five different ventilation
modes). Satisfactory designs, such as CCD, Taguchi L32, 2L + 3Lx2F (L18), or BBD, have high fitting coefficient values for all the ventilation modes, i.e., the points representing
these values are close to the circumference, and they are characterized by a small extent in the radial direction. In such designs, there is a balance between the number of
experimental runs (moderate), factors (moderate or high), and levels (low or moderate), and ANOVA can unveil the strong statistical significance of both factors and

interactions.

we report here provide a general approach to have a more thought-
ful and grounded selection process when adopting a DOE-based
approach. Furthermore, this strategy refers to resource-limited
experiments that aim to investigate complex processes/systems
characterized by a certain amount of nonlinearity, which we usu-
ally encounter in many processes in nature and building physics.

We summarize and visualize the different steps and checks that
we recommend in order to carry out to select suitable options for
DOEs in Fig. 5.

The essential step in the recommended approach is the proper
preparation of input data. In order to make the results of an exper-
iment more general and applicable, it is recommended to identify
as many factors as possible that can influence response quantity.
They must be mutually independent so that a change in one factor
does not induce a change in another factor (not to be confused with
interactions). The input data preparation also includes the assign-
ment of low- and high-level values to each factor. These values
should be selected based on the range of interest. However, the
physical experiment’s limitations should be considered since the
extreme values may sometimes be complicated to replicate, pri-
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marily when several factors with extreme values are run
simultaneously.

Care should be taken in analyzing the problem to properly
assess whether truly categorical factors exist, and this can some-
time be tricky to assess in building science problems at first
sight. Technology in the building industry usually promotes dis-
crete product classification, such as components with sets or
combinations of predetermined mechanical, thermal, or optical
characteristics. These elements may seem to be only described
in the form of categorical factors, which can increase the num-
bers of simulations/tests in some DOEs. While some properties/
products can indeed only be described in the form of categories
in opposition to continuous factors (such as the ventilation path
in the case presented in this article), many variables that can
appear at first glance as categorical are, from a physics perspec-
tive, continuous. Here, the researcher’s experience with the
underlying physics and phenomena described in the problem is
of fundamental importance to understand the “true” nature of
the factor’'s physical properties behind the technological
implementations.
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Input data preparation

. define response quantity

. identify the total number of factors n and their
nature (categorical factors vs. continuous factors)

. assign low and high values to factors considering
experimental limitations and range of interest
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Fig. 5. Recommended decision tree to support the selection of DOEs to investigate a given process. The total number of factors (n) and the number of important factors (k) are

used to determine the suitable DOEs for different cases.

In the next step (Fig. 5), the total number of factors n determi-
nes whether it is necessary to filter important factors. If the total
number of considered factors is six or more, then filtering impor-
tant factors k is recommended (Fig. 5). DSD or Taguchi L32 designs
are favored designs for screening, where the factors with a contri-
bution higher than 1-2 % (both through individual action or
through interaction) should be considered important factors. The
CCD design is recommended when the number of considered fac-
tors has dropped to five or less. If it is difficult to perform an exper-
iment when several factors simultaneously have extreme values,
BBD could be a more suitable design than CCD. In the RSDs, the
extreme levels (one that corresponds to the axial points) should
be chosen to conform to the limits of the interest range so that
the “classic” low | high levels fall inside the interest domain if
alpha is higher than one.

However, besides RSDs, Taguchi multilevel or DSD can be
optimal if only two or three factors are considered. Here, special
care should be taken to leave a sufficient number of degrees of
freedom for the error, especially with the Taguchi multilevel
designs. If the array is designed so that it leaves no degrees of
freedom for the error, then it will not be able to evaluate statis-
tical significance of individual contributions. Attention should
also be paid to the magnitude of the error. A very large error
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(>20%) means that ANOVA fails to explain a large part of vari-
ance and that either an experiment has not been performed well,
or that inappropriate design, factors or even processes are cho-
sen for the analysis. In general, errors greater than 5% for a lim-
ited number of experimental runs make it very difficult to argue
for a strong statistical significance (p < 0.05) of the factors and
their interactions. To retain a sufficiently high resolution and
enable the assessment of the influence of higher-order terms (in-
teractions), it is not recommended to overload design with too
many levels. Taguchi multilevel designs containing at most three
or four levels have shown remarkable performances. A backward
selection procedure is recommended if the aim is to include only
significant terms and reduce the model’s complexity so it can be
used for prediction. If there are enough resources, it is always
wise to compare the analysis of variance obtained by two differ-
ent designs to ascertain the validity of the obtained characteriza-
tion picture. This is not so far-fetched considering that the
individual design points are common to different types of DOE
arrays. DOE is applicable to experiments in a controlled environ-
ment, where the factors can be systematically manipulated.
However, DOE can be applied to natural experiments, such as
time-series data, as long as the response quantity is not inert
to factor values changes.
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5. Conclusions

Through the results of an extensive simulation study, we have
investigated how different design of experiments (DOEs) can lead
to the different characterization of the same phenomenon and
how the optimal design(s) can be selected to obtain the best pos-
sible characterization of the process using the fewest possible
experimental runs. In the specific case study used in this research
(investigating the thermal behaviour of a double skin facade as a
function of its constructional and operational features), the RSM
(Response Surface Methodology) with central composite design
showed the best performance in the characterization with the
average value of the fitting coefficient of 0.90. The number of
experimental runs differed for this design, based on the total num-
ber of factors that influence more considerable (>1%) response
quantity. This number went from 25 experiments for exhaust air,
supply air, and air buffer, through 27 for indoor air curtain, to 45
for outdoor air curtain ventilation mode. However, the most effi-
cient design that best balanced the number of experimental runs
and accuracy is the Taguchi L18 array 2L + 3Lx2F. This array con-
sidered only two factors with three levels and one factor with
two levels using 18 experimental runs, but it could explain almost
80 % of the total variance. Some of the Taguchi designs surprisingly
failed in characterization, so one should be very careful when
choosing the appropriate design.

Based on the central study results, general guidelines that go
beyond the considered case are established. These guidelines rec-
ommend procedures for preparing input data for various types of
experimental designs. They encompass the definition and interpre-
tation of factors along with assigning level values and ranges.
Depending on the initial number of factors, screening procedures
can be used to filter out the most significant factors. The extent
of nonlinearity in the process determines the resolution of optimal
design. If the higher-order terms are significant, some of the RSM
designs are advisable. On the other side, if only the main effects
and interactions influence response quantity, then some Taguchi
design of lower resolution is sufficient (resolution IV). However,
during the selection of optimal design, one must carefully consider
the physical experiment’s limitations, such as time and material
resources and the ability to perform experiments under extreme
conditions. The selected design should secure a comprehensive
picture of interactions using as few resources as possible during
the physical experiment.
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Appendix A

Let’s consider a general case where the impact of three factors
A, B, and C, containing a certain number of levels (a, b, c, respec-
tively), needs to be assessed. The response variable may not be

15

Energy & Buildings 250 (2021) 111298

dependent only on factors in a linear way, as interactions between
them can also have an effect. For example, one factor’s influence
can be affected by the other factor’s level. The mathematical proce-
dure starts with the calculation of the total sum of squares SSr,
which equals a sum of squared differences between each run x;
and grand mean x. This quantity can be partitioned into several
components: the sum of squares for the factors (SS,, SSg, and SS¢),
the sum of squares for the interactions (SSap, SSac, SSpc, and SSagc),
and the error sum of squares (SSg). Squared difference between
group (X;,X;,X;) and grand mean, multiplied by the number of the
runs within the group, represent the sum of squares for that factor
[42]. A similar definition can be derived for the interaction sum of
squares. On the other side, the error sum of squares (SSg) is the sum
of squared differences between individual runs and group means.
This term indicates the extent of randomness, and if it is large, then
there is less probability that factors or interactions influence
response quantity in a statistically significant way.

To conclude whether the main effects or interactions exist, the
F-ratio for these elements needs to be calculated. This number rep-
resents the ratio between the group and the error variance, where
variance can be defined as a particular sum of squares divided by
its degree of freedom (DOF), where DOF is dependent on the num-
ber of levels (a,b and c). The calculated value of F-ratio is compared
with the critical F value determined from statistical tables. If it is
higher than critical, then there is evidence that at least two levels
of a factor differently affect the response variable (i.e., factor signif-
icantly affects response variable) or that interaction between fac-
tors exists [43]. The following Table A1  summarizes the
concepts, procedures and equations adopting the terminology
mentioned above.

A general three-factor model that accounts for interactions can
be written through regression analysis in the following form:

Xit = 1+ 0 + B + 7 + (@B)y + (a)ye + (BY)je + (0B + €t (1)

where p represents the overall mean response (or intercept
grand mean), a number that is constant regardless of the level set-
tings, e;ji is the residual term (error), which represents the effect of
all other factors that are not considered in the model [44]. The
main effects (i.e., factor A at level i, factor B at level j and factor C
at level k) are given in Table A2 with terms o, 5 and y,, while inter-
actions (between A and B, A and C, Band Cand A, B, and C) are given
with (of)ij, (o )its (B )ik and (ofy )ijk, respectively:

The selection of the factors to be included in the regression
model as predictors of the response quantity is done via the vari-
able selection procedures (e.g. forward entry, backward elimina-
tion, and stepwise selection procedures [45]). Forward entry
starts with the null model and gradually adds one factor at a time
from the most to the least significant until the previously specified
criterion (critical p-value, F-ratio) is not met or until all factors are
included in the model. This method is recommended when the
number of factors under consideration is larger than the number
of experimental runs. The backward elimination criterion starts
the full model. It gradually removes one factor at a time, from
the least to the most significant, until the previously specified cri-
terion (critical p-value, F-ratio) is not met or until all factors are
excluded from the model. Generally, backward elimination is pre-
ferred over forward entry because it is less negatively affected by
the collinearity of the model’s factors, except when the number
of experimental runs is low [46]. The stepwise selection criterion
combines forward and backward, so it adds one factor at a time
and recalculates the significance of all the factors considered in
the model up to this step [47]. If a nonsignificant factor is found,
then it is eliminated from the model. This selection procedure
requires two specified criteria, one for the entry of the factor and
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Table A1
Terminology in the three-factor ANOVA.
Source of variation Degrees of freedom Sum of squares Mean square F-ratio
—g— _ N2 ss Ms,
Factor A dfp=a-1 SS, — nbc? (Xi _ x) MS; = 3 Fa=1R2
—b_ _ N2 S5 M,
Factor B dfg =b—1 S55 = naczj'-’:1 (Xj _ x) MSp = 5 Fp =
—c— _ o \2 S5 M,
Factor C dfc =c-1 SSc = nabs™¢_, (Xk B x) MSc = ¢ Fo =%
i = (a— _ - - - 2 ss Ms,
Interaction AB dfap = (a—1)(b-1) SSap = ney 30, (Xij XX+ x) MSpp = 32 Fap = 3
i = (a— _ ~ N2 s s,
Interaction AC dfpac =(a—1)(c—1) SSpc = nby™_, 3¢, (Xik CR—Ret x) MSyc = g Fpc = Youe
i —(b— _ — N2 S5 Ms,
Interaction BC dfge =(b—1)(c—1) SSpc = nazi:12}_,:1 (xjk XXt x) MSpc = 5 Fpe = Yo
Interaction ABC fapc = ((g - 11))<b - SSapc = MYt 01 0 (Xye — Xy MSppc = 5 Fapc = "
- - - - - - -2
—Xik — Xjk + Xi + X} + X —X)
—n_ - 55
Error dfp =n —abc SSg =Y Ei:IZJ‘b:IE?:I (Xijkl - Xijk) MSe =3+
=n_ - sS
Total dr=n-1 SSp = 2;1:122:12]@7:12?:1 (Xijkl _ x) MSy = ﬂ?
Table A2

Three-factor model and its terms.

Three-factor model terms

Main effects
Two-way Interactions

Three-way interaction and the error term

ﬂ:;(di:;(,'*;(ﬂj:;(jf;(’yk:;(kf;(
0f)y = Xij = Xi — Xj + X(0)y = X — Xi — Xk + X(BY)je = Xjk — Xj — X + X

OB )ik = Xijk — Xij — Xik — Xjie + Xi + Xj + X — X€jiks = Xijkt — Xijic

(
(

the other for its elimination, where the first one needs to be greater
than the second.

There is a close connection between RSM and regression analy-
sis [48]. While regression analysis seeks an empirical relationship
between the response variable and its affecting factors, RSM repre-
sents supplementary techniques including planning, model testing
procedures and optimization employed ahead of, during and after
regression analysis [49]. Response surface modeling is based on the
assumption that response function (surface) can be approximated
by a Taylor series expansion and that the surface is curved around
the optimum. To describe such response adequately, cross product
terms need to be incorporated [50]. The response function can be
approximated by polynomials of order higher than three, but if
the experimental region is not too broad, lower-degree polynomi-
als (at most three) can successfully approximate the response
function.
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