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a b s t r a c t 

One of the important aspects in improving the efficiency of electrochemical processes, such 

as water electrolysis, is the efficient removal of bubbles which evolve from the electrodes. 

Numerical modelling based on Computational Fluid Dynamics (CFD) can describe the pro- 

cess, provide insights into its complexity, elucidate the underlying mechanisms of how 

bubbles evolve and their effect as well as aid in developing strategies to reduce the im- 

pact of the bubble. 

In this paper, a Volume of Fluid (VOF) based simulation framework to study the evolu- 

tion of hydrogen bubbles in the order of few hundred micrometers, refered to as con- 

tinuum scale bubbles, is proposed. The framework accounts for the multiphase nature of 

the process, electrochemical reactions, dissolved gas transport, charge transport, interfa- 

cial mass transfer and associated bubble growth. The proposed solver is verified, for two- 

dimensional cases, by comparison to analytical solution of bubble growth in supersaturated 

solutions, stationary bubble, rising bubbles and qualitative analysis based on experimental 

observations of the variations in current based on static simulations. The proposed solver 

is used to simulate the evolution of a single bubble under various wetting conditions of 

the electrode as well as the coalescence driven evolution of two bubbles. The results show 

that as the bubbles detach, its surface oscillates and the shape of the rising bubble is deter- 

mined by the balance between drag force and surface tension. These surface oscillations, 

which causes the bubble to get flattened and elongated, results in temporal variation of 

the electrical current. The reduction of current due to bubble growth is visible only when 

these surface oscillations have reduced. The simulations also show the current as a func- 

tion of the position of the bubble in the interelectrode gap. The framework also predicts 

the increase in current as a result of bubbles leaving the surface which is larger when 

the process is coalescence driven. The simulations indicate that bubble coalescence is the 

underlying mechanism for continuum scale bubble detachment. 
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1. Introduction 

One of the potential ways to address the intermittencies in energy production via renewable sources is to convert surplus 

energy into hydrogen using water electrolysis. This hydrogen can be used as an energy vector which would reduce the 

dependence on fossil fuels, reduce carbon footprint and foster the move to the environmentally-benign hydrogen economy 

[1] . In order to enable this transition, the cost of hydrogen production from water electrolysis must be reduced using cheaper

electricity from renewable sources on energy (as electricity can account upto 70% of the costs [1] ) and more efficient water

electrolyzers. On going research into making efficient water electrolyzers has been focused primarily on the development 

of active and durable electrocatalysts for the water splitting reactions, see [2–4] . Another aspect to improve the efficiency 

of the electrolyzer is to remove bubbles, which reduce the area of the electrode in contact with electrolyte as well as the

effective electrolyte conductivity, see [5,6] . Additionally, convection associated with bubble evolution has been reported to 

increase mass transfer rates in the electrochemical systems [6] . As efficient removal of bubbles during water electrolysis can 

result in saving 10–25% of the energy supplied [5] , understanding the dynamics of bubble evolution can aid in developing

strategies to improve the efficiency of the water electrolyzers. 

Although experimental works have provided substantial insights into the physics underlying the electrochemical gas evo- 

lution, [7–10] , numerical simulations can provide a fundamental understanding of the coupled nature of the process as 

well as the temporal and spatial variations of the flow parameters as bubbles evolve. As electrochemical gas evolution is 

a multiphysics-multiscale process, the choice of numerical simulations employed depends on the phenomena of interest, 

see [11] . Broadly speaking, atomistic process like the electrochemical reactions and the bubble nucleation [12] are typically 

studied using molecular dynamic simulations [13] whereas continuum scale process (which are few hundred micrometer or 

larger) like bubble growth and detachment can be studied using Computational Fluid Dynamics (CFD) [14] and the interme- 

diate scales relevant for ion migration and continuous bubble evolution can be investigated using meso-scale models like 

Lattice Boltzmann method [15,16] . This paper delves into the evolution of continuum scale hydrogen bubbles, which are few 

hundred micrometers in radius, observed in experimental works like [7–9] , which are studied using multiphase-multiphysics 

CFD approaches. 

In order to study the dynamics of continuum scale electrochemical bubble evolution it is necessary to simulate the 

relevant multiphysics, summarized in Fig. 1 . The numerical modelling of multiphase flows can be divided into dispersed 

phase and interface resolved modelling [17] . Dispersed phase modelling (which includes Euler-Euler, Mixture and Euler- 

Lagrange approaches) requires closure models to describe the momentum transfer between the phases as the individual 

bubbles are not resolved. These momentum closure terms relies on the assumption of a bubble size which is typically set

based on experimentally observed detachment diameter, see [18] . The dispersed phase modelling approaches, which are 

used in majority of the numerical simulation of the electrochemical gas evolution, see the review by [18,19] or works like

[19,20] , are typically employed to study the dynamics of industrial scale electrolyzers where the larger flow features are 

of interest. On the other hand interface resolved modelling approaches, like the Volume of Fluid (VOF), are typically used 

to study the detailed behaviour of the interface without having to use approximations in order to capture the momentum 

transfer between the phases like in dispersed phase modelling. As a result of resolving the bubble, VOF provides an ideal

framework to study the details of evolution of bubbles which are of interest in this work. The VOF model uses a scalar, the
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Fig. 1. Illustration of the coupled nature of electrochemical gas evolution. 
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volume fraction of liquid ( α1 ), to identify the bubble, liquid and interface which corresponds to α1 equal to zero, unity and

(0,1) respectively [17] . The interface is captured by advecting α1 and the sharpness of the interface is ensured by using either

the computationally cheaper algebraic VOF, see [21] , or the sharper but computationally more demanding geometric VOF, 

see [22] . Both these methods generate numerical artifacts known as ’spurious velocities’ due to inaccuracies in calculating 

the interfacial curvature and inconsistent descritization, see discussion in [21] . It should be noted that the sub-cell level

reconstruction of interface in the geometric VOF method generates smaller spurious velocities when compared to algebraic 

VOF methods, but this geometric reconstruction of interface is more computationally demanding and has some limitations 

in its application, see [21–23] . These spurious velocities, which are dominant when simulating surface tension driven flows, 

are very well studied in literature [21,22,24–26] . Readers interested in the source of these spurious velocities and review

of on-going research to address them are referred to works like [24] . Due to the computational cost associated with using

geometric VOF and challenges related to its implementation, algebraic VOF methods are very commonly used to study two 

phase flow scenarios including surface tension dominant flows [21,25–31] . 

Another relevant feature in electrochemical gas evolution of continuum scale bubble is the transport of the dissolved gas 

which requires treatment of interfacial jump conditions for concentration across the interface and interfacial transmission 

condition (which ensures that the interface does not accumulate the species), see [28,32] . Two ways to simulate the species

transport are single and two field approaches. The two field approach, described by [32,33] , uses individual transport equa-

tions for species in each phase and the interfacial jump conditions are treated like boundary conditions for each phase. 

The single field approach, described by [28,29] , uses a unified governing equation that accounts for the interfacial jump

conditions to describe the transport of species in both phases. Although dissolved gas, which is present only in the liquid

phase, transport can be simulated by both these approaches by limiting mass transfer across the interface (like described in 

[27] ), two and single field approaches are recommended to be used with geometric and algebraic VOF methods respectively, 

see [28] . Once the dissolved gas distribution is known, the interfacial mass transfer and the associated bubble growth can be

computed based on Fick’s 1st law (see [27,34,35] ) or with flow scenario based Sherwood number based correlations (see

[36] ). As Sherwood number correlations are applicable for specific flow scenarios [34] , bubble evolution, which is associated 

with complex flow patterns as well as interface deformation, cannot be accurately described by a single Sherwood number 

correlation to the best of the authors’ knowledge. 

Another aspect of simulating electrochemical gas evolution is the charge transport , which drives the electrochemical re- 

actions as it is proportional to the current density, based on Faraday’s law of electrolysis. Due to the insulating nature of

bubbles, their presence results in a redistribution of current, which increases the electrical resistance [37,38] . The commonly 

used approach to ensure charge conservation is based on Gauss’s law, one of the four Maxwell’s equations for electromag- 

netism, and current density expressed based on the Ohm’s law which has been used in works like [39,40] . A benefit of using

the interface resolved approach, like VOF, is that the effective conductivity of the heterogenous media, i.e. bubble-electrolyte, 

can be computed without having to use semi-empirical relations, like the Bruggeman correlation [6] , which is required in

dispersed phase modelling approaches [19,20] as shown by [41] . 

Due to the coupled multiphysics relevant in electrochemical gas evolution, literature which employs interface resolved 

simulations to study the dynamics of electrochemically generated bubbles are quite limited to the best of the knowledge of 

the authors. These works can be divided into pure and hybrid VOF methods. In ’pure’ VOF methods, like [36] , the evolution

of a single hydrogen bubble was studied by simulating the growth driven by interfacial mass transfer (based on Sherwood 

number) without accounting for the charge transport. In our previous work [41] , we described the various modules needed

to simulate continuum scale electrochemical gas evolution, see Fig. 1 , in a decoupled manner in addition to briefly illus-

trating the potential of fully coupled VOF solver via simulation of a single sliding bubble on a vertical electrode. Although

not based on VOF approach, the recent work by [42] used another interface resolved approach, based on the Front Tracking

method, to study the impact of bubble evolution induced convection on ionic transport in water electrolysis. In ’hybrid’ VOF 

approaches, like [39,40,43] , VOF was coupled with sub-grib bubbles treated via dispersed modelling approaches and the re- 

solved bubble were assumed to grow only via coalescence. These hybrid VOF, typically used to simulate the carbon dioxide 

evolution at the anode during aluminium production, is used to simulate bubble evolution on an whole electrode [39,40] . re-

ported the transient evolution of voltage (under constant current condition) as result of bubble evolution from the electrode 

whereas [43] did not simulate the current distribution nor the transport of dissolved gas generated from the electrochemi- 

cal reactions. Apart from these studies, other simplified studies have employed interface resolved simulations to investigate 

the behaviour of the interface without considering any multiphysics effects like [44] . Although the previous works have 

provided substantial knowledge into the modelling of evolution of electrochemically generated bubbles, there is still a lack 

of computational models that treat the complexity associated with the multiphysics and multiscale nature of the process 

as highlighted in the recent review by [11] . Additionally, bubble evolution during water electrolysis due to coalescence, ob- 

served in experimental studies like [7,8,10] , has not been investigated extensively using numerical simulations as discussed 

in the review by [45] . 

In this paper, which is based on our recent work which was presented at CFD2020 [41] , we address this lack of knowl-

edge by developing a coupled multiphysics solver that can handle the continuum scale hydrogen bubble evolution during 

water electrolysis. The proposed solver is based on the algebraic VOF framework available in OpenFOAM® 6 which is mod- 

ified to account for transport of dissolved gas [29] along with the associated supersaturation driven bubble growth (based 

on [27] ) and charge transport (based on Gauss’s law and Ohm’s law, see [39] ) which are coupled based on electrochemical
345 
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reaction defined based on Faraday’s law of electrolysis. In order to reduce the complexity, the proposed solver is developed 

based on the following simplifications/assumptions: 

• The bubble evolution and the electrochemical reactions occurs only at the cathode and the anode/counter-electrode is 

assumed to not affect the process, 
• The proposed model treats the evolution of only continuum scale bubbles, which are in the order of few hundred mi-

crometers, 
• The liquid and the continuum scale bubbles treated in the simulations are assumed to have a constant density and 

viscosity, 
• The flow is assumed to be isothermal and laminar, 
• The interface is assumed to be always saturated and saturation concentration is assumed to be constant with the varia- 

tion of hydrostatic pressure and Laplace pressure in sub-millimeter sized bubbles as it evolves, 
• The proposed solver assumes a constant value of surface tension in the simulations. This assumption results in not 

treating gradients in surface tension which has been observed to generate Marangoni convection during electrochemical 

hydrogen evolution [9,46] , 
• The interfacial mass transfer is treated using the Fick’s 1st law as the mass transfer coefficients are unknown a priori, 
• The spatial and temporal gradient of ions in the computational domain is assumed to be negligible due to the high

concentration ions present typically in the electrolyte used for water electrolysis [47] , 
• The system is assumed to be under constant potential difference, so the bubble evolution leads to changes in current. The

proposed solver accounts for the current variation as a result of the ohmic contribution of the bubbles present in the bulk

and on the surface. The change in current due to the contributions from the surface and concentration overpotentials, 

see [48] , as a result of bubble evolution is neglected in this paper. 

The ability of the proposed solver is showcased via 2D simulations of the evolution of the single hydrogen bubble from

cathode for various wetting condition at the electrode. In addition to single bubble simulations, the evolution of bubble 

driven by coalescence is also investigated. The temporal change in the current as bubble evolves is analyzed for these cases.

The novelty of the proposed solver, when compared to previous works that employ multiphysics based interface resolved 

simulations like [36,42,44] , is its ability to simulate coupled phenomena related to dissolved hydrogen transport, interfacial 

mass transfer due to supersaturation and current variation as a result of bubble evolution driven by coalescence and bubble 

growth. In the interest of knowledge dissemination and to encourage further scientific advances, the proposed solver will 

be released at GitHub [49] . 

2. Proposed solver 

2.1. Governing equations 

In the Volume of Fluid (VOF) method, see [21,50] , the interface and the two phases are represented using a volume

averaged scalar called volume fraction of liquid ( α1 ), defined as 

α1 ( � x , t) = 

{ 

0 (within Phase 2 or gas) 
0 < α1 < 1 (at the interface) 
1 (within Phase 1 or liquid) . 

(1) 

Based on value of α1 , the volume fraction of gas ( α2 ) is calculated as 1 − α1 . A single field description of the governing equa-

tions for the simulation of multiphase flows can be developed by conditional volume-averaging technique which involves 

conditioning the conservation equation valid in liquid and gas regions for phase discrimination and its subsequent volume 

averaging, see [28,51] for details. This conditional volume-averaging technique is used to obtain the single field equations for 

continuity, momentum and volume fraction transport used by VOF approach, this derivation is discussed in [28,52,53] . For 

the sake of simplicity, only the final forms of these equations used in the VOF approach, after the notations of conditional

volume-averaging are dropped, are described in this work which is similar to representation used commonly in literature 

[21,25–27,29,50,51] . 

The interface dynamics are captured using a transport equation of liquid volume fraction: 

∂α1 

∂t 
+ ∇ · ( � U 1 α1 ) = 

˙ S α, (2) 

where � U 1 is the velocity of the liquid phase and 

˙ S α is a source term that accounts for bubble growth [50] . A single field

description of the velocity ( � U ) can be described as 

�
 U = α1 

�
 U 1 + α2 

�
 U 2 , (3) 

where � U 1 and 

�
 U 2 are the velocity fields in liquid and gas phase respectively [50] . The relative velocity between the two

phases ( � U r ) is computed as 

�
 U r = 

�
 U 1 − �

 U 2 . (4) 
346 
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Now 

�
 U 1 is defined in terms of the single field formulation of velocity ( � U ) and relative velocity ( � U r ) as α1 

�
 U 1 = α1 

�
 U + α1 (1 −

α1 ) � U r , from α1 ×Eq. 3 and α1 (1 − α1 ) ×Eq. 4 (see [50] ), which can be used to rewrite Eq. 2 as 

∂α1 

∂t 
+ ∇ · (α1 

�
 U ) + ∇ · (α1 (1 − α1 ) � U r ) = 

˙ S α. (5) 

The third term in Eq. 5 , which is non-zero only at the interface due to the product α1 (1 − α1 ) , is used to sharpen the

interface. Eq. 5 belongs to Algebraic VOF method, see [21] , and the calculation of � U r is estimated based on Eq. 21 [25–27,54] .

The source term used in Eq. 5 to treat the bubble growth is computed based on works like [27,34] as 

˙ S α = α1 ∇ · � U . (6) 

The fluid properties ( χ ) like density ( ρ), viscosity ( ν) and electrical conductivity ( �) are calculated based on volume

fraction weighted average as 

χ = α1 χ1 + α2 χ2 . (7) 

The continuity equation is written as 

∇ · � U = 

˙ m 

ρ
, (8) 

where term on the right side on the above equation accounts for the bubble growth due to supersaturation and ˙ m is com-

puted based on Eq. 17 . 

The momentum equation is 

∂ρ �
 U 

∂t 
+ ∇ · (ρ �

 U 

�
 U ) = −∇p + ∇ ·

(
μ(∇ 

�
 U + ∇ 

�
 U 

T ) 
)

+ ρ� g + 

�
 F ST , (9) 

where � F ST accounts for surface tension, � g is the acceleration due to gravity and ∇ ·
(
μ(∇ 

�
 U + ∇ 

�
 U 

T ) 
)

is the viscous term.

Defining p rgh as equal to p − ρ� g · � x , −∇p + ρ� g can be written as −∇ p rgh − �
 g · � x ∇ ρ [21] . The viscous terms in the momentum

equation, ∇ ·
(
μ(∇ 

�
 U + ∇ 

�
 U 

T ) 
)

can be written as ∇ · (μ∇ 

�
 U ) + ∇ 

�
 U · ∇μ, see [21,28] . The surface tension term is computed

using the Sharp Surface Force (SSF) model, described in [25,26] , as 

�
 F ST = σκ f inal ∇αsh , (10) 

where κ f inal is the interface curvature (whose calculation is described in Appendix A ) and αsh is the sharpened volume 

fraction of phase 1 which is determined as 

αsh = 

1 

1 − C sh 

[
min 

(
max 

(
α1 , 

C sh 

2 

)
, 1 − C sh 

2 

)
− C sh 

2 

]
, (11) 

where C sh is a user defined sharpening coefficient C sh ∈ [0 , 1) , see [26] for discussion on its influence. Additional notes on

the surface tension modelling is available in Appendix A . 

Now substituting the definitions of p rgh , viscous terms and surface tension term using SSF model in Eq. 9 to get 

∂ρ �
 U 

∂t 
+ ∇ · (ρ �

 U 

�
 U ) = −∇p rgh + ∇ · (μ∇ 

�
 U ) + ∇ 

�
 U · ∇μ − �

 g · � x ∇ρ + σκ f inal ∇αsh . (12) 

The transport of species needs to account for concentration jump across the interface in addition to interfacial transmis- 

sion condition apart from species transport in each phase, see [28] . A single field formulation of the species transport can be

obtained by conditional volume-averaging of species transport equation in each phase along with incorporating the afore- 

mentioned interface jump conditions, see [28] for derivation. A variant of the single field formulation for species transport 

is the Compressive Continuous Species Transfer (CCST) model, which was proposed by [29] , : 

∂C i 
∂t 

+ ∇ · ( � U C i ) = ∇ ·
(

ˆ D i ∇ C i − ˆ D i BC i ∇ α1 − Bα1 α2 
�
 U r C i 

)
+ S i , (13) 

where S i is a sink term (computed in Eq. 18 ), B is equal to (1 − He i ) / (α1 + α2 H e i ) , H e i describes concentration jump condi-

tion (ratio of the species concentration in gas phase to liquid phase at the interface), � U r is the compressive velocity defined

in Eq. 21 , and 

ˆ D i is the harmonic average of the diffusion coefficients of the phases. It should be pointed out that the

conditional volume-averaged notations of the derived single field formulation of species transport equation is dropped in 

Eq. 13 for simplicity, similar to [29] . Using the single field formulation of concentration in CCST, dissolved hydrogen can

be simulated by limiting the interfacial mass transfer, that is inherently treated using the interfacial jump conditions, by 

setting He i to a small value [27,34,41] . An additional consequence of using a small value of He i is that the C i at the interface

becomes close to zero which can be interpreted as the concentration field obtained from CCST which is over the saturation

condition, see [27,34] . 

As a result of simulating the dissolved gas, the treatment of interfacial mass transfer and associated bubble growth 

require determination of the source term in Eq. 8 and sink term at interface for dissolved gas in Eq. 13 . In this paper, these
347 
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source and sink terms are calculated based on the approach initially developed for evaporation [55,56] and subsequently 

extended for supersaturation driven bubble growth [27,34] . The driving force for interfacial mass transfer is computed based 

on Fick’s 1st law as 

j = M i D i, 1 |∇C i | , (14) 

where M i is the molar mass of hydrogen ( i ) and D i, 1 is the diffusion coefficient of the hydrogen in the liquid [27,34] . It should

be noted that Eq. 14 is based on the assumption that the concentration gradient in the tangential direction to interface is

negligible and this approximation is consistent with the derivation of the single field formulation of species transport, i.e. 

Eq. 13 , see [28] . The above formulation of driving force for interfacial mass transfer implicitly assumes that the species are

dilute, while this is strictly not the case in a general setting, we use this formulation as a basis of our framework. Based on

Eq. 14 , the local mass transfer rate is computed at the liquid side of the interface as 

ψ 0 = N jα1 |∇α1 | , (15) 

where N is normalization factor computed as 
∫ 
� |∇α1 | dV / 

∫ 
� α1 |∇α1 | dV , see [27,55,56] . ψ 0 is smeared, as proposed by 

[27,55,56] , using: 

D �t∇ 

2 ψ = ψ − ψ 0 , (16) 

where D �t is the user defined value which controls the extent of smearing. Using ψ , the source term for the continuity

equation which accounts for the bubble growth, is redistributed in the region where α1 < 0 . 001 as 

˙ m = Aα2 ψ, (17) 

where A is a normalization factor computed as 
∫ 
� ψ 0 dV / 

∫ 
� α2 ψdV , see [27,55,56] . This procedure to define ˙ m , which is

described further in the work by [55,56] , enables the interface to get advected just by the velocity field, without being

influenced by the source term. The sink term for the dissolved hydrogen to account for the interfacial mass transport is

computed at the liquid side of the interface as 

S i = −Nα1 ( j|∇α1 | ) 
M i 

, (18) 

where N is the normalization factor used in Eq. 15 , see [27,34] . Generation of dissolved hydrogen causing supersaturation in

the vicinity of the electrode due to electrochemical reactions, which are proportional to the local value of current density, 

are added as boundary conditions (further described in Section. 3.1 ). The charge conservation is solved based on Gauss’s law

as 

∇ ·� i = 0 , (19) 

where � i is the local current density which is calculated based on Ohm’s law as 

�
 i = −�∇ (20) 

where � is the volume fraction weighted average electrical conductivity, based on Eq. 7 , and  is the electrical potential.

It should be noted that Eq. 20 is obtained from Nernst-Planck equation under the assumption of negligible spatial and 

temporal gradients of ions in the computational domain i.e. electroneutrality, see [57] . This approximation can be physically 

motivated by high concentrations of ions present in the electrolyte which is typically used for water electrolysis, see [47] .

Eq. 19 and Eq. 20 has been previously used to simulate charge transport in electrochemical gas evolution in works like

[39–41] . 

2.2. Solution algorithm and numerical details 

The proposed solver is developed based on the VOF solver in OpenFOAM® 6, interFoam, which supports algebraic VOF 

based simulation of two imcompressible and isothermal flow without any phase change. The proposed solver adds modules, 

illustrated in Fig. 1 , to interFoam in order to enable treatment of the multiphysics coupling relevant in continuum scale

electrochemical hydrogen evolution. The overall solution algorithm can be summarized as: 

1. Compute α1 by solving Eq. 5 using the semi-implicit Multidimensional Universal Limiter with Explicit Solution (MULES) 

method which uses a implicit predictor and explicit corrector steps to ensure the boundedness of α1 between zero and 

unity [21,58] . Once α1 is computed, the volume fraction of phase 2 or bubble ( α2 ) is computed as α2 = 1 − α1 . In a

single field formulation of velocity, � U r which is used in the surface compression term in the volume fraction advection 

equation, Eq. 5 , is unknown and estimated, based on [25–27,54] , as 

�
 U r = C α

∣∣∣∣ φ

| � S f | 
∣∣∣∣� n , (21) 

where � n is the unit normal to the interface, � S f is the area vector of the cell face, φ is the volume flux, and C α is the user

defined compression factor which is usually set between values of zero and four [59,21,25] . 
348 



K.J. Vachaparambil and K.E. Einarsrud Applied Mathematical Modelling 98 (2021) 343–377 

Table 1 

Discretisation schemes. 

Modelling term Keyword Scheme 

Time derivatives ddtSchemes Euler [61] 

Divergence term 

∇ · (ρ �
 U � U ) vanLeerV [61] 

∇ · ( � U α1 ) , ∇ · ( � U C i ) vanLeer [61] 

∇ · ( � U r α1 (1 − α1 )) interfaceCompression [21,61] 

∇ · ( ̂  D i BC i ∇α1 ) vanLeer [29,61] 

∇ · (Bα1 α2 
�
 U r C i ) vanLeer [29,61] 

Gradient term gradSchemes linear [61] 

Laplacian term laplacianSchemes linear corrected [61] 

Other 
snGradSchemes corrected [61] 

interpolationSchemes linear [61] 

Table 2 

Solvers used for the discretised governing equations, see [61] for further details. 

Flow 

variable Linear solver 

Smoother/ 

preconditioner Tolerance 

p rgh PCG GAMG 10 −10 

�
 U smoothSolver symGaussSeidel 10 −10 

α1 smoothSolver symGaussSeidel 10 −10 

 GAMG DICGaussSeidel 10 −10 

C i PBiCGStab diagonal 10 −10 

ψ GAMG DICGaussSeidel 10 −10 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. Once the interface is known at the current time step, fluid properties (i.e. density and viscosity) is computed based on

Eq. 7 . 

3. The driving force for interfacial mass transfer is then computed based on the Fick’s 1st law, i.e. Eq. 14 , which is then

used to compute the local mass transfer rate ( ψ 0 ) using Eq. 15 . 

4. In order to improve numerical stability, ψ 0 is smeared to obtain ψ based on Eq. 16 . 

5. Now solve continuity and momentum equations, i.e. Eq. 8 and Eq. 12 , are solved using Pressure Implicit with Splitting of

Operators (PISO) algorithm [60] . This can be briefly summarized as iterative procedure in which predicted velocity field 

is corrected based on pressure correction equation, see [21] for details of the implemented algorithm. 

6. Compute the electrical potential and current density using Eq. 19 and Eq. 20 . 

7. Solve for the dissolved hydrogen transport based on Eq. 13 . 

8. Advance to the next time step. Adaptive time stepping is used in the simulations to allow for computing the time step

such that maximum Courant number, which is defined by the user, is always satisfied. If a maximum time step is defined,

the solver takes the minimum of the user defined maximum time step and the time step associated with the Courant

number [61] . 

All the variables are stored at the cell center like in a collocated arrangement but computations are performed at the

cell faces (which was initially proposed by [62] ) to prevent checkerboard type errors as well as inconsistent descritization

(discussed in [21,50] ). The Finite Volume Method is employed to solve the governing equations with spatial and temporal 

terms discretized based on Table 1 . The discretized governing equations are solved with iterative solvers with the relevant

preconditioners/smoothers tabulated in Table 2 . The maximum number of iterations is set such that the solution of flow 

variable converges and satisfies the tolerance criterion defined in Table 2 . A summary of the parameters used in the solu-

tion algorithm is provided in Table 3 . Unless otherwise noted, the time step taken by the proposed solver is based on the

maximum Courant number which is set equal to 0.05. 

3. Definition of test cases 

3.1. Computational domain and boundary conditions 

The two-dimensional computational domain used in the simulations is a rectangle, of length ( L e ) and height ( L ac ) equal to

10 mm and 5 mm respectively, as illustrated in Fig. 2 . Although the simulations discussed in the paper are two-dimensional,

OpenFOAM® requires a finite thickness with a single cell resolution in the third direction, represented by h , which is set

to 1 micrometer. These ’additional’ boundaries are set to ’empty’ boundary conditions to perform a 2D simulation. The area 

of each electrode, A , is computed as L e × h and the volume of the entire domain is equal to A × L ac . The left and right

boundaries are assigned zero gradient for volume fraction of liquid ( α1 ), dissolved gas concentration ( C i ), local mass transfer

rate ( ψ) and electrical potential ( ) where as single field velocity ( � U ) and modified pressure ( p rgh ) are set as inletOutlet

(zero gradient for outflow but back flow into the domain is restricted by setting zero velocity) and fixed value (equal to 0 Pa)
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Table 3 

Summary of the other settings used in the solution algorithm. 

Parameter Value Notes 

nAlphaCorr 2 Number of α1 correction [27] . 

nAlphaSubCycles 1 Number of sub-cycles of α1 equation within each time step [61] . 

cAlpha ( C α ) 1 Used for interface compression in Eq. 21 [21,61] . 

MULESCorr yes Switches on semi-implicit MULES [58] . 

nLimiterIter 3 Number of MULES iterations over the limiter [58] . 

momentumPredictor no Controls solving of the momentum predictor [61] . 

nOuterCorrectors 1 PISO algorithm is selected by setting this parameter equal to unity in PIMPLE 

algorithm [61] . 

nCorrectors 3 The number of times the PISO algorithm solves the pressure and momentum 

equation in each time step [61] . 

nNonOrthogonalCorrectors 0 Used when meshes are non-orthogonal [61] . 

relaxationFactors 1 Specifies the under-relaxation factors used for fields and equations, see [25] . 

C sh 0.3 Sharpening coefficient used in Eq. 11 : set to enable simulation of a sub-millimeter 

bubble, see [26,27] . 

D �t 10 −6 Smearing of the local mass transfer rate (based on sensitivity studies performed in 

[27] ). 

He i 10 −4 Concentration jump across interface, used in Eq. 13 : set to simulate dissolved gas, 

see parametric study in [27] . 

Initialized bubbleBottom/Electrode

Top

Left Right

δ

Lac

Le

�g

Ci based on Eq.22
α1 = 1

Ci = 0
α1 = 0

Fig. 2. Illustration of computational domain used in the simulations and the initial conditions used in the simulations. 

 

 

 

 

 

 

 

 

 

respectively. The top boundary is assigned zero gradient for α1 , fixed value (equal to 0 mol/m 

3 ) for C i , fixed value (of 0.2 V)

for electrical potential ( ), fixedFluxPressure for p rgh , zero gradient for ψ and no-slip for velocity. The bottom boundary, 

referred to as electrode, is assigned zero gradient for α1 along with the static contact angle ( θ ) condition at the electrode,

fixed gradient (which is computed based on Faraday’s law of electrolysis 1 ) for the dissolved gas concentration ( C i ), fixed

value (of 0.0 V) for , fixedFluxPressure for modified pressure, zero gradient for ψ and no-slip for velocity. The boundary 

conditions of electrical potential ( ) are chosen such that the current density obtained from the system when bubbles are

not present in the domain is calculated from Ohm’s law, as κ1 (top − electrode ) /L ac , to be equal to 1210.8 A/m 

2 which is in

the practical range (between 10 0 0–30 0 0 A/m 

2 ) used in commercially used alkaline electrolyzer systems, see [63] . 

As C i indicates the concentration of the dissolved gas which exceeds the saturation condition, which for hydrogen dis- 

solved in water under 1 atm and 25 ◦C is 0.79 mol/m 

3 [64] , the concentration boundary layer at the electrode is initialized

based on the vertical distance from the electrode ( y ), as shown in Fig. 2 , such that 

C i = 

{
C i,y = δ (when y > δ) , 
C i,y =0 + (C i,y = δ − C i,y =0 ) y/δ (when y ≤ δ) , 

(22) 

where δ is the concentration boundary layer thickness set to 0.5 mm (see Appendix E ), C i,y =0 and C i,y = δ is the concentration

at the electrode and distance of δ (or larger) which is set equal to 125.66 mol/m 

3 (based on supersaturation reported in

[65] ) and 0 mol/m 

3 (which corresponds to saturation) respectively. It should be noted that the initialized concentration 

boundary layer does not account for the depleted concentration of the dissolved gas near the bubble due to interfacial mass
1 The boundary condition for C i at the electrode, which is computed based on Faraday’s law of electrolysis, is ∂ n C i = | � i | α1 / (nF D i, 1 ) , where n is the number 

of electrons transferred for the electrochemical reaction to produce hydrogen (equal to 2), F is the Faraday’s constant (equal to 96,485 As/mol) and D i, 1 is 

the diffusion coefficient of dissolved hydrogen in the liquid. 
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Table 4 

The fluid properties, based on 1atm and 25 ◦C, for Phase 1 (liq- 

uid/electrolyte) and Phase 2 (hydrogen bubble) used in the simulations. 

Properties Dimensions Phase 1 Phase 2 

Density ( ρ) kg/m 

3 1075.05 0.082 

Viscosity ( ν) m 

2 /s 9.89 ×10 −7 0.00011 

Diffusion coefficient ( D i ) m 

2 /s 4.80 ×10 −9 1 ×10 −5 

Electrical conductivity ( �) S/m 30.27 1 ×10 −13 

Molar mass ( M i ) kg/mol 2 ×10 −3 

Surface tension ( σ ) N/m 0.072 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

transfer across the interface. The single bubble in the domain, which is initialized as in Fig. 2 , is located such that its center

is 5 mm from the left boundary and 0 mm from the bottom boundary ( y c ). In the case of two bubbles, used in coalescence

studies, with radii equal to R 2 a and R 2 b , the bubbles are initialized as semicircles such that the centers of the bubbles are a

distance of 5 × 10 −3 − R 2 a and 5 × 10 −3 + R 2 b from the left boundary. As the electrodes are horizontal with respect to gravity,

which is set as | � g | = 9.81 m 

2 /s, the evolution of the bubble would lead to detachment and subsequent vertical rise due to

buoyancy. The fluid properties used in the simulations is described in Table 4 . The computational geometry is meshed by

1600 × 800 hexahedral cells based on the mesh convergence study in described in Appendix C . 

3.2. Definition of parameters 

Although visual comparison is a very useful tools to interpret the results, to compare various simulations and quantify 

its results, it is important and easier to use standardized parameters. The standardized parameters which are used in the 

paper for analyzing the results are defined in this section. 

Normalized bubble volume, The volume of the bubble at any time ( V ) is calculated as 
∫ 

α2 dV and the corresponding area

of the bubble is equal to V/h , where h is unit cell thickness. The normalized bubble volume is calculated as the fraction of

the computational domain occupied by the bubble ( f ) which is determined as 

f = 

V 

A × L ac 
(23) 

where A is the area of the electrode and L ac is the inter-electrode distance. For the geometry used in the simulation A × L ac 

is equal to 5 × 10 −11 m 

−3 , see Fig. 2 . 

Rise velocity. The mean velocity with which a bubble rises is computed as 

U rise = 

∫ 
�
 v α2 dV ∫ 
α2 dV 

(24) 

where � v is the vertical component of the velocity vector. The rise velocity, computed based on Eq. 24 , has been been previ-

ously used in works like [66] and [25] to study the dynamics of single rising bubble. 

Bubble coverage of electrode. The fraction of the area of the electrode covered by the bubble is computed as 

� = 

∑ 

α2 | � S | ∑ | � S | , (25) 

which is computed at the electrode boundary with | � S | representing the magnitude of the surface area of the individual mesh

cell at the boundary and 

∑ | � S | is the area of the electrode ( A ), which is equal to 10 −8 m 

2 . The fraction of the electrode area

in contact with the electrolyte is equal to 1 − �. When the bubble has detached or when the whole electrode is in contact

with the electrolyte, � reduces to zero. 

Bubble detachment. Based on the temporal variation of 1 − �, the bubble is considered to have detached when 1 − � >

0 . 999 and the corresponding time, which is indicated by τd , is considered as the detachment time of the bubble. 

Average current. As the proposed solver computes local current density ( � i ), the current obtained from the system ( I) is

equal to 

I = 

∑ 

�
 i · � S , (26) 

which is the sum of dot product of local value of current density and cell area vector of individual mesh at the electrode

boundary. For simplicity, a normalized average current ( I/I 0 ) is used in this paper which is determined as the ratio of I to I 0 
which is the current obtained when bubbles are absent in the system. 2 

Bubble deformation. As the bubble detaches from the surface, it undergoes deformation which is measured horizontally 

( �x ) and vertically ( �y ). The horizontal deformation of the bubble at any time step is calculated as the difference between
2 Theoretically the current which can be obtained for the applied potential difference is when the system does not have any bubbles can be calculated 

by substituting relevant values in I 0 = �1 A (topboundary − electrode ) /L ac which gives I 0 equal to 1.2108 × 10 −5 A. 
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Fig. 3. Temporal change in α1 as initialized square bubble reaches the equilibrium shape i.e. a stationary circular bubble.. 

 

 

 

maximum and minimum x coordinates of the interface ( α1 = 0 . 5 ). Similarly �y is the difference between maximum and

minimum y coordinates of the interface. 

4. Verification of the proposed solver 

In this work, the proposed solver is verified in a modularized manner which allows for sequential verification of parts of

the proposed solver with existing analytical and computational benchmarks. The benchmarks used in this work are based 

on static 2D bubble, dynamic case of rising 2D bubbles, growth of 2D bubble driven by supersaturation and qualitative

assessment of the variation of current. Apart from these verification cases, the relevant imbalance (mass of liquid/bubble 
352 



K.J. Vachaparambil and K.E. Einarsrud Applied Mathematical Modelling 98 (2021) 343–377 

Fig. 4. Temporal change in the error in calculating the Laplace pressure, calculated as �p c −�p 
�p c 

where �p c is determined based on Eq. 27 , �p = 

∫ 
α2 pdV ∫ 
α2 dV 

− p 0 

and p 0 is the operating pressure used in the simulation (equal to 0 Pa).. 

Fig. 5. Evolution of spurious velocities, calculated as max( | � U | ), during stationary bubble simulation.. 
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Fig. 6. Comparison of bubble morphology at t = 3 s predicted by the solver and results reported in literature [25,66] : a) TC1 b) TC2. The data used for 

comparison are obtained from benchmark simulations of [66] and our previous work [25] . 
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Fig. 7. Comparison of the prediction of the proposed solver with the Extended Scriven model to predict the bubble growth from a pre-existing bubble in 

a uniformly supersaturated solution: a) Bubble radius b) Growth rate. 
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Fig. 8. The distribution of | � i | for static bubble simulations: a) TC1a b) TC2a and c) TC2d. The white lines represents the current lines in the liquid phase 

whereas the black line indicates the interface (i.e. α1 = 0 . 5 ).. 

0.0045 0.005 0.0055
0

0.0002

0.0004

0.0006

0.0008

0.001

x m)

y 
(m

)

a

0.0045 0.005 0.0055
0

0.0002

0.0004

0.0006

0.0008

0.001

x m)

y 
(m

)

b

0.0045 0.005 0.0055
0

0.0002

0.0004

0.0006

0.0008

0.001

x m)

y 
(m

)

c

Fig. 9. The evolution of the bubble (isosurface of α1 = 0.5) at 0s ( ), 5 × 10 −4 s( ), 1 × 10 −3 s( ), 1.5 × 10 −3 s( ) and 2 × 10 −3 s( ) for the 

various wetting condition at the electrode: (a) 15 ◦ in SCT0, (b) 30 ◦ in SCT1, and (c) 45 ◦ in SCT2. 

 

 

and dissolved gas), mesh and temporal convergence studies have also been performed in Appendix B, Appendix C and 

Appendix D respectively. 

4.1. Stationary bubble 

The first step in the verification of the proposed solver is based on the ability to simulate evolution of the 2D square bub-

ble, initialized in the computational domain, which due to surface tension (and absence of gravity) reaches the equilibrium 

shape i.e. a stationary circular bubble. At equilibrium, the Laplace pressure of the 2D bubble can be calculated analytically 

using the Young-Laplace equation as 

�p c = 

σ

R 

, (27) 

where σ is the surface tension and R is the 2D bubble radius. Additionally, at equilibrium, the velocities in the domain

should theoretically reduce to zero. 
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Fig. 10. Temporal change in the fraction of area of the electrode in contact with the electrolyte ( 1 − �) as the bubble evolves in SCT0 ( θ = 15 ◦), SCT1 ( θ = 

30 ◦) and SCT2 ( θ = 45 ◦). The timesteps at which the isosurface of α1 = 0.5 is extracted to plot Fig. 9 is illustrated using vertical dashed lines. 

Fig. 11. The temporal variation of various relevant parameters during bubble detachment in SCT0 ( θ = 15 ◦): a) normalized current ( I/I 0 ), b) horizontal 

deformation ( �x ), c) vertical deformation ( �y ), d) normalized volume of bubble ( f ). The vertical black line indicates the detachment time, τd , and the 

vertical red lines are equidistant grid line at every 0.001s to enable comparison between the plots. 
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Fig. 12. The temporal variation of various relevant parameters during bubble detachment in SCT1 ( θ = 30 ◦): a) normalized current ( I/I 0 ), b) horizontal 

deformation ( �x ), c) vertical deformation ( �y ), d) normalized volume of bubble ( f ). The vertical black line indicates the detachment time, τd , and the 

vertical red lines are equidistant grid line at every 0.001s to enable comparison between the plots. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In order to simulate the above mentioned flow scenario, gas is initialized as a square region (equal to 0.6 × 0.6 mm 

2 )

in the center of the computational domain (of dimensions 1.8 × 1.8 mm 

2 ). The fluid properties used for the simulations is

described in Table 4 with the exception of gravity which is set to zero. The boundary conditions used for α1 , ψ and 

�
 U are

zero gradient where p rgh uses a fixed value (equal to 0 Pa) on all four boundaries. C i uses fixed value (equal to 0 mol/m 

3 )

on the top boundary and zero gradient on the remaining three boundaries. For , the left and right boundaries are assigned

fixed value (equal to 0 V) and other boundaries are set to be zero gradient. The computational domain is meshed with

120 × 120 cells. Theoretically, the radius of circle (which has the same area as the initialized square) is 338.6 micrometers

and the corresponding Laplace pressure, calculated using Eq. 27 , is equal to 212.64 Pa. 

The evolution of the bubble from the initialized square to the equilibrium circular shape is shown in Fig. 3 . As the bubble

reaches equilibrium, the Laplace pressure obtained from the simulation also reaches ready a constant value, see Fig. 4 . At

t = 0 . 02 s, the Laplace pressure obtained from the simulations has an absolute error of around 9% with respect to the

corresponding analytical solution, which is similar to errors reported in works like [25,26] . Although the bubble reached the

equilibrium shape, the existence of spurious velocities, which arise from errors in estimating the interfacial curvature (see 

Appendix A ), causes a non-zero velocities in the computational domain which has been shown in Fig. 5 . 

4.2. Rising bubble 

The next verification case used in this paper is based on the work by [66] , who proposed computational benchmark for

two 2D rising bubbles which has been extensively used in literature, like [25,30,31] . The work by [66] reported the bubble

morphology, rise velocities and circularity for two rising bubble scenarios (which differ based on the Capillary number) using 

codes like TP2D, FreeLIFE and MoonNMD. In this paper, verification of the proposed solver is based on bubble morphology 

reported by the original work of [66] using FreeLIFE code and [25] who performed these rising bubble simulations using

VOF solver in OpenFOAM® with surface tension modelled using the Sharp Surface Force model. 

The simulations use a computational domain of dimensions 1 × 2 m 

2 where a bubble of diameter equal to 0.5 m is

initialized such that its center is half a meter from the bottom boundary and equidistant from the side walls. The com-

putational domain is meshed using 160 × 320 cells, see [25,30,31,66] . It should be pointed out that fluid properties like

density, viscosity, acceleration due to gravity and surface tension are set based on [25,66] but the remaining parameters are
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Fig. 13. The change in the dissolved hydrogen concentration (mol/m 

3 ) as the bubble evolves in the case of SCT0. The white line represents the interface 

which is plotted at α1 = 0 . 5 . See supplementary materials for more information. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

set equal to values described in Table 4 . The two rising bubble cases can be differentiated based on the relevant Capillary

number ( Ca ) 

Ca = 

ρ1 ν1 U g 

σ
, (28) 

where U g is equal to 
√ | � g | L and L is the characteristic length (equal to the diameter of the initialized bubble) [25,31,66] .

The two cases, represented by TC1 and TC2, has an associated Ca which is equal to 0.268 and 3.571 respectively. The four

boundaries in the domain are set to zero gradient for ψ, α1 whereas C i is set to fixed value (equal to 0 mol/m 

3 ) at top

boundary and remaining boundaries are set to zero gradient. For p rgh , the top boundary is set to fixed value (equal to

0 mol/m 

3 ) and remaining boundaries are set to zero gradient. For , the top and bottom boundaries are set to zero gradient

whereas left and right boundaries are assigned to be fixed value (equal to 0 V). The boundary conditions for � U are set as

no-slip at top and bottom boundaries whereas left and right boundaries are set as slip walls. 

The case, TC1, which corresponds to flow with Ca = 0 . 268 , as the surface tension effects are dominant the rising bubble

deforms to an ellipsoidal shape, see Fig. 6 a. On the other hand, TC2 which has a higher Capillary number, i.e. Ca = 3 . 571 ,

(when compared to TC1) results in forming a skirted bubble with filaments along the sides, see Fig. 6 b. The final bubble

shape in both these cases are obtained at t = 3 s and it compared against bubble morphology reported by [66] and [25] in

Fig. 6 . The predicted bubble morphology for both 2D rising bubble simulations agree reliably with the results from [25,66] .

The deviations between the predictions from the proposed solver and the data reported in literature can be attributed to 

spurious velocities, see discussions in [25,30,31] . It is also worth pointing out that the deviation between the proposed solver

and data reported in [25] , using the SSF model, can also be attributed to spurious velocities as its evolution is dependent

on the maximum time step used, which in the former is based on Courant number (equal to 0.05) whereas the latter

used a time step constraint proposed by [21,67] . The effect of time step used in the simulations is further discussed in

Appendix D . Another possible reason for variation in the spurious velocities between the present and previous work is the

different values of sharpening coefficient which is set equal to 0.3 and 0.5 respectively ( Eq. 11 ), see [26] for discussion on

the influence of C sh on these numerical artifacts. 
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Fig. 14. The change in the dissolved hydrogen concentration (mol/m 

3 ) as the bubble evolves in the case of SCT1. The white line represents the interface 

which is plotted at α1 = 0 . 5 . See supplementary materials for more information. 
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Fig. 15. The temporal variation of the rise velocity for SCT0 ( θ = 15 ◦) and SCT1 ( θ = 30 ◦) with the detachment time ( τd ) represented using dashed lines 

(blue for SCT0 and red for SCT1). 
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Fig. 16. The temporal variation of a) normalized current ( I/I 0 ), b) horizontal deformation ( �x ), c) vertical deformation ( �y ), d) normalized volume of 

bubble ( f ) for SCT2 ( θ = 45 ◦) as the bubble deforms on the electrode surface. The vertical red lines are equidistant grid line at every 0.001s to enable 

comparison between the plots. 

 

 

 

 

 

 

 

 

 

 

4.3. Bubble growth in a uniformly supersaturated solution 

The next step in verifying the proposed solver is based on bubble growth driven by supersaturation. The bubble growth 

predicted by the proposed solver is set up using the domain, boundary and initial conditions along with the mesh is set as

described in [27] with the exception of  which uses fixed value (equal to 0 V) at left and right boundaries but the remain-

ing boundaries are set as zero gradient condition. The fluid properties as well as the solution algorithm is based on details

summarized in Table 3 and Table 4 but both gravity and surface tension effects are ignored. The computational setup de-

scribes the growth of hydrogen bubble, with radius equal to 0.25 mm, due to the uniform supersaturation of 200.64 mol/m 

3 

in an unbounded medium. Due to low solubility of hydrogen in water, this initialized uniform dissolved gas corresponds to 

a supersaturation equal to 200 . 64 / 0 . 79 ≈ 254 . It should be noted that the small values of supersaturation reduces the driv-

ing force for interfacial mass transfer which results in a smaller bubble, see [34] . This setup allows for the verification of

the result with exact analytical results which was earlier derived by [68] as an extension of the phenomenological work by

Scriven [69] to account for the size of the pre-existing bubble at t = 0 s. The evolution the bubble radius as it grows due to

interfacial mass transfer is described by Extended Scriven model as 

R ext−scri v en = 2 β

√ 

D i, 1 

(
t + 

R 

2 
0 

4 D i, 1 β2 

)
, (29) 

where β is the growth coefficient which was proposed by [69] and R 0 is the radius of the bubble at t = 0 s. The growth

coefficient for 2D bubbles in a uniformly supersaturated unbounded solution, derived in [27] , is given by 

β2 D = 

a + 

√ 

a 2 + 4 a 

2 

√ 

2 

, (30) 

where a is calculated as 

a = 

M i �C 

ρ2 

, (31) 

where �C is the difference between the bulk concentration of the dissolved gas and the saturation concentration at the 

interface, equal to 200.64 mol/m 

3 for this case. The radius predicted by the proposed solved is calculated as R = 

√ 

V/ (πh )
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Fig. 17. The change in the dissolved hydrogen concentration (mol/m 

3 ) as the bubble evolves in the case of SCT2. The white line represents the interface 

which is plotted at α1 = 0 . 5 . See supplementary materials for more information.. 

 

 

 

 

 

 

 

 

 

 

 

 

 

where V is defined as in Eq. 23 and growth rate is computed as 
∫ 

ψ 0 dV . The bubble radius and growth rate predicted by the

proposed solver and the analytical solution is compared in Fig. 7 . The small discrepancy between the bubble radius predicted

by the simulation and analytical solution is the result of the lack on concentration boundary layer around the interface in the

initialized C i used in the simulation which causes growth rate which is larger than the corresponding analytical value. This 

larger growth rate occurs till the concentration boundary layer is established and phenomena becomes diffusion limited, see 

[27,34] . 

4.4. Effect of the bubble on current 

The current in a pure electrolyte between two parallel electrodes has vertical path lines. As the bubbles are non- 

conductive, the current path lines are deformed in its vicinity which causes the increase in resistance and decrease in 

current under constant potential difference [38] . In a homogeneous medium, the overall resistance is directly proportional 

to the l/A where l is the characteristic length which is equal to L ac when bubbles are absent in the system. When a bub-

ble is present in the bulk of the electrolyte, the increased resistance is a result of the deformed the path lines of current

which cause an increase in l. Similarly, when bubble is present on the electrode, the electrode-electrolyte area is reduced to

A (1 − �) which results in larger resistance (if l is constant), than when the bubble is in the bulk. Experimental works, like

[70] , reported a decrease in current as the bubble grows on the electrode and an increase when the bubble has detached. In

this last verification step, which is qualitative in nature, the ability of the proposed solver to predict the variation of current

with bubble evolution is analyzed. 

In order to showcase the variations in current, fourteen simplified cases with stationary circular (in bulk) and semicircu- 

lar (on surface) bubbles are investigated. These simulations differ in the initial conditions of α1 , which are summarized in

Table 5 . Except for the case of TC1c, which has two bubbles on the surface hence two coordinates for the centers, all other

cases have a single bubble. All the boundaries are treated as described in Section. 3.1 with the exception of electrochemical

reaction at the electrode which is replaced with a zero gradient condition to prevent addition of dissolved hydrogen to the
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Fig. 18. Comparison of a) I/I 0 , b) rise velocity and c) normalized bubble volume ( f ), d) 1 − � obtained for bubble evolution with a contact angle at the 

electrode set at 30 ◦ but the initialized concentration boundary layer thickness is varied from SCT1BL- ( δ = 0.3mm indicated with ), SCT1 ( δ = 0.5mm 

indicated with ) and SCT1BL+ ( δ = 0.8mm indicated with ). 

Table 5 

The variation of normalised current ( I/I 0 ) for various static bubble simulations with positions of the center 

of the bubble denoted by x c and y c . 

Case x c (m) y c (m) f �x (mm) �y (mm) 1 − � I/I 0 

TC1a 0.0050 0.0000 0.0051 0.813 0.406 0.92 0.98978 

TC1b 0.0050 0.0000 0.0026 0.575 0.288 0.94 0.99487 

TC1c 0.0053, 0.0047 0.0000,0.0000 0.0051 1.138 0.288 0.89 0.98329 

TC2a 0.0050 0.0003 0.0051 0.575 0.575 1.00 0.99148 

TC2b 0.0050 0.0006 0.0051 0.575 0.575 1.00 0.99032 

TC2c 0.0050 0.0009 0.0051 0.575 0.575 1.00 0.99002 

TC2d 0.0050 0.0012 0.0051 0.575 0.575 1.00 0.98992 

TC2e 0.0050 0.0015 0.0051 0.575 0.575 1.00 0.98987 

TC2f 0.0050 0.0018 0.0051 0.575 0.575 1.00 0.98985 

TC2g 0.0050 0.0021 0.0051 0.575 0.575 1.00 0.98983 

TC2h 0.0050 0.0024 0.0051 0.575 0.575 1.00 0.98983 

TC3a 0.0050 0.0017 0.0051 0.575 0.575 1.00 0.98986 

TC3b 0.0050 0.0017 0.0051 0.578 0.549 1.00 0.98961 

TC3c 0.0050 0.0017 0.0102 0.813 0.813 1.00 0.98003 

 

 

 

 

 

 

 

 

 

 

electrolyte which can result in bubble growth. Additionally, both surface tension and gravitational forces are neglected in 

these simplified simulations to ensure stationary bubbles. 

The variation of the current ( I/I 0 ) when bubbles is present in the bulk, the smaller bubbles would indicate lesser dis-

tortion of the current path lines (giving a smaller value of l) which results in larger current ( I/I 0 ). This is observed in TC3a

when compared to TC3c, see Table 5 . When the bubble is horizontally deformed, which is indicated by larger �x and smaller

vertical deformation ( �y ), when compared to TC3a, the current path lines are further distorted as a result of the larger pro-

jected area of the bubble which reduces the current, as observed in TC3b. Interestingly, current increases closer the detached 

bubble is to the electrode but it reaches an asymptotic value near half of the inter-electrode distance, as observed in cases

TC2a-h. This dependence of current on the location of bubble can be understood as the reduction of the effective distance

traversed by the current path lines ( l) when the detached bubble is close to the electrode and shields a part of the electrode

as deformed current path lines extends for several bubble radii [38] , as seen in Fig. 8 . 

When the bubble is attached to the electrode, in TC1a and TC1b, increase in the bubble footprint is observed to reduce

the current as result of the covering the electrode (represented by A (1 − �) ) and deforming the current path lines which

has been observed in experiments like [70] . For the same equivalent volume of bubble, the presence of two bubbles, in
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Fig. 19. The evolution of the interface and the concentration of the dissolved gas (mol/m 

3 ) as the bubble coalescence and evolves in the case of DC1 

(with initialized bubbles of radii equal to 400 micrometers). Note the necking process (between 0s-0.4ms), propagation of deformation waves along the 

bubble interface which leads to the lifting of the bubble (between 0.6ms-2ms) and detachment as well as the oscillations of the bubble surface lead- 

ing to elongation and flattening (2ms-4ms). The white line represents the interface which is plotted at α1 = 0 . 5 . See supplementary materials for more 

information. 
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Fig. 20. The evolution of the interface and the concentration of the dissolved gas (mol/m 

3 ) as the bubble coalescence and evolves in the case of DC2 (with 

initialized bubbles of radii equal to 200 micrometers and 400 micrometers). Note the necking process (between 0s-0.2ms), propagation of deformation 

waves along the bubble interface which leads to the lifting of the bubble (between 0.4ms-1.2ms) and detachment as well as the oscillations of the bubble 

surface leading to elongation and flattening (1.8ms-3ms). The white line represents the interface which is plotted at α1 = 0 . 5 . See supplementary materials 

for more information. 
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Fig. 21. The temporal variation of various relevant parameters as two equally sized bubbles coalescence and detachment in DC1: a) normalized current 

( I/I 0 ), b) horizontal deformation ( �x ), c) vertical deformation ( �y ), d) normalized volume of bubble ( f ). The vertical black line indicates the detachment 

time, τd , and the vertical red lines are equidistant grid line at every 0.0 0 04s to enable comparison between the plots. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

TC1c, results in a larger fraction of the electrode covered by the bubble and �x , which results in reduction of current when

compared to TC1a. As the bubble which has detached, TC2a-h, has the same volume as the bubble present on electrode,

both TC1a and TC1c, the detachment is observed to result in increase in the current as observed in experimental works like

[70] . 

5. Results and discussion 

5.1. Single bubble evolution 

Effect of contact angle. The contact angle is an important parameter which has been experimentally observed to effect the 

bubble detachment [5] . Larger the value of contact angle ( θ ), measured in the liquid, less hydrophilic the electrode surface

becomes which leads to difficulty in the bubble detachment. The wetting condition at the electrode is investigated with 

three cases: SCT0, SCT1, and SCT2 which differ by the contact angle ( θ ) defined at the electrode which is equal to 15 ◦, 30 ◦

and 45 ◦ respectively. 

As shown in Fig. 9 , the bubble detaches in the cases of SCT0 and SCT1 whereas it remains adhered to the electrode for

the case of SCT2. As the initialized bubbles for all three cases are of radius equal to 400 micrometers, gravitational force

can be ruled out as the reason for the observed detachment. The detachment, observed in the simulation, is a result of the

momentum induced as a result of deformation wave travelling at the interface due to the difference between the contact 

angle of the initialized bubble and the equilibrium contact angle at the electrode. As all three simulations start with the

same initial bubble of radius equal to 400 micrometers and a contact angle of 90 ◦, the momentum induced for SCT0 would

be larger compared to the other two cases (as a result of larger deviation between the initial and equilibrium conditions). In

the cases of SCT0 and SCT1, the bubble is able to detach as the initial momentum causes a ’lift’ which overcomes adhesion

due to surface tension. The initial momentum in SCT2 causes the bubble to deform and lift, until around 0.0016 s (see

Fig. 10 ), but the bubble does not detach and subsequently surface tension pulls the bubble down in an attempt to reach the

equilibrium shape based on the wetting condition. This dynamic process continues until the bubble reaches an equilibrium 

shape which is dictated by the surface tension and gravitational force which is observed in damping of 1 − � with time,

observed in Fig. 10 . Although bubble detachment is observed for both SCT0 and STC1, the initial momentum imparted to

the bubble is larger for the former which results in a smaller τd , see Table 6 . 
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Table 6 

The variation of detachment time ( τd ) of the bubble from the 

electrode surface for various contact angles. 

SCT0 ( θ = 15 ◦) SCT1 ( θ = 30 ◦) SCT2 ( θ = 45 ◦) 

τd 0.00138 s 0.00169 s No detachment 

Table 7 

Comparison of the time averaged bubble de- 

formations and current obtained for SCT0 and 

SCT1. 

Case �x (mm) �y (mm) I /I 0 

SCT0 0.586 0.537 0.98996 

SCT1 0.572 0.553 0.99046 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For the case of SCT0, the detachment of the bubble results in its deformation and growth as it rises up through the

concentration boundary layer, as shown in Fig. 9 . This deformation and growth results in temporal variations of current, see

Fig. 11 . Before the bubble detaches, the bubble gets lifted and vertically elongated due to the initially imparted momentum,

see Fig. 9 , this results in increasing �y and decreasing �x . The increase in current before detachment is a direct consequence

of the reduction of the electrode region covered by the bubble (indicated by 1 − �) which reduces from the initial bubble

diameter of 0.8mm to nearly half at detachment, see Fig. 11 c. As a result of the bubble leaving the surface, the current

increases from t = 0 s to the detachment. Once the bubble detaches, the bubble shape oscillates i.e. it first gets flattened

(larger �x ) and then gets elongated (larger �y ), see Fig. 11 b-c. These oscillations progressively gets damped as the bubble

rises up. As the bubble gets flattened, the projection of the bubble on the electrode becomes larger which yields lower

current in contrast to vertical elongation when projection is reduced and current increases, see Fig. 11 b-c. The existence

of surface oscillations as bubbles rise were also experimentally reported in detached bubble (in the order of few hundred 

micrometers) in the work by [71] . Similar trends, in the variation between bubble deformations and current, is also visible

for the bubble evolving in SCT1 (see Fig. 12 ). Instead of the single peak in I/I 0 near detachment observed for SCT0, SCT1

produces an additional peak around 0.002s which is a consequence of the detached bubble staying close to the electrode 

for longer than SCT0 due to the smaller rise velocity, see Fig. 15 . The rise velocities of SCT0 and SCT1, see Fig. 15 , show

substantial differences after detachment and this can be explained as a result of the bubble in SCT1 rises up mostly due to

buoyancy where as in SCT0 the momentum ’left-over’ after detachment also aids in the evolution. Apart from the variation 

of current due to bubble detachment and deformation, as the bubble rises, the current also reduces with the vertical distance

from the electrode, which agrees with the observations in Table 5 . Although both SCT0 and SCT1 produce larger current at

detachment, when compared to the current at t = 0 s, the current reduces as a result of increase in the �x and f once the

bubble has detached, as well as the reduction in current observed in vertical distance. 

Due to the quick ascent of the bubble in SCT0, through the concentration boundary layer, the increase in the volume of

the bubble is larger for SCT1 when compared to SCT0, see Fig. 11 d and Fig. 12 d. Although the growth of the bubble occurs

when the it is within the concentration boundary layer, its effect on current is visible only when bubble surface oscillations

have damped, see Fig. F.28 a-b. Due to the larger rise velocity in SCT0 compared to SCT1, the drag force acting on the rising

bubble in the former is larger which results in a bigger �x and consequently a smaller current, see Table 7 . As the bubble

detaches from the electrode surface, the convection established seems to drag the dissolved hydrogen in the concentration 

boundary layer in the wake of the rising bubble as observed in Fig. 13 and Fig. 14 . 

In the case of SCT2, the initially imparted momentum causes the bubble to deform and reach an equilibrium shape which

influences the current. In this attempt to reach equilibrium shape, 1 − � increases and the effective radius of the bubble 

shielding the electrode (indicated by �x ) effectively reduces causing current to increase, see Fig. 16 a-b. The change in the

bubble size is reflected in the transition of �x from to 0.8mm initially to a more elongated bubble towards the end of the

simulation, reducing �x . As the bubble remains within the concentration boundary layer, in this case, its growth is larger

compared to SCT0 and SCT1 cases. Inspite of the larger growth rate in SCT2, the effect on current is visible only towards

the latter part of the simulation when the bubble deformations has damped, see Fig. F.28 c. It should be noted that in the

case of STC2, as the bubble remains on the electrode, the convection in this case is different from SCT0 and SCT1 which is

reflected in the concentration distribution of the dissolved gases, see Fig. 17 . 

Effect of the initial concentration boundary layer thickness. In order to study the influence of the concentration boundary 

layer thickness, set as δ = 0 . 5 mm in the previous simulations, three different cases which differ only by the values of δ
is used: SCT1 ( δ = 0 . 5 mm), SCT1BL- ( δ = 0 . 3 mm) and SCT1BL+ ( δ = 0 . 8 mm). The contact angle at the electrode as well as

other computational setting are set based on SCT1. The initialized distribution of the dissolved gas concentration used in 

these three simulations is based on Eq. 22 . 

As the bubble travels through the concentration boundary layer, it grows due to interfacial mass transfer driven by local 

supersaturation. As larger concentration boundary layer thickness represents a greater region which is supersaturated, the 

largest growth is observed in SCT1BL+ (equal to 0.8mm) followed by SCT1 (equal to 0.5mm) and SCT1BL- (equal to 0.3mm)
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Table 8 

The initialized bubbles used in the coalescence simulations. 

Bubble 1 Bubble 2 

Case x c (mm) y c (mm) x c (mm) y c (mm) f 1 − �

DC1 0.0046 0.0000 0.0054 0.0000 0.0101 0.84 

DC2 0.0048 0.0000 0.0054 0.0000 0.0063 0.88 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

with an increase in bubble volume of around 4%, 1.5% and 0.5% of the initial bubble volume. The effect of the increase in

the bubble volume on current is only visible when the bubble deformations has damped, see Fig. 18 a. Despite the increase

in bubble volume, its effect on rise velocity of the bubble and detachment time is mostly negligible, see Fig. 18 . 

5.2. Coalescence driven bubble evolution 

As observed in the static bubble simulations, the presence of two bubbles on the electrode which produces a single 

detached bubble provides a larger increase in current when compared to a single bubble of equivalent volume detaching, 

see Table 5 . In order to investigate the dynamic effect of the coalescence of continuum scale hydrogen bubbles, two cases,

DC1 and DC2, in which bubbles are initialized based on Table 8 such that the x c of the bubbles are offset by the radius from

x = 5mm. The boundary conditions are set analogous to single bubble evolution from the electrode with θ = 45 ◦, i.e. SCT2. 

Contrary to the single bubble in SCT2 which remained adhered to the surface, both DC1 and DC2, under identical wet-

ting conditions at the electrode, show detachment of the coalesced bubble, see Fig. 19 and Fig. 20 . Although the difference

between the initialized contact angle of the bubble and the equilibrium wetting condition at the electrode provides some 

initial momentum, like the case of SCT2, the coalescence process of the bubbles is the driver of the bubble detachment.

During coalescence, the surface tension acts to minimize the surface area of the bubbles, which results in dynamic changes 

in the interface which can be categorized into neck formation between the bubbles, deformation wave propagation at the 

interface which results in the lifting of the bubble, detachment of the bubble and the oscillations in bubble shape, see

Fig. 19 and Fig. 20 . These stages during coalescence has also been observed during the in the experimental work by [71] ,

using two equally sized bubbles of radii equal to 0.4 mm. The deformation waves, which are qualitatively analogous to the

ones observed in the second stage of the bubble coalescence in DC1 and DC2 in Fig. 19 and Fig. 20 , are reported to be capil-

lary waves in the work by [71] . In DC1, as these deformation waves are symmetric about x = 5mm, see Fig. 19 , the detached

bubble is also symmetric about the same axis. On the other hand, the asymmetric propagation of the deformation wave to-

wards the smaller bubble in DC2, see Fig. 20 , results in translation of the detached bubble along the electrode. Interestingly

the deformation induced during coalescence in DC2 results in a quicker detachment of the final bubble compared to DC1 

in spite of the larger bubble volume in the latter, see Fig. 21 and Fig. 22 . The detachment of bubble in the DC1 and DC2

yields larger current when compared to when the two bubbles where present on the electrode, see Fig. 21 a and Fig. 22 a.

Before detachment, as surface tension attempts to reduce the surface area of the bubble via coalescence, �x reduces until 

detachment as shown in Fig. 19 and Fig. 20 . The deformation of the detached bubble also has a substantial impact on the

current obtained i.e. larger projection of the bubble on the electrode, indicated by larger �x , results in lower current. It

should also be pointed out that, during the coalescence driven bubble evolution in DC1 and DC2 the bubble grew by around

0.97% and 1.34% when compared to the initial bubble volume respectively. The difference in the growth rate between the 

two cases is a result of larger amount of dissolved gas which is present near the detached bubble in DC2, see Fig. 19 and

Fig. 20 , due the convection established during the coalescence and detachment. 

6. Conclusions 

In this paper, a new Volume of Fluid (VOF) based framework to study the continuum scale evolution of hydrogen bubble

in an electrochemical system is presented. The proposed framework is based on the VOF framework available in Open- 

FOAM® 6, which uses an algebraic VOF method to capture the interface. The transport of the dissolved gas is based on

the Compressive Continuous Species Transport model [29] , the driving force for interfacial mass transfer is based on the 

phenomenological Fick’s 1st law and relevant source terms are computed based on [27] , charge conservation is ensured us-

ing Gauss’s law and Ohm’s law [39] and surface tension model as described by [25,26] . The proposed solver is verified by

comparison to the analytical solution for 2D bubble growth in a uniformly supersaturated unbounded medium by [68,69] , 

2D stationary bubble (which has an analytical solution) and 2D rising bubbles (based on the computational benchmark 

proposed by [66] ). Additionally the variation of the current predicted by the solver is compared qualitatively to reported 

observations in experiments like [70] . 

The single bubble simulations showed that the observed detachment of the bubble is a result of the deviation between 

the contact angle of the initialized bubble and the wetting condition at the horizontal electrode. In order to accurately 

simulate the process, hybrid VOF methods like [39,40,43] are required to generate larger bubbles which are consistent with 

the eleectrode wetting conditions. Regardless, single bubble simulations showed quicker bubble detachment with smaller 

contact angles as a result of the stronger hydrophilic nature of the surface. When the bubble is present on the surface, the
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Fig. 22. The temporal variation of various relevant parameters as two unequally sized bubbles coalescence and detachment in DC2: a) normalized current 

( I/I 0 ), b) horizontal deformation ( �x ), c) vertical deformation ( �y ), d) normalized volume of bubble ( f ). The vertical black line indicates the detachment 

time, τd , and the vertical red lines are equidistant grid line at every 0.0 0 04s to enable comparison between the plots. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

reduction in the area of the bubble covering the electrode is observe to influence the current. At detachment, the current

obtained is larger than at the initial state of the system. Once the bubble has detached, the surface of the bubble is observed

to show oscillations which causes the bubble to flatten and elongate analogous to the experimental observations by [71] .

These deformation of the bubble cause the variation in the current i.e. larger horizontal deformation ( �x ), which means

larger projected area of the bubble, results in lower current due to the larger distortion of the current path lines. These

distortions in the current pathlines are observed for several bubble radius as shown previously by [38] . Interestingly, the

current is observed to decrease as it rises up, after the detachment. This can be explained as the result of the reduction of

the effective resistance by lowering the characteristic length experienced by the current lines when the detached bubble is 

closer to the electrode, see Fig. 8 . As the bubble rises up, the bubble shape is dictated by the surface tension and drag forces

which means that a bubble with higher rise velocity tends to be flatter or has a larger �x which produces less current, see

Table 7 . As the bubble evolves, in the cases it detaches, the convection established by the rising bubble also drags some

dissolved gas up with it, see Fig. 13 and Fig. 14 . Although the bubble drags the dissolved gas as it rises up, the bubble grows

predominately within the concentration boundary layer. The effect of the bubble growth is not visible in detachment time 

and rise velocity but it has a noticeable effect on current evolution only when the bubble surface oscillations have damped,

see Fig. 18 and Fig. F.28 . 

The coalescence driven bubble detachment shows an increase in current as bubble detaches and rises up, see Fig. 21 and

Fig. 22 , when compared to a single bubble simulations, see Fig. 11 and Fig. 12 . This larger increase in current in coalesce

driven detachment is a result of value of higher value of 1 − � at t = 0 s when compared to single bubble simulations.

In the coalescence driven case, the current is also observed to vary with the bubble deformation, see Fig. 21 and Fig. 22 .

Simulations considering the coalesce of two bubbles show three distinct regimes: necking, propagation of the deformation 

waves, and detachment of the bubble, which has also been reported in the work by [71] . The simulations also shows the

existence of travelling deformation waves at the interface, observed by [71] . The propagation of these deformation waves is 

found to influence the detachment process, as observed in the quicker detachment of the DC2 which has a smaller bubble

compared to DC1, as well as cause the translation of the detached bubble along the electrode. The simulations suggests that

the bubble detachment, at least for continuum scale bubbles, are primarily driven by coalescence rather than bubble growth 

by interfacial mass transfer. 
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Appendix A. Modelling surface tension using Sharp Surface Force approach 

The surface tension term ( � F ST ) in the momentum equation is typically calculated using Continuum Surface Force (CSF) 

model, proposed by [72] , as equal to σκ∇α1 where σ is surface tension and κ is the interface curvature which is calculated

as κ = −∇ · � n . As α1 is a discontinuous, see [21] , the calculation of κ is prone to numerical errors which generates spurious

velocities, see [21,24,25,30,31] . These spurious velocities alter interfacial mass transfer [27,73] and may cause random walk 

of bubbles [59,26] . A relatively easy way to address these numerical artifacts is by using Sharp Surface Force (SSF) model,

which was proposed by [54] and then used to simulate surface tension driven flows in works like [25,26,74] . The surface

tension term is computed using the Sharp Surface Force (SSF) model, as described in [25,26] , as 

�
 F ST = σκ f inal ∇αsh , 

where κ f inal is the interface curvature and αsh is the sharpened volume fraction of phase 1 which is determined based on 

Eq. 11 . The interface curvature ( κ f inal ), used by the Sharp Surface Force (SSF) model, is calculated based the following steps

[25,26] : 

1. Three step smoothening operation of α1 (which is stored at cell centers), i.e. i = 1,2,3, by interpolating it from cell center

to face center and back which can be represented as 

αs 
i +1 = C 

〈 
< αs 

i > c −→ f 

〉 
f −→ c 

+ 

(
1 − C 

)
αs 

i , (A.1) 

where C = 0 . 5 , < α1 > c −→ f interpolates α1 from cell center to face and αs 
1 

= α1 . 

2. Interface normal is then calculated as � n = ∇αs 
4 
/ (|∇αs 

4 
| + δ) where δ = 10 −8 / 

(∑ 

N V i 
N 

)
1 / 3 is used to prevent denominator

of � n from becoming zero. Once interface normal is calculated, it is corrected for contact angle specified at the wall by

�
 n | w 

= 

�
 n w 

cos θ + 

�
 t w 

sin θ where θ is the contact angle defined at the wall, � n | w 

is the interface normal at the wall, � t w 

and

�
 n w 

are the tangent and normal vectors to the wall [25,54,75] . 

3. Based on the interface normal, the initial estimate of the interfacial curvature ( κ1 ) is calculated as κ1 = −∇ · � n . 

4. Two step smoothening of the interface curvature ( i = 1,2) in the direction normal to the interface described as 

κ s 
i +1 = 2 

√ 

A κ1 + (1 − 2 

√ 

A ) 

〈 
< wκ s 

i 
> c −→ f 

〉 
f −→ c 〈 

< w > c −→ f 

〉 
f −→ c 

, (A.2) 

where A = αc (1 − αc ) , αc is defined as min(1,max( α1 ,0)), κ s 
1 

= κ1 and w = 

√ 

A + 0 . 001 . 

5. Calculate the interface curvature using a weighted interpolation method as 

κ f inal = 

< wκ s 
3 > c −→ f 

< w > c −→ f 

. (A.3) 

Appendix B. Imbalance in liquid/bubble and dissolved gas 

As the proposed framework treats the growth and evolution of a bubble, based on Eq. 17 , the volume of liquid should

in principle remain constant in the simulation. Fig. B.23 shows the imbalance in the liquid/bubble during the simulation 

to be much lower than 0.1%. The imbalance in the amount of dissolved gas is due to the presence of dissolved gas in the

bubble, this is lower than 0.1% of the dissolved gas in the computational domain (which is around 2 . 9 × 10 −10 mol despite

the addition of dissolved gas via electrochemical reactions), see Fig. B.24 . 
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Fig. B.23. Temporal variation of the mass imbalance in the system indicated as the bubble volume obtained from the solver (equal to 
∫ 

α2 dV ) and the 

difference in the total volume of the domain and the volume of liquid present in the domain which is adjusted for the liquid lost through the boundaries. 

Fig. B.24. Temporal variation of the amount of dissolved gas in the bubble which is calculated as 
∫ 

C i α2 dV . 

 

 

 

 

Appendix C. Mesh convergence 

As the proposed framework, which is based on the Finite Volume Method, relies on the mesh to descritize the govern-

ing equations, it is important to ensure that the solution is not independent of these errors. In order to study the mesh

convergence of the solution, for the case of SCT1, is studied using six different meshes: 400 × 200, 564 × 282, 800 × 400,

1128 × 564, 1600 × 800 and 2256 × 1128 which represents 32, 45, 64, 90, 128 and 180 cells across the diameter of the ini-
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Fig. C.25. The interface of the bubble at 0.02s for SCT1 for the six meshes considered in the convergence study.. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

tialized bubble respectively. The grid convergence is studied by comparing the bubble shape ( α1 = 0 . 5 ) at 0.02s in Fig. C.25 .

As the variation between the bubble shapes for the finest two meshes are negligible, 1600 × 800 is used in the simulations

considered in the paper. Additionally, the difference in the current obtained between the two finest meshes, 1600 × 800 

and 2256 × 1128, at 0.02s is less than 0.01%. 

Appendix D. Temporal convergence 

As surface tension is dominant in the electrochemical bubble evolution phenomena, its modelling can be influenced 

by the well known problem of spurious velocities in VOF based methods [21,24,25] . These spurious velocities which are

numerical artifacts can result in non-physical flow velocities/deformations of the interface can reduce the accuracy of the 

simulation as observed in [26,27,73] . These spurious velocities are generated in the proposed solver due to inaccuracies 

in the curvature calculation used in surface tension modelling, see [26] . As the surface tension is treated explicitly in the

proposed solver, the spurious current in the simulation can increase over time if an appropriate time step is not used which

would lead to a dependence of the solution on time step [21,25] . The most commonly used time step constraint which is

used to prevent the growth of these spurious velocities, is the one proposed by [72] : 

�t < 

√ 

ρa v g �3 
x 

2 πσ
, (D.1) 

where �x is the mesh cell size and ρa v g is the average density between the two phases. In order to ensure the simulations

discussed in the paper are not influenced by spurious velocities, the predictions of the proposed solver for SCT1 and SCT2

cases (due to the lower rise velocity when compared to SCT0) are compared with maximum time step based on Courant

number of 0.05 and Eq. D.1 , which is equal to 5.25 ×10 −7 s. 

Comparison of I/I 0 , rise velocity, normalized bubble volume and bubble coverage for SCT1 and SCT2, see Fig. D.26 and

Fig. D.27 , shows that the time step resolution does not result in much change to these parameters for the duration of the

simulation. This can be explained by understanding the velocity field induced by the motion of the interface to be much

larger than the nonphysical velocity field generated by the spurious velocities. As a result, in the case of SCT1, the time step

constraint can be ignored to obtain reasonable results and to save the computational overhead imposed Eq. D.1 . For the case
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Fig. D.26. Comparison of a) I/I 0 , b) rise velocity and c) normalized bubble volume ( f ), d) 1 − � obtained for bubble evolution for SCT1 (contact angle at 

the electrode set at 30 ◦) for simulations based on time step based on Courant number ( ) and Brackbill time step constraint ( ). 

 

 

 

of SCT2, it should be pointed out that in order to simulate the bubble reaching equilibrium shape on the electrode, when

physically the velocity in the domain should reduce to zero, it would be necessary to suppress spurious velocities by using

more advanced surface tension modelling approaches (most probably based on the geometric VOF [22] ) and impose time 

step constraint to prevent the growth of these numerical artifacts. 

Appendix E. Estimation of the initial concentration boundary layer thickness 

The thickness of hydrodynamic boundary layer, for a laminar flow over a flat plate, according to [76] , is equal to 

δH = 5 

√ 

ν1 x 

U ∞ 

. (E.1) 

where x is the distance from the leading edge of the plate and U ∞ 

is the free stream flow velocity. The concentration

boundary layer thickness ( δC ) can be expressed in terms of δH as 

δC 

δH 

= 

(
ν1 

D i, 1 

)
−1 / 3 = Sc −1 / 3 , (E.2) 

where Sc is the non-dimensional Schmidt number. The above equation can be rearranged to get an expression of the con- 

centration boundary layer thickness as 

δC = 

(
ν1 

D i, 1 

)
−1 / 3 5 

√ 

ν1 x 
U ∞ 

= 5 ν1 / 6 
1 

D 

1 / 3 
i, 1 

x 1 / 2 U 

−1 / 2 
∞ 

. 
(E.3) 

Eq. E.3 can be averaged over the length of the flat plate ( L ) to get an average concentration boundary layer equal to 

δC = 

1 

L 

∫ L 

0 

5 ν1 / 6 
1 

D 

1 / 3 
i, 1 

x 1 / 2 U 

−1 / 2 
∞ 

dx (E.4) 

δC = 

10 

ν1 / 6 
1 

D 

1 / 3 
i, 1 

U 

−1 / 2 
∞ 

L 1 / 2 (E.5) 

3 
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Fig. D.27. Comparison of a) I/I 0 , b) rise velocity and c) normalized bubble volume ( f ), d) 1 − � obtained for bubble evolution for SCT2 (contact angle at 

the electrode set at 45 ◦) for simulations based on time step based on Courant number ( ) and Brackbill time step constraint ( ). 

 

 

 

For electrode length scale ( L ) equivalent to 10 −2 m, ν1 = 9 . 89 × 10 −7 m 

2 /s, D i, 1 = 4 . 8 × 10 −9 m 

2 /s and U ∞ 

in the order of

0.1m/s gives δC in the order of 10 −4 m. In order to simplify notation in the main body of the paper, δC is written as δ. 

Appendix F. Comparison of current obtained with and without mass transfer driven bubble growth 

In order to compare the effect of bubble growth on the current obtained, the cases without any mass transfer is simulated

by using analogous setups to SCT0, SCT1 and SCT2 for the initial and boundary conditions except for the electrochemical 

reactions which was replaced with a zero gradient condition at the wall in addition to not initilizing a concentration bound-

ary layer. This prevent the growth of the bubble due to interfacial mass transfer driven by supersaturation. The comparison 

of the current obtained in SCT0, SCT1 and SCT2 with and without bubble growth is plotted in Fig. F.28 . 
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Fig. F.28. Comparison of the normalized current ( I /I _ 0 ) for various contact angles with ( ) and without ( ) interfacial mass transfer driven bubble 

growth: a) SCT0, b) SCT1 and c) SCT2. The vertical red lines are equidistant grid line at every 0.001s to enable comparison between the plots. 
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Supplementary material associated with this article can be found, in the online version, at doi: 10.1016/j.apm.2021.05.007 . 
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