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Abstract

Autonomous ships (AS) are currently being developed for use in public waters. One
of the requirements for AS is that they should be at least as safe as conventional
ships. To obtain this, efficient interaction and communication between software,
hardware and humans are critical.

This thesis aims to assess the collision risk of an unmanned autonomous vessel
as well as investigate the interaction between the human operators onshore and
the ship. The analysis is based on a Hybrid Causal Logic model(HCL), com-
bining event sequence diagrams(ESD) with fault trees and Bayesian Belief Net-
works(BBN). This allows for analyzing several aspects of the system as a whole
instead of only one.

The ESD describes the scenario and models the events that can happen after the
initiating event, which was set to be a vessel on a collision course. This includes
head-on-, overtaking- and crossing collision. A novel method called Concurrent
Task Analysis (CoTA) which describes the different tasks the agent has to perform
in order for the events to succeed, has been used to identify the intermediate
tasks in the fault trees. The fault trees are further developed based on the IDA
model. This divides the failure modes into failures in either information collection,
decision making, and action-taking. The fault trees illustrate failure events for both
the autonomous system and the human operators. However, in order to further
investigate the human failure events, BBN was used. A literature review on Human
Reliability Analysis(HRA) and relevant BBN models was conducted to construct
the BBN. The BBN’s follows the same structure as the fault trees in the sense that
one BBN was made for each of the I-D-A phases.

The subject of the risk analysis is a simplified model of a real coastal cargo ship
delivering fish food along the coast of Norway. The route was set to be from
Brønnøysund to Kristiansund. Quantification of the initiating event in the ESD
is based on vessel frequencies and AIS data. Basic events in the fault trees are
quantified using data from the literature, critical failure rates from the OREDA
handbook, and IMO event frequencies. Data for the input nodes in the BBN’s are
based on a study that assesses the human-autonomy collaboration for AUVs.

The results from this thesis indicate that the collision probability is higher than
comparable studies. However, the compared studies involves other vessel types and
a different operational context. Regarding the interaction between the autonomous
ship and the human operators, the results showed that the autonomous ship is very
reliable. When it comes to the human operators, the results obtained showed a
high probability of failure. This is most likely due to a high degree of uncertainty
in the values used for quantification, and shows that more research has to be done
on the are of human reliability analysis.
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Sammendrag

Autonome skip utvikles for tiden for bruk i offentlige farvann. Et av kravene til
autonome skip er at de skal være minst like sikre som konvensjonelle skip. For
å oppn̊a dette er effektiv samhandling og kommunikasjon mellom programvare,
maskinvare og mennesker avgjørende.

Denne oppgaven tar sikte p̊a å vurdere kollisjonsrisikoen til et ubemannet autonomt
fartøy, samt undersøke samspillet mellom de menneskelige operatørene p̊a land og
skipet. Analysen er basert p̊a Hybrid Causal Logic-modellen (HCL), som kombine-
rer hendelsessekvensdiagrammer (ESD) med feiltrær og Bayesian Belief Networks
(BBN). Dette gjør det mulig å analysere flere aspekter av systemet som en helhet
i stedet for bare en.

ESD beskriver scenariet og modellerer hendelsene som kan skje etter den innledende
hendelsen, som ble satt til å være et fartøy p̊a kollisjonskurs. Dette inkluderer front-
, forbikjøring- og kryssingskollisjon. En ny metode kalt Concurrent Task Analysis
(CoTA) som beskriver de forskjellige oppgavene agenten m̊a utføre for at hendel-
sene skal lykkes, har blitt brukt til å identifisere mellomoppgavene i feiltrærne.
Feiltrærne er videreutviklet basert p̊a IDA-modellen. Denne deler sviktmoduse-
ne i feil i enten informasjonsinnsamling, beslutningstaking og handling. Feiltrærne
illustrerer feilhendelser for b̊ade det autonome systemet og de menneskelige ope-
ratørene. For å undersøke menneskelige svikthendelser ble BBN imidlertid brukt.
En litteraturgjennomgang om menneskelig p̊alitelighetsanalyse (HRA) og relevan-
te BBN-modeller ble gjennomført for å konstruere BBN modellen. BBN-ene følger
den samme strukturen som feiltrærne i den forstand at en BBN ble laget for hver
av I-D-A-fasene.

Emnet for risikoanalysen er en forenklet modell av et ekte kystlasteskip som leverer
fiskemat langs kysten av Norge. Ruten er satt til g̊a fra Brønnøysund til Kristian-
sund. Kvantifisering av den innledende hendelsen i ESD er basert p̊a fartøyfrekvenser
og AIS-data. Grunnleggende hendelser i feiltrærne blir kvantifisert ved hjelp av data
fra litteraturen, kritiske feilfrekvenser fra OREDA-h̊andboken og
IMO-hendelsesfrekvenser. Data for inngangsnodene i BBN-ene er basert p̊a en
studie som vurderer sammarbeidet mellom menneskelig og autonomi for AUV-
er.

Resultatene fra denne oppgaven indikerer at sannsynligheten for kollisjon er høyere
enn sammenlignbare studier. De sammenlignede studiene involverer imidlertid and-
re fartøystyper og en annen operativ kontekst. N̊ar det gjelder samspillet mellom
det autonome skipet og de menneskelige operatørene, viste resultatene at det auto-
nome skipet er veldig p̊alitelig. N̊ar det gjelder de menneskelige operatørene, ga
resultatene høy sannsynlighet for svikt. Dette er mest sannsynlig p̊a grunn av høy
grad av usikkerhet i verdiene som ble brukt kvantifisering, og viser at det m̊a gjøres
mer forskning innefor menneskelig p̊alitelighetsanalyse.
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Preface

This Master Thesis is written as the final delivery at the MSc program in Marine
Technology at NTNU and symbolizes the end of a six-year-long journey. The
thesis is written within the field of safety and asset management, and it counts
as 30 credits. Approval of the Master Thesis results in achieving the title Master
of Science in Marine Technology. The thesis presents the results of a study on
collision risk and the human-system interaction of an autonomous ship.

It has been an interesting and true learning experience to work with this thesis.
However, it has also been very frustrating at times, with several setbacks and
unexpected problems. Especially the software Trilith, which has been used in the
thesis, has proven to be frustrating at times.

The report builds on the insight gained from the Project Thesis written during the
Fall of 2020. Some chapters build on the Project Thesis, especially the part about
theory, but they have been expanded and edited in this Master Thesis.
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1
Introduction

1.1 Background and motivation

An important technological trend is the development of maritime autonomous sur-
face ships (MASS). This is due to the potential for increased safety and efficiency,
and optimized ship performance [1][2]. Several research projects have already in-
vestigated the MASS-concept (REVOLT; MUNIN; YARA), but there are currently
no fully autonomous vessels in operation. An operational challenge for MASS is
that it may be manned or unmanned [3]. MASS will also influence several aspects
of risks in relation to marine stakeholders, the environment and the MASS itself.
For conventional ships, collisions and groundings contributes to to most of the risk
level [4]. For safe operation the MASS will have to be equipped with collision
avoidance systems and sensory equipment. In addition to this, the MASS should
also be at least as safe as conventional ships to be acceptable in public oceans [4];
[5].

The aim of a risk assessment is to demonstrate a certain level of risk, and is an im-
portant tool for making relevant design decisions [6]. According to [7], who assessed
the effect of unmanned vessels, MASS will reduce the collision frequency. However,
the severity of the consequences might increase due to the reduced recovery capabil-
ity. This implies that risk models, implementing technical, human/organizational
factors, are needed to reflect the operation of MASS.

Regarding risk research, there has not been conducted much on MASS. In rela-
tion to the MUNIN project there has been applied risk-based design methodology
which is based on a formal safety assessment. There has also been performed a de-
tailed qualitative and quantitative assessment of the project by Jensen [8]. Apart
from that a few risk models specifically related to MASS has been created ([9];
[10].
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1.2 Objectives

The objective of this thesis will be to develop a risk model assessing the collision
risk for an autonomous unmanned cargo vessel sailing along the coast of Norway.
The model will be combine an event sequence diagram with fault trees and BBNs,
also known as the Hybrid Causal Logic method. The goal with this is to capture
and analyze the interaction between the human operators and the autonomous
system.

1.3 Scope and limitations

To achieve the objective of the thesis a set of tasks has to be performed. These
includes to review literature on relevant risk models and theories. Review literature
on human reliability analysis and factor affecting human operators in the context
autonomous ships. Develop a risk model that represents the collision accident
scenario and the interaction between the autonomous ship and the human operator.
Quantify the model in order to assess the risk.

The scope in this report is limited to a use-case ship. Only collision probability
will be assessed, and critical weather states will not be included.

1.4 Thesis structure

The outline of the report can be described as follows:

Chapter 1 Introduction, including background and motivation, objective, scope
and limitations and structure.

Chapter 2 Relevant theory concerning risk assessment and relevant models. In-
cluding information about Level of Autonomy and COLREG.

Chapter 3 Relevant theory concerning Human Reliability Analysis and factors
influencing human operators in the context of autonomous’ operations.

Chapter 4 Description of the method used to develop the model.

Chapter 5 Description of the system and hazards.

Chapter 6 The final HCL model with explanations.

Chapter 7 The quantification process of each model in the HCL and final results.
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Chapter 1. Introduction

Chapter 8 Discussion of the results and the work performed.

Chapter 9 Conclusion of the thesis and recommendations for further work.
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2
Risk assessment

2.1 Definitions

In MSC-MEPC.2/Circ.12/Rev.2, The International Maritime Organization (IMO)
defines a hazard as: ”A potential to threaten human life, health, property or the
environment.” [11]. In the same document, IMO also defines terms such as risk,
accident, frequency and consequence. [11].

Risk: ”The combination of the frequency and the severity of the consequence.”
Accident: ”An unintended event involving fatality, injury, ship loss or damage,
other property loss or damage, or environmental damage.”
Frequency: ”The number of occurrences per unit time (e.g. per year).”
Consequence: ”The outcome of an accident.”

To visualize risk, it can often be useful to use a risk matrix where the risk can
be categorized from low risk to high risk. The risk matrix is based on the for-
mula:

R = P · C (2.1.1)

Where R is the risk, P is the occurrence probability and C the consequences [6].
Figure 2.1 shows that a hazard that is very likely to happen and has catastrophic
consequences poses a high, not acceptable risk, whereas one that is not very likely
to happen and only leads to minor damages is sees as broadly acceptable. Risks
should be kept ”As Low As Reasonably Practicable (ALARP)”.
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Figure 2.1: Risk matrix [6]

2.1.1 Defining risk for autonomous marine systems and op-
erations

As previously stated, the common definition of risk is associated with a hazardous
or undesired event, its various causes and consequences, and the probability. Au-
tonomous marine systems are complex systems that add much more uncertainty
to the risk associated with them. [12]. [12] proposes a risk perspective consist-
ing of three dimensions; the probability dimension, the knowledge dimension, and
surprises (black swans). [13] defines this as;

{ai, pi, q}|k (2.1.2)

where a is a hazardous event, c is the consequences of a, q is a measure uncertainty
and k is the background knowledge for determining a, c and q. This implies risk
becomes a subjective measure to be quantified in terms of a Bayesian models instead
of an objective risk metric [13].

2.2 Formal Safety Assessment (FSA)

The FSA proposed by the IMO follows a procedure of five defined steps.

1. hazard identification

2. analysis of risk

3. proposition of risk control options

4. assessment of associated costs and benefits
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Chapter 2. Risk assessment

5. provision of decision-making recommendations based on steps 1-4

This thesis and further work will focus on the two first steps. Several FSAs has
been performed by IMO and others. In this thesis the results will be compared with
”FSA Navigation Large Passenger Ships” [14] and ”Hazard and Risk Assessment
of Unmanned Dry Bulk Carriers on the High Seas” [8].

2.3 HAZID

HAZID means hazard identification and is a critical stage in a risk assessment
process, as a hazard that is not identified in this stage will be excluded from
further assessment. A HAZID can be performed in many ways and with different
methods, but generally, it is done as a workshop with experts from different fields.
However, the objectives of a HAZID are always the same: identification of hazards
associated with the defined system and events or sets of circumstances that may
cause the hazards and their potential consequences, to generate a list of possible
hazards based on those events and circumstances, and lastly, propose a list of
possible risk-reducing measures [15].

2.4 Event Sequence Diagram

An event sequence diagram is similar to an event tree and can be defined as gener-
alized event trees [16]. It allows for indicating not only the behavior of key process
variables but also operator and hardware state changes, enabling it to give a more
literal representation of a system state compared to event trees [17]. An ESD rep-
resents the possible sequence of events following an initiating event, leading to the
possible consequences.

An ESD may contain six types of elements [17]. These are (i) events (observable
physical phenomenon); (ii) conditions (binary paths); (iii) gates (connects events);
(iv) process parameter set (time and other parameters which affects the system);
(v) constraints/boundaries (set of intervals of process parameters which are in
competition with the time to occurrence of an event); and (vi) dependency rules
(describes the interaction of the set of process parameters. The types of events and
gates are illustrated in figure 2.2.

One of the strengths of an ESD is that it can be used to model dynamic systems
[17], and thus be used in a dynamic risk analysis of for example an autonomous
system. It can also be combined with fault trees, BBNs or a combination of these,
in a Hybrid Causal Logic Modeling [18].
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Figure 2.2: Types of events and gates in an ESD [16]

2.5 Fault tree analysis

A fault tree is a top-down logic diagram that displays the interrelationships between
a potentially hazardous event in a system and the causes of this event [6]. It is
the most commonly used method for risk and reliability studies [6], and can be
approached both qualitatively and/or quantitatively. The model is deterministic,
meaning that when a fault tree is constructed, we know the states of all basic
events, the top event, and the states of all the intermediate events. Figure 2.3
shows some of the most commonly used event and gate symbols that are used in
fault tree structures.

The probability for the TOP event to occur with an AND gate is given by [6]:

Q0(t) =

n∏
i=1

qi(t) (2.5.1)

The probability for the TOP event to occur with an OR gate is given by:

Q0(t) = 1−
n∏
i=1

(1− qi(t)) (2.5.2)
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Figure 2.3: Common symbols for FTA [6]

2.6 BBN

A Bayesian network is a graphical model that shows the causal relationships be-
tween key factors(causes) and one or more final outcomes in a system [6], and was
first introduced by Pearl in 1986 [19]. The network is made up of nodes and directed
arcs. Each node describes a state or a condition, while an arc indicates a direct
influence. A Bayesian analysis may be qualitative, quantitative, or both depending
on the scope of the analysis. A quantitative network introduces probabilities and
aims to find the probability of the outcome. In many ways, Bayesian networks are
used for the same purpose as a fault tree, namely investigating the causes lead-
ing up to the hazardous event. A significant difference, however, is that Bayesian
networks can model probabilistic causation as well as deterministic. There are
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no international standards for BBN. Figure 2.4 shows the simplest possible BBN
where node A is linked to node B. In this case, node A is called a parent node
of node B, and node B is called a child node. A node with no parents is a root
node.

Figure 2.4: A simple Bayesian network

Bayes theorem is the basis for calculating conditional probabilities in a BBN. Bayes
theorem is shown in Equation 2.6.1.

P (A | B) =
P (B | A)P (A)

P (B)
(2.6.1)

where,

P(A) = Probability of A occurring
P(B) = Probability of B occurring

P (A | B) = Probability of A occurring given that B is true
P (B | A) = Probability of B occurring given that A is true

2.7 Hybrid Causal Logic (HCL)

Hybrid causal logic is a framework for modeling and quantifying accident scenarios.
It combines Event sequence diagram/event trees, fault tree, and Bayesian belief
networks [6]. The model is a means to get a better understanding of the risk model
by separating the different domains into a human, organizational and technical
system. The event sequence diagram is used to define the safety context where
fault trees are utilized to model the physical/technical system, while BBN is used
to capture the human and organizational system.

2.8 Level of autonomy and shore control center

Autonomous ships may have functionality with different levels of autonomy(LoA).
The LoA impacts the ship’s dependency on the operator, planning functionalities,
and mission and operation capabilities. One definition of autonomy is: ”a system’s
or sub-system’s own ability of integrated sensing, perceiving, analyzing, communi-
cating, planning, decision-making, and acting, to achieve its goals as assigned by its
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human operator(s) through designed human-machine interface(HMI)”[13]. There
are several different taxonomies proposed to define the different levels of LoA. One
of them divides the LoA into four different levels: LoA 1: remote control, LoA
2: Automatic, LoA 3: Constrained autonomous, and LoA 4: Fully autonomous
[3]. Even though it is possible to differentiate between different levels of auton-
omy, a vessel could still change autonomy levels during a voyage. This implies that
it may be more reasonable to categorize the LoA depending on both the voyage
phase/operation and the ship’s capabilities. The different levels mentioned in this
section, except from fully autonomous, require a crew working onshore in a Shore
Control Centre (SCC). The role of the SCC will be to monitor unmanned ships and
take direct remote control by using available communication technologies.

2.8.1 COLREG - Rules on collision avoidance

When it comes to collision, it is said that 80 % of collisions are caused by human
error [20]. A collision refers to a contact between two or more vessels, or between a
vessel and an object. There are no formal definition for when a ship is on collision
course, but it is often stated that a vessel doesn’t change course, it will collide[21].
A collision can be classified into different categories. These are illustrated in figure
2.5.

Figure 2.5: Different types of collision [16]

For collision avoidance, there are some rules ships at sea must follow. These are
the international rules for collision avoidance- COLREG [22]. For the scenarios
in Figure 2.5, the following rules apply (1) Head-on collision, both vessels need to
change their course to starboard (rule 14); (2) Overtaking, the autonomous vessel
is responsible for avoiding collision (rule 13); (3) Crossing collision, the autonomous
vessel is required to have the crossing ship on starboard to alter course and speed
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to avoid collision (rule 15). In scenarios 4 and 5, the autonomous vessel will have
to take action to avoid a collision.

2.9 Risk modeling of maritime autonomous sur-
face vessels (MASS)

In the paper Assessing ship risk model applicability to Maritime Autonomous Sur-
face Ships [23], the author review and discuss current ship risk models for ship-ship
collision, ship-structure collision and groundings, and their applicability to MASS.
According to Thieme, none of the risk models reviewed were suitable to be directly
used for risk assessment of MASS. There were also no risk models that included
software and human operator interaction sufficiently. Some of the models could,
however, be used as a basis for further development. Jensen has developed a thor-
ough risk analysis of the MUNIN project[8], but this focuses on hardware failures.
One framework, which Thieme does not review, is A generic approach to analyz-
ing failures in human - System interaction in autonomy by Ramos [24]. Ramos
analyses the humans in relation to autonomous ships by a novel method called the
human-system interaction(H-SIA) method, combining Event Sequence Diagrams
and a novel method called Concurrent Task Analysis. The collision risk for au-
tonomous vessels exemplifies the model. The H-SIA method used in the model
provides a good description of behavior and failures that can occur between the
sub-systems and within each sub-system. The method focuses on humans in the
loop, but it can also be used to model the behavior between software and hardware.
Ramos has also developed a set of generic fault trees related to autonomous- and
human failure events based on the IDA model. To further investigate the basic
events related to human failures, the author proposes to use BBNs, following the
HCL modeling technique.

12



3
Human factors

3.1 Task Analysis and Concurrent Task Analy-
sis

Concurrent Task Analysis (CoTA) is a novel method developed in [16]. It is based
on Task Analysis (TA) theory and methods and translates the events of the ESD
into goals to be achieved. Task Analysis(TA) was initially developed for only
analyzing human performance but has since evolved into also covering challenges
in the Human-Computer Interaction (HCI)[25]. There are different approaches to
developing a TA. Some of them are Hierarchical Task Analysis (HTA), Tabular Task
Analysis (TTA), and Cognitive Task Analysis. HTA is a method where complex
tasks are analyzed by decomposing goals and re-describing them into sub-goals.
These are then organized into plans [26]. The plans state what order in which
the sub-goals should be performed. When applied to a system, HTA can be used
to understand how the system should behave and how it can fail. The stop-rule
determines the re-description of goals into sub-goals. In [27], Ramos developed an
HTA for supervising/remotely controlling autonomous ships, which makes use of
the operator cognitive model IDA as a stop rule. For the CoTA, the IDA model
is used not only as a stop rule for the operator but also for the autonomous ship.
The IDA model will be described later in this chapter.

A CoTA is comprised of several HTAs or TTAs, where each task is re-described
until basic tasks that can relate to the interaction between the parts of the system
are found [16]. The CoTA also has specific stop-rules, and includes a new type of
task named parallel task. Parallel tasks are not directly related to the events in the
ESD, but rather supporting tasks necessary for the execution of the other tasks
and the interaction between the different parts of the system. Parallel tasks are
normally related to gathering data, monitoring, or communication. To develop the
CoTA, each task from the ESD is transformed into tasks to be performed by the
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agents involved. It thus allows for a more thorough understanding of each task the
agents have to perform in order for the events in the ESD to take place.

3.2 Information-decision-action (IDA) model

IDA - Information, Decision, and Action is a model initially developed for the hu-
man behavior response of a nuclear power plant crew under accident conditions [28].
It consists of three different cognitive phases: I (Information collection and pre-
processing); D (decision making and situation assessment); and A (action taking).
In [16], Ramos extends the IDA and adapts it for different agents of a system. More
specifically, a system consisting of a human operator and an autonomous vessel.
This allows for decomposing functions into the same-low level unit of analysis. Fig-
ure 3.1 illustrates the elements of the IDA model in an extended version, generalized
for an autonomous ship vessel modeling, in addition to operator behavior.

Figure 3.1: IDA model extended for operator and autonomous ship [16].

In the IDA model, the agent receives information from the external world. This
may, for instance, be data about the ship trimming and heading for the autonomous
vessel or an alarm for the human operator. The information is then received and
processed through the (I) block, which includes filtering, comprehension, grouping,
and prioritization. The (D) phase relates to the agent’s response to the information
obtained. These two phases cover situation assessment and response planning. The
decisions from the (D) phase are put into action in the (A) phase. For a human
operator, the mental state combined with memory represents the cognitive and
psychological states. For an autonomous vessel, on the other hand, the AS model
includes the programmed behavior, the process models, and the world model of
the AS. The interaction between the human operators and the autonomous vessel
is a dynamic process of mutual influence where they influence the activities within
each of the IDA blocks (dashed lines in Figure 3.1). The goals analyzed in the
HTA represent the system’s needs as a whole and function as an external reference
point in the IDA. A mismatch between these needs and the agent’s actions would
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be classified as an error. Re-describing the goals as one of the IDA phases allows
for identifying errors with respect to the internal reference points. The advantage
of identifying the errors within one of the I-D-A phases is that, for the human
operator, it can be traced back to the cognitive process leading to the error, while
for the system, it can be traced to the responsible component in which the error
occurred.

3.3 Human Reliability Analysis and BBN models
related to human operators

As previously mentioned, BBN’s can be used in the HCL method to capture the
human and organizational elements of the system. Currently, there are no set of
PIFs between HRA methods for humans working in an offshore control center,
supervising an autonomous ship [29]. However, many of the HRA studies rely
on cognitive science and can thus be relevant for human operators working in an
SCC. This is backed by Ramos in her paper On factors affecting autonomous ships
operating in a Shore Control Center, where she states ”...it should have roots on
cognitive science...”[29] about developing a PIF set for autonomous ships. One
example of a methodology is The Phoenix HRA methodology. It is developed in
the context of NPP operations, and uses HCL, and combines BBNs with the FTs
to model the influence of Performance Influencing Factors (PIFs) on the failure
modes. This method has been applied in several papers ([30], [31]. In On fac-
tors affecting autonomous ships operating in a Shore Control Center, Ramos [29],
provides an initial analysis of factors that have been explored in the autonomous
ships’ operation. Thieme [23] has also made BBN focusing on human-autonomy
collaboration.

3.3.1 Performance Influencing Factors

Performance Influencing Factors(PIFs), are used as a way of representing the con-
text and casual factors influencing human performance in different systems [32]. It
can help the analyser identifying why the operator can fail, instead of only which
failures they can commit.

3.3.2 Phoenix HRA

The Phoenix method is a model-based human reliability analysis methodology
based on cognitive science and psychology, experimental results, operating experi-
ence from nuclear power plants(NPP) and expert opinions from PRA HRA ana-
lysts, plant operators, cognitive scientists and psychologists. The method contains
a qualitative and quantitative analysis of the Model-Based HRA methodology with
a set of performance influencing factor groups. It also contains a framework for
developing Crew failure modes(CFM) to PIFs based on possible causes of failure
mechanisms for human error. The CFMs are developed to specify the possible
forms of failure in each of the IDA-phases.

15



Ekanem also proposes a Master BBN which shows the relationships between CFMs
and all the levels of PIFs defined in his methodology [33]. The model has 19 CFMs
and 9 PIF level 1 PIFs. The model also consists of several Level 2 and 3 PIFs
which will be described below.

Human System Interface (HSI) Group

This PIF refers to the means and ways of interaction between the crew and the
system and covers the quality of the system input and the crew’s input to the
system. Level 2 PIFs making up this PIF is HSI input and HSI output.

Procedures Group

This PIF refers to the availability and quality of the step-by-step instructions nec-
essary for the crew to perform a task. This PIF is made up of two level 2 PIFs:
Procedure quality and Procedure availability, respectively.

Resources Group

This PIF refers to the sufficiency and availability of required resources needed
by the crew to aid in completing their assigned tasks. The organization should
provide resources. The resource group is made up of two Level 2 PIFs: Tools
and Work Place Adequacy. Tools are further made up by Tool quality and Tool
availability.

Team Effectiveness Group

This PIF refers to how well the crew harmonizes and their synchronization of
the team’s overall goals and tasks. This group is made up of two level 2 PIFs:
Communication and Team Coordination. Communication is also made up of two
level 3 PIFs, communication quality and communication availability, while team
coordination is made up of five level 3 PIFs: Leadership, Team Cohesion, Role
Awareness, Team composition, and Team Training.

Knowledge/Abilities Group

This PIF refers to the knowledge and abilities of the crew in order to perform as-
signed tasks. Knowledge is understanding of the system and task to be performed,
experience is the knowledge gained over time, while skill is the ability to perform the
necessary activities related to the task with little cognitive effort[33]. This group
is made up of three level 2 PIFs: Knowledge/Experience/Skill (content), Knowl-
edge/Experience/Skill (access), and Physical Abilities and Readiness. These are
in turn comprised of one, one, and zero level 3 PIFs, namely: Task Training and
Attention.
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Bias Group

This PIF refers to the tendency of the crew to make decisions based on selected
pieces of information instead of the whole picture. There are several types of
bias, and it may appear in the form of confirmation bias (only selecting the
piece of information that supports the hypothesis, belief bias (only selecting the
piece of information that already supports your belief, and averaging bias (re-
gression towards the mean). The Bias group is made up of five level 2 PIFs.
Morale/Motivation/Attitude, Safety Culture, Confidence in Information, Familiar-
ity with or Recency of Situation, and Competing/Conflicting Goals.

Stress group

This PIF refers to the pressure/tension applied on the crew by their understanding
of the situation or their perception of their decisions’ consequences and responsi-
bility. It comprises two level 2 PIFs: Stress due to Situation Perception and Stress
due to Decision. Stress due to Situation Perception is in turn made up of Perceived
Situation Urgency and Perceived Situation Severity.

Task Load Group

This PIF refers to the load applied on the group by the explicit demands required
by the task at hand. The task load is increased with the complexity of the task,
quantity, importance, and accuracy and can be perceived differently by each crew
member depending on the individual’s skill level. The PIF group is made up of
four level 2 PIFs: Cognitive complexity, Execution Complexity, Extra Workload,
and Passive Information Load. Cognitive Complexity and Execution Complexity
comprises two level 3 PIFs each: Inherent Cognitive Complexity and Cognitive
Complexity due to External Factors, and Inherent Execution Complexity and Ex-
ecution Complexity due to External Factors.

Time constraint group

This PIF refers to the crew’s perception of the time available to perform the task
at hand. The time constraint can be perceived differently by each crew member, as
there is a real duration of completing the task, as well as a perceived time.

Each PIF in the BBN will also have two states: nominal and degraded. Each state
describes its influence on the crew’s performance. nominal implies that the PIFs
do not have a significant influence.

3.3.3 Factors affecting affecting autonomous ships operators
performance

As the PIFs described in the Phoenix method have been developed for NPP op-
erations, their applicability in the context of autonomous ship operations must be
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assessed [24]. By comparing these factors to the ones mentioned by Ramos[29],
this can be done.

Information overload is the fact of receiving too much information. For an operator
working in an SCC, information overload can be highly relevant when for example
monitoring several vessels at the time. Information overload is mentioned in several
HRA studies. In SPAR-H, it is related to the PIF stress [34], while it is modeled
as Passive Information Load in Phoenix.

Another factor described by Ramos is Situational awareness(SA). This can be
defined as ”being aware of what is happening around you and understanding what
the information means to you now and in the future”[35], and is very important
in order to make the correct decisions. In fact, a study on human factors for the
MUNIN project with masters mariners and a ship engineer [36] stressed situational
awareness as the most critical factor to focus on when moving ship handling from
ship to shore. Generally, SA is not in itself analyzed as a PIF in most HRA studies.
SA is more of a task of the human operator, which other PIFs can influence. In
Phoenix HRA, experience, fatigue(stress), HMI and communication are crucial
PIFs for SA.

Skill degradation is related to both physical and cognitive loss of skill following
disuse[37]. As disuse is an effect of more automated systems, skill degradation is
a recognized possible consequence of autonomy. It is also a possible outcome of
moving the ship handling from ship to shore [38]. Skill degradation can be analyzed
through PIFs related to cognitive and physical skills. In the Phoenix methodology,
this could be modeled through knowledge/experience/skill. While in SPAR-H and
IDAC, it could be assessed through the PIFs Experience/training and knowledge
and experience respectively [29].

The next factor, Boredom, can be defined as ”a state of weariness caused by dullness
and tedious repetition” [39]. Boredom has been shown to have a negative effect
on morale, performance, and quality of work. Related to HRA studies, boredom is
usually considered as a factor influencing other PIFs. In SPAR-H, for example, it is
related to stress and fitness for duty. In Phoenix, it can be related to stress.

The last factor mentioned in [29], is Other factors. These are factors that are
mentioned as positive outcomes when shifting from onboard- to onshore operations.
In other words, they are factors that have a negative impact on the crew onboard
the ship but will no have the same effect in a SCC. The factors mentioned are sleep
deprivation, fatigue and motion sickness. Although sleep deprivation and fatigue
still may occur, it will not happen with the same severity[29]. Fatigue and sleep
deprivation can be analyzed in Phoenix through the PIFs Physical abilities and
readiness and Attention. In SPAR-H, it can be related to the PIFs Stress and
fitness for duty.
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Chapter 3. Human factors

3.3.4 A risk model for autonomous marine systems and op-
erations focusing on human-autonomy collaboration

Another risk BBN model made is A risk model for autonomous marine systems and
operations focusing on human-autonomy collaboration [40]. This model is explicitly
developed for the interaction between human operators and Autonomous Under-
water Vehicles(AUVs). However, many of the nodes in this model related to the
human operator are the same or can be related to the nodes described previously in
this chapter. The different input nodes used in this model are listed below:

• Communication

• Fatigue

• Feedback from the system

• Etiquette

• Interface design

• Operator’s experience

• Operator’s training

• Procedures

• Reaction time

• Task load

• Trust

• Workload
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4
Method

4.1 Modelling event sequence diagram

The method for developing the ESD is based on the flowchart developed by [16],
shown in Figure 4.1. The flowchart is developed by analyzing several collision
scenarios for autonomous ships and incorporating the human operator and the AS.
It involves several Branch Points (BPs) related to the Level Of Autonomy and the
system’s design. The BPs will be present in the ESD depending on the answer to
the questions in Table 4.1, and will thus represent pivotal events. The outcomes of
the events may be failure or success and different types of operation - manual or
autonomous.

4.1.1 ESD flowchart
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Table 4.1: ESD flowchart questions [24]

Number Question

1 Who is primarily responsible for the detection of CC?

2 Can the operators detect the CC from the SCC?

3 Can the operators remotely control the AS from the SCC?

4 Can the operators use other measures to avoid collision?

5
Who is primary responsible for developing the collision avoidance
plan?

6
Is there an alarm in the SCC warning about the CC, and are they
informed on the plan for collision avoidance?

7 Is the collision candidate a ship?

8
Is there enough time available to re-plan and implement a new plan
to avoid collision?

Figure 4.1: ESD flowchart [16]
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Chapter 4. Method

4.2 Concurrent task analysis

The CoTa is developed from the system’s ESD, where the events from the ESD are
translated into tasks to performed by the agents. Hence, the ESD presents what
can happen, while the CoTA details how these events come to place.

4.2.1 Developing a CoTA from an ESD

Ramos’ has come up with five steps on how to develop a CoTA from an ESD
[16]:

1. Define the different agents to be analyzed, i.e, operators and AS. Each of the
agents will have its own HTA.

2. Define task 0. In this case task 0 is to avoid collision and recover successfully.

3. Analyze each event in the ESD and define which agent is involved: i.e., the
AS, the operator or both.

4. Translate each ESD event into a high-level task in the HTA.

5. Identify the tasks that should executed at all times during the scenario, also
known as parallel tasks. These can support the other tasks or be connected
to the interaction between the agents, i.e., communication tasks, listening for
commands, etc.

6. Use the stop-rule to re-describe tasks. This is done when the tasks: a) are
associated with only one of the phases in the IDA model b) represent the
interaction with another agent for the dependent tasks. Dependent tasks are
tasks that receive input from a task of another agent or sends output to it.

It will not be developed a CoTA from scratch in this thesis. Rather, the CoTAs
from [24] will be used as they cover all the events in the ESD. The CoTAs can be
found in Figure 4.2 and 4.3.
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Figure 4.2: CoTA for the autonomous ship [16]
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Figure 4.3: CoTA for the human operators [16]
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4.3 Modelling fault trees

The fault trees are based on the IDA structure described in the previous chapter.
According to the IDA model, human operators or the autonomous vessel can fail
during:

1. Information gathering and pre-processing (I phase), i.e., receiving information
from sensors

2. Situation assessment and decision making (D phase), i.e., deciding a collision
avoidance plan

3. Action taking (A phase), i.e., sending correct machinery input or sending a
command through the HMI

In addition to this, interactions between the system’s agents identified in CoTA
as interface tasks will be addressed with the FTs. This also includes the parallel
tasks. Specifically how the FTs are developed can be summarized as below:

1. Each event of the ESD is re-described in the responsible agent’s CoTA.

2. The failure in carry out the event will be the top event of the FT. The failure
event can be due to a failure in one of the IDA-phases. An error in action
caused by an error in decision-making is defined as a correct action given an
incorrect decision.

3. Parallel tasks are modeled through their own FTs, and follows the IDA
phases. And- or Or gates connects the parallel tasks to the main FTs.

4. Interface tasks that sends input to the other agent are modeled through their
own FTs.

5. Basic events in the FTs can be defined generically if specific features of the
system are not defined.

4.3.1 Generic fault trees

In [24], Ramos has developed a set of generic fault trees for analyzing the failures
related to the autonomous ship and the human operators. The Pheonix HRA
method [41] serves as a foundation for the structure of the FTs related to the human
operators. The same structure is also applied for the FTs for the autonomous
ship where failures concerning information collection, decision-making, and action
taking are investigated. And- and Or-gates connects the events in the FTs. Some
of the fault trees also include ”flags.” This indicates that a branch of the FT
may be neglected depending on the scenario analyzed. The FTs presented in the
next two subsections are developed with the following assumptions in mind: The
autonomous ship is unmanned, and the ship may be supervised and/or remotely
controlled by operators working in the SCC. A description of the generic basic
events can be found in Appendix B.
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4.3.2 Generic fault trees for autonomous ships

The generic fault tree for autonomous ships might fail due to failure in collecting
necessary data, failure in making the correct decision, or failure in taking/executing
the correct action. This is visualized in Figure 4.4. According to IEC61508 [42],
separating critical safety systems into these three fits the standard for safety-critical
systems.

Two parallel tasks are performed by the autonomous ship continuously: data col-
lection and communication. Data collection is crucial for the operation of the ship
and involves the collection of all necessary internal and external data. This includes
environmental conditions, navigational data, objects in proximity and machinery
performance data. There are two ways data collection can fail: The ship may not
collect data at all. This may be due to sensor failures, or the ship may collect
incorrect or incomplete data.

Communication is the communication link between the AS and the SCC as well as
other vessels. This involves sending data to the SCC and receiving data/commands
from operators. Communication will have higher importance if the ship is being
monitored or controlled by operators in a SCC. The parallel tasks are abbreviated
as SDC-N (ship data collection -NO Data Collected), SDC-I (Ship Data Collection
-Incorrect Data Collected), and SCF (Ship Communication Failure).

Figure 4.4: Top event for generic autonomous failure event [24]

Autonomous ship failure in collecting necessary data - I phase

The AS is equipped with related equipment and sensors for collecting data about its
environment and the ship itself. The SCC can also send requests to the autonomous
ship for more information or a command. The system may fail in data collection
due to Figure 4.5:

• No data is collected (modeled through an OR-gate).

• Incorrect data is collected (modeled through an OR-gate).

• Incorrect or no command is sent by the operators because of:
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– Failure in communication establishment with the SCC (modeled through
an OR-gate).

– The operator fails to send the correct command or send it in time (HFA).

Figure 4.5: Generic fault tree for the AS failure in collecting necessary data [24]

Autonomous ship failure in data collection - no data collected (SDC-
N)

No data being collected may be as a result of (Figure 4.6, Table B.1):

• Failure in collecting raw data due to failures in sensors, databases etc.

• Failure in planning to collect information because of:

– Inadequacy of the data sampling frequency

– Data not being identified as needed to be polled

– Data discounted

• Failure in execution and to collect data because of:

– Failure in the support system

– Data failures and data limitations of the system
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Figure 4.6: Generic fault tree for the AS failure in data collection - no data (SDC-N)
[24]

Autonomous ship failure in data collection - incorrect data collected
(SDC-I)

This failure event is very similar to the no data collected. However, the system
may collect incorrect data and use it as a basis for further decision-making. The
”AND”-gate on the top is the main difference. This ensures that the AS needs to
collect incorrect data and not realize it in order to fail. Incorrect data collection
may come from failures in sensors, incorrect database entries, decision to collect
incorrect data, or a failure in the action of collecting data. The fault tree can be
seen in Figure 4.7.
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Figure 4.7: Generic fault tree for the AS failure in data collection - incorrect data
(SDC-I) [24]

Autonomous ship failure in communication (SCF)

Failure in communication establishment between the SCC and the autonomous
ship is visualized in Figure 4.8 with descriptions of basic events in Table B.2, and
may be due to the following events:

• Failure in receiving requests. If there is an error in the information retrieval,
the request to establish a communication or data link cannot be received.

• Failures in decision making in conjunction with communication and data
transfer. This can happen due to the wrong choice of communication channels
or partners, not being able to process and retrieve the necessary information,
or prioritizing other actions.

• Failures in hardware or software, incorrect operation of the communication
equipment, wrong timing, or incorrect establishing of communication between
partners.
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Figure 4.8: Generic fault tree for the AS failure in communication establishment
between SCC and the AS [24]

Autonomous ship failure in situation assessment and decision making -
D phase

Failure in situation assessment and decision making is shown in Figure 4.9. This
describes the general failures of the autonomous ship to arrive at a sufficient de-
cision on an action in a given situation, and implies that there is a decision that
can mitigate or avoid consequences. Descriptions of the basic events are found in
Table B.3. The failure may be due to:

• Misdiagnosis of the state of the system and surroundings by the AS.

• Failure in adapting the procedure to the given situation.

• Deciding on an inadequate strategy or delay further action.

• Transfer to an inadequate procedure, i.e. apply the wrong COLREG rule.

Figure 4.9: Generic fault tree for the AS failure in making the correct decision [24]
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Autonomous ship failure - A phase

A failure in making the wrong action may come from failures in the hardware or
software. Engaging in the wrong actuators, or the timing of engagement may basic
failure events. Failures can also arise be due to inadequate operation of a component
or that no action is executed because of a failure of components. The fault tree is
shown in Figure 4.10 with descriptions of basic events in Table B.4.

Figure 4.10: Generic fault tree for the AS failure in takink the correct action [24]

4.3.3 Generic fault trees for human operators

The Phoenix HRA by Ekanem[41] and the HRA framework by Mosleh [31] serves
as the foundation of the generic FTs of the human operators. Even though the
FTs were originally developed for operators working in a control room of a NPP,
the operations share many similarities with unmanned autonomous systems as it
includes monitoring / controlling the system remotely, and sometimes from an
offshore control center [36],[27].

The NPP operators and the SCC have some properties they should share; they
should be highly trained, have procedures/guidelines for their operation, and pos-
sibly work together with other crew members or supervisors. The structure and
basic events of the FTs of the Phoenix are in that case applicable for autonomous
systems. However, the FTs should be adjusted in order to be applicable for opera-
tors interacting an autonomous system. For example, the autonomous ship would
be operated remotely, from large distances [43]. Not like other operations in con-
trol rooms where the operators can personally interfere in the situation. Therefore,
a successful establishment of a communication link is important for the SCC to
receive information about the ship and its operational environment. Without this,
the operators will not have the opportunity to collect data, make decisions or take
actions. As a result of this, four human failure events may occur; failures in the I,
D, A phases, but also a failure in communication establishment between the SCC
and the autonomous ship (Figure 4.11).

The failure to take the correct action is modeled through its own FT, as it is an
interface task. The operators perform an action in the HMI, sending a signal to the
autonomous ship. This can, for example, be a change of speed or heading. Thus,
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a failure in the operator’s actions may result in a human error but also affect the
autonomous ship operation. The FT of the HFA is thus connected to both the FTs
of human failure event (4.11), and to the FT of autonomous failure event, through
a gate in the failure of collecting necessary data (Figure 4.5).

Figure 4.11: Generic fault tree for human failure event [24]

Operator’s failure in information collection and pre-processing - I phase

The operator can fail in collecting and pre-processing information because of (Fig-
ure 4.12, Table B.5 ):

• No information is received from the AS. This covers a failure in the HMI, and
not the communication establishment.

• Failure in collecting correct and complete data due to a failure in the informa-
tion source and the failure from the operator to realize that the information
is incorrect.

• Failure in decision to collect information (Figure 4.13).

• Failure in execution to collect information (Figure 4.14).

By information sources, this includes all sources the operator could use. All of
these needs to fail in order for the failure in information sources to take place. The
failure in the decision to collect information may occur when the operator follows
a procedure, guideline, or any other written rules as strategy and/or when the
operator is following his/her knowledge. In addition, the operator may decide to
collect the necessary information but fail in executing it.
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Figure 4.12: Generic fault tree for human failure event in collecting and pre-
processing information [24]

Figure 4.14: Generic fault tree for human failure event in execution to collect
information [24]
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Figure 4.13: Generic fault tree for human failure event in decision to collect infor-
mation [24]

Operator’s failure in situation assessment and decision making - D phase

Failure in situation assessment and decision-making may happen when the operator
follows a procedure/guideline and/or when the operator relies on his/her knowl-
edge. Procedure can be the COLREGS and local rules, but also descriptions of how
the operators should interact with the HMI and the autonomous ship(Figure 4.15,
Table B.6).
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Figure 4.15: Generic fault tree for human failure event in situation assessment and
decision-making [24]

Operator’s failure in action - A phase (HFA gate)

The operator may fail in execution even though having made the correct decision.
Failure in the A-phase are failures in correctly performing an action that follows a
correct decision. The operator may fail due to (Figure 4.16): and B.7.

• Action on the wrong component/object.

• Incorrect timing,

• Incorrect action on the correct component.
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Figure 4.16: Generic fault tree for human failure event in taking the correct action
(HFA) [24]

4.4 BBN model development

As described in the previous section, Ramos, has made fault trees related to each
phase in the IDA model. The same approach will be used here, where the nodes in
the Table 4.3 will be used to make three different BBNs. The nodes chosen with
proposed states are taken from [40].

4.4.1 GeNIe software

GeNIe, a software program will be used to decevelop and analyze the BBNs. The
software allows for graphical creation of network nodes, as well and tools for sen-
sitivity analysis.
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Table 4.3: Summary of PIFs with proposed states

PIFs Proposed states

Communication Low, adequate, high

Etiquette Disruptive, mediocre, good

Experience Low, medium, high

Fatigue High, medium, low

HMI Poor, mediocre, good

Interface design Poor, mediocre, good

Number of vehicles
per operator

High, medium, low

Procedure Poor, adequate, good

SA Low, medium, high

SC-mode SC1, SC2, SC3

Task load High, medium, low

Training Low, adequate, high

Workload High, medium, low

4.5 HCL modelling

Figure 4.17 shows how the different elements of the model will be connected. The
events in the ESD serves as tasks to be completed in the CoTA and as failure events
in the FTs. The CoTA describes how the task should be performed in order to
obtain a successful outcome, while the FTs describe how they can go wrong. For
further analysis of the failure events in the FTs related to human failures, BBNs
are used.

38



Chapter 4. Method

Figure 4.17: Overview of the HCL model [24]
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4.6 Quantitative Analysis process

A quantitative analysis is essential as it provides a basis for evaluating the per-
formance of the autonomous ship and the crew and the interactions. In addition,
it also provides possible suggestions for improvement. The qualitative analysis
framework has three layers. The chain of events represented by an event sequence
diagram forms the top layer. How the different events can fail modeled with fault
trees forms the second layer. Basic events related to human operator failure are
quantified using a BBN, which forms the third layer.

4.6.1 Trilith: Integrated Risk Information System

Trilith is a software for HCL modeling and analysis. It combines Boolean logic risk
analysis methods, i.e., ESD, FT, and Bayesian Belief Networks. The benefit lies
in using the different tools to model hardware, software, and physical and human,
organizational, and regulatory features into different domains.

4.6.2 BBN model quantification

The different Conditional Probability Tables (CPT) are related to the operator’s
failure in the different IDA-phases, information collection and pre-processing (I-
Phase), situation assessment and decision making (D-Phase), and action (A-phase).
The information in Chapter 3 has been used to determine the nodes relevant for
each phase. In order to quantify the conditional probability tables, strength ratings
associated with each phase have been developed. This method has been adapted
from [44], and can bee seen in tables 4.4, 4.6, 4.8, 4.10, 4.12 and 4.14.

Table 4.4: Strength rating associated for the CPT HMI

Parent state Strength Reasoning

Etiquette High
According to research, the way information is
presented has a significant influence on the
operator [45]

Interface design High
Physical and virtual quality of the influence the
way information is perceived [46]
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Table 4.6: Strength rating associated for the CPT Workload

Parent state Strength Reasoning

Task load High
The workload increase with a
higher task load

SC-mode High
According to [35], SC-mode only
has a marginal influence on the
workload.

Number of vehicles per operator High
Increasing the number of
vehicles per operator will
increase the number of tasks [47]

Table 4.8: Strength rating associated for the CPT SA

Parent state Strength Reasoning

HMI High
According to research, the way information is
presented has a significant influence on the
operator [45]

Fatigue Low
According to [29], fatigue can have an effect on
the situational awareness, but it is not a decisive
factor

Communication Low
Influenced is assumed low, as the information
mainly will be communicated through the HMI

Training High
In order to create an operational picture of the
operation, training is very important

Workload High
According to [48], situational awareness is
reduced by a high workload
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Table 4.10: Strength rating associated for the CPT I-Phase

Parent state Strength Reasoning

HMI High
Feedback and interaction with the system is very
important [45]

Training High
Training of the operators is very important for the
operators to obtain and pre-process correct
information

Experience High
Experience is important for the operators when
making decisions and using the equipment to collect
information

Fatigue Low

Fatigue can contribute to the performance of
operators, but is not a decisive factor. In addition to
this, fatigue should have a reduced effect when
moving operations from offshore to onshore [29] [29]

Table 4.12: Strength rating associated for the CPT D-phase

Parent state Strength Reasoning

Procedure High
Procedures will have a high influence in this case as
the operators will follow procedures during operation

Workload High
A high workload can significantly reduce the
situational assessment by operators [48]

Training High
Training is very important in order for the operator
to get a good operational picture of the operation

Experience High
Experience is very important for the operators to
perform their tasks efficiently

Fatigue Low
Fatigue is a contributing factor, but not a decisive
one.

SA High

The situational assessment determines the
operator’s picture of the operation. It is therefor
assessed as highly influential, as it affects what
decisions the operators make
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Table 4.14: Strength rating associated for the CPT A-Phase

Parent state Strength Reasoning

SA(D-Phase) High
A good situational assessment is very important for
the operator to take the correct actions

Training High
Training is very important for the operators to
perform their tasks and take the correct actions

Experience High
Experience is very important in order for the
operator to operate the system efficiently.
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5
System description and hazard identification

5.1 Details about the unmanned autonomous ship

A case study is currently ongoing and will be the subject of the risk model developed
in this thesis. The system under consideration is a simplified model of a real coastal
cargo ship. The main particulars for the ship can be seen in table 5.1. The ship
will transport goods along the coast of Norway and can be considered a reference
ship for future autonomous cargo ships, with no crew on board, but with human
supervisors monitoring and able to take over control from an onshore control center.
The existing ship is equipped with a hybrid machinery system, which will be further
explained in section 5.2.1.

Table 5.1: Main particulars of the unmanned autonomous vessel (based on infor-
mation from [49]

Parameter Symbol Value

Length Loa 74,70m
Breadth B 13,6m
Depth D 5m

Dead Weight tonnage DWT 1450t
LNG container m3 110
Cargo tanker m3 2030

5.2 Control system

The concept of an unmanned ship requires a complex network of monitoring and
control systems. [44] visualizes the most important systems and their interactions
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in figure 5.1.

The system consists of of a Remote Operating Center (ROC), an Autonomous
Navigation System (ANS), an Intelligent Awareness System (IAS), an Autonomous
Management System (AMMS) and the machinery system which is described in
5.2.1.

The ROC is responsible for monitoring, supervising and taking direct control over
the ship motion when/if necessary. The ROC can also plan journeys and configure
various systems aboard the ship. The ANS is responsible for controlling the ship
motion when the ROC doing it. This includes collision avoidance, docking, etc. The
navigational situation, traffic picture, weather states, and future route plans are
the main focus for the ANS. The AMMS is responsible for the machinery system.
This involves ensuring that there is sufficient power and actuator availability for the
ANS to control the motion safely. States and capacity of machinery system and its
MSO modes is also a concern of the AMMS. Feedback regarding the navigational
situation is provided by the IAS. This can, for example, be the navigational states
of obstacles and the classification of obstacles.

Figure 5.1: High level control structure diagram for an autonomous vessel concept
[44]
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There are three different modes in this relevant for this; The ship control mode
(SC-mode) determines the interactions between the ROC and the ANS system.
Ship Operation mode (SO-mode) describes which type of motion control being
performed and the. Lastly, there is the Machinery System Operational mode (MSO-
mode).

Possible SC-modes:

• Autonomous control

• Supervised autonomous control

• Remote control

Possible SO-modes for the autonomous vessels:

• Transit mode: The ship follows a preplanned route and may deviate from
the route, i.e., to avoid obstacles and re-plan the route.

• Maneuvering mode: The ship position and heading are tracking trajecto-
ries, and the speed is low.

• DP mode: Station keeping through DP is a particular case for the SO-mode
”Maneuvering,” in which the heading and position setpoints remain constant.

The different MSO-modes are describes in subsection 5.2.1.

5.2.1 Machinery system

The machinery system consists of a power management system (PMS) and a set
of power sources, actuators, a hybrid shaft generator (HSG), and an electrical
distribution system. The main engine (ME) is LNG-fueled and is connected to
the main propeller through a gearbox. The gearbox is also connected to a hybrid
shaft generator (HSG) which can function both as a generator, providing electrical
power to a DC-bus, and as a motor, providing mechanical power to the propeller
shaft from the DC-bus. There are two AC-buses that can be connected and can
feed the DC-bus. Each AC-bus is connected to an auxiliary diesel generator (Aux
1 and Aux 2), and AC-bus 2 is connected to the hotel loads and deck loads. The
DC-bus power two tunnel thrusters (TT1 and TT2). In addition, an emergency
generator and an emergency AC distribution are connected to the second AC bus.
Figure 5.2 shows a single-line diagram of the machinery system.
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Figure 5.2: The components of the machinery system [44]

The machinery system can be operated in the following three machinery system
operating modes (MSO-modes) during normal sailing [50]:

• MSO-mode 1 - Power Take Out (PTO): The main engine is responsible
for both the main propulsion and the electrical loads of the ship. Power is
distributed to the main propeller and the electrical system through the gear-
box. In this operating mode, the hybrid shaft generator (HSG) is operated
as a generator, transforming mechanical power from the main engine shaft to
electrical power on the main electrical bus.

• MSO-mode 2 - Mechanical (MEC): The main engine is responsible for
the propulsion, while one of the diesel generators is used for electrical power
generation for the electrical loads of the ship. In this case, the HSG is offline.

• MSO-mode 3 - Power Take In (PTI): The main engine is offline while
both diesel generators are online and provides power for both the electrical
loads of the ship and propulsion. The HSG is operated as an electrical motor,
providing torque for the propeller shaft through the gearbox.

It is assumed that the AMMS determines the MSO-mode and that the ANS deter-
mines the SO-mode for the system. The ROC can override both.

The control action ”Thrust capacity reservation” from the ANS to the AMMS in
figure 5.1, is how the ANS can communicate future capacity needs to the AMMS
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based on the situation at hand. The ANS also has the capability of requesting from
the AMMS that the machinery system should be configured to obtain a certain
level of robustness, which is defined as the machinery system’s ability to withstand
abnormal or unexpected events or conditions without losing its ability to make the
ship follow the motion control objectives.

5.3 External hazards

External hazards that the ship may experience along the coast of Norway can
be:

• Other ships or objects

• Narrow fairways

• Harsh weather conditions

• Jamming or spoofing of AIS and GPS signals

Only collision with other ships will be considered in this report. As the autonomous
ship is to be transporting fish feed to fish farms along the coast of Norway, there
are many potential collision candidates. Leisure craft, tankers, and other service
vessels are potential collision candidates to be aware of.

Jamming or spoofing of the AIS and GPS signals is also something to aware of and
may lead to errors in navigation and communication.

5.4 Internal hazards

5.4.1 System description

In this thesis the human operators at the SCC is considered as a part of the internal
system. In order to identify internal hazards, the system is broken down into
subsystems. This is based on the control structure diagram in Figure 5.1:

• Shore-control-center

• Communication, monitoring and control system

• Navigation system: radar, satellite, AIS etc.

• Machinery system

• Propulsion system: main engine, propeller, auxiliary engines etc.

• Tanks and cargo holds: cargo, ballast, bunker (fuel, lube oil)

5.4.2 Communication, monitoring and control

The communication, monitoring, and control system have already been briefly
explained in section 5.2. The system is characterized by many interactions between
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the system components as well as with other components that lie outside of the
boundaries of this system, such as the SCC. Its most important entities are listed
in Table 5.2 together with their functions.

Table 5.2: Components of communication, monitoring and control system (based
on information from [44]

Functional entity function

Remote Operating Center
(ROC)

monitoring and supervising

Remote control (dependent on SC-mode)
Plan journeys

Autonomous Navigation Sys-
tem (ANS)

Collision avoidance

Docking
Route planing
Weather states
Data collection from AMMS and IAS

Autonomous Machinery
Management System AMMS
(AMMS)

Controls states and capacity of machinery
system

Intelligent Awareness Sys-
tem (IAS)

Navigational states of obstacles

Classification of objects
Weather lookout

Machinery system Control forces

Table 5.3 shows the most important means of communication and navigation that
can be found onboard the ship.
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Table 5.3: Ship information systems (based on information from [51])

System Component

Navigation Radar
AIS
CCTV
Inertial Measurement Unit (IMU)
Speed log
ARPA
Compass
Echo Sonar

Ship to shore communication DSC
4G
GALILEO
VHF

Satellite systems Satellite equipment
Ship station equipment
Satellite control equipment
Ground station equipment

A significant difference between an autonomous ship and a conventional vessel is the
decision-making process. While the ship information systems are used as guidance
for the master’s navigational decisions at a conventional ship, they are used as a
basis for decision-making in an autonomous vessel.

5.4.3 Machinery system

The use-case ship has a propulsion system which is described in subsection 5.2.1.
Table 5.5 gives an overview of the most important elements of the propulsion and
power generation systems.

As previously described, the engine on-board is LNG-fueled which can be related
to several potential different hazards.

LNG is an eco-friendly bunker fuel with many advantages, like decreasing the
emissions of SOx and particulate materials (PM) and meeting the international
maritime organization (IMO) MARPOL Annex VI requirements onNOx emissions,
and economic benefits compared to heavy fuel oil (HFO) [53].

LNG is neither corrosive nor toxic [54], so it will not pose as a threat as long
as it is not ignited. On the other hand, the leakage of LNG fuel serves as a
threat to the safety of LNG-fueled vessels due to its inflammable and explosive
characteristics. Sources of ignition could be heat, sparks, and flames. Other sources
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Table 5.5: Machinery system (based on information from [44], [52])

Component Functional purpose

Main engine Provide power to turn the propeller

Fuel system Provide fuel to run the main engine

Cooling water system Cooling of engine parts

Lubrication oil system Lubrication of engine parts

Propeller Generate thrust

Propeller shaft Transmit power

Auxiliary engines Generate power

Emergency generator Generate power

Hybrid shaft generator Generate electrical and mechanical power

Gearbox Control power output

Tunnel thrusters Generate thrust

of ignition could be static electricity and mechanical/electrical equipment such as
the engine.

A LNG-fueled power system consists of numerous pipes, flange connectives, and
valves. According to [54], the leakage of LNG occurs in these places, as well as in
the storage tank itself. [53] has also identified possible causes for a LNG leak which
can be breach or crack due to fatigue, among others.
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6
HCL development

The model has been developed in the following manner:

1. The event sequence diagram has been constructed with the method described
in section 4.1

2. Fault trees has been constructed using the CoTAs in Figure 4.2 and 4.3,
and the applicable branches from the generic fault trees described in subsec-
tion 4.3.1.

3. The BBN has been developed using the method described in section 4.4

The event sequence diagram describes how the scenario unfolds from the initiating
event to an end state which is either No collision or Collision. The purpose of the
fault trees is to calculate the occurrence probability of the events, while the BBN’s
on the other hand, serves to calculate the occurrence probability of the basic events
related to human operators.

6.1 Assumptions

The model has been developed with the following assumptions in mind:

• Many of the intermediate failure events in the fault trees are related to soft-
ware and hardware failures. Especially failures related to the decision phase
as this is based on software[24]. In this case, the relevant subsystems in the
control system have been identified. I.e., the ANS is, among others, responsi-
ble for route planning. A failure in making the correct decision on applicable
rules and routes will therefore result from an ANS failure.

• The collision avoidance plan generated by the AS will either be labeled as No
plan or successful. This implies that when the operator decides on operational
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mode, a ”wrong” action will be to remotely control the AS if it has already
generated a successful plan.

• The initiating event will not cause changes in the fault trees or the BBN’s.

6.2 Scenario development

The ESD has been developed with the following assumptions in mind:

1. The ship is in SC mode Supervised autonomous control. This means that
the AS is unmanned during all phases of the operation, but is supervised by
a human operator in the SCC.

2. The ship operation mode is Transit mode. This means that the AS is following
a pre-planned route, but may deviate to avoid obstacles/other ships and re-
plan the route.

3. The initiating event is set to be AS on collision course. This can be either
head-on, overtaking or crossing collision.

4. The collision candidate (CC) is another vessel.

5. The crew on the SCC has the possibility to establish direct contact with the
CC.

6. The AS is main responsible for generating a collision avoidance plan and
avoiding collision

7. The AS can send a sonorous and/or visual alarm to the SCC in case it detects
another vessel as a CC.

8. The crew on the SCC consists of teams monitoring several vessels at a time.

9. There are two different possible end states: ”No collision” and ”Collision”.
In the framework, three methods are proposed; Collision, no collision and
safety. In this cases safety and no collision has been merged into the same
end state.

10. The Human operators will follow procedure as strategy.

6.3 ESD construction

The ESD flowchart questions with answers based on the case study are presented
in Table 6.1. The resulting ESDs are presented in Figure 6.1, 6.2 and 6.3. The
ESD in this thesis is the same as the one in [24], except from the details described
in the scenario development.
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Table 6.1: Scenario ESD questions with answers

Number Question Answer

1 Who is the primary responsible for detection of the CC? AS

2 Can the operators detect the CC from the SCC? Yes

3 Can the operators remotely control the AS from the SCC Yes

4 Can the operators use extreme measures to avoid collision No

5
Who is primary responsible for developing collision
avoidance plan?

AS

6
Is there an alarm in the SCC warning about the CC, and
are they informed on the plan for collision avoidance?

Yes

7 Is the collision candidate a ship? Yes

8
Is there enough time available to re-plan and implement a
new plan to collision avoidance

No

The resulting ESDs are shown in Figures 6.1, 6.2 and 6.3. The initiating event
is that the autonomous ship is on a collision course. This includes overtaking-,
head-on- and crossing collision. ESDs 6.2 and 6.3 are connected to the ESD in
Figure 6.1 through transfer gates (hereby addressed as Transfer 1 and Transfer
2). According to the scenario, it will move to transfer 1 if the autonomous ship
does not detect the collision candidate, which is another vessel, in this case. The
scenario will move to transfer 2 if the operators decide to take manual control over
the ship. The events will be described more in detail in the next subsection.
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Figure 6.1: Case study Event Sequence Diagram
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Figure 6.2: Case study Event Sequence Diagram - Transfer Gate: AS fails to detect
collision candidate

Figure 6.3: Case study Event Sequence Diagram - Transfer Gate: No collision
avoidance plan
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6.4 Fault tree construction

As previously described, the fault trees are based on the CoTA and the applicable
branches from the generic fault trees. The CoTA explains how tasks can succeed in
the case of both the AS and the human operator. The goal of the fault tree will thus
be to determine how these tasks can fail. Basic events have been reached using a
top-down approach until basic events with known probabilities are reached. When
it comes to maintenance, which is a combination of both technical and human
failure, it is assumed that maintenance is not possible during the voyage. To
further develop the applicable branches, relevant literature has been used. Fault
trees developed in the master thesis by Jensen: Hazard and Risk Assessment of
Unmanned Bulk Carriers on the High Seas[8] which is a risk assessment of the
MUNIN project, has also been used when applicable.

From the ESD and CoTA, the current failures applies for the autonomous ves-
sel:

• Failure in data collection (parallel task)

• Failure in communication (parallel task)

• Failure to detect collision candidate

• Failure to generate collision avoidance route

• Failure to implement and execute collision avoidance plan

For the human operators:

• Failure to respond to alarm

• Failure to decide on operational mode

• Failure to take remote control of the autonomous vessel

• Failure to implement and execute collision avoidance route

• Failure to monitor safe execution
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6.4.1 Fault trees for the autonomous vessel

Several of the intermediate events in the following fault trees are connected to
the transfer gate ANS failure. ANS is responsible for the decision-making in the
autonomous ship and data collection from the other functional entities as shown in
Figure 5.1. The fault tree is further connected to the fault trees hardware failure
and software failure. This is shown in Figure 6.4. The FTs for hardware- and
software failure are based on [8] (fault trees figure A.12). Software failure can
happen due to incorrect programming, random breakdown, or hacking. Hardware
can fail due to a failure of the computer. Redundancy in the ANS is accounted for
by an AND-gate and the intermediate events A and B.

Figure 6.4: Fault trees for the failure events: ANS failure, software failure and
hardware failure
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Autonomous failure event: Failure in data collection

The generic fault trees for how the autonomous ship can fail during data collection
have been modified to fit the actual system and scenario. The fault trees have
already been described in Section 4.3.1. The branch for the intermediate events
AIS failure and CCTV failure is based on the analysis by Jensen ([8], fault tree
in figure 7.11). Even though the fault trees are similar, there are some differences.
Regarding sensor failure, there is a difference between jamming and spoofing. While
jamming can lead to no data being collected from the AIS, spoofing can lead to
false signals KILDE. Regarding the CCTV, the complete failure can be due to
hardware failure or due to damages from waves/wind. Bad visibility can lead to
inadequate images. There is also a difference in the intermediate failure Failure in
the information collection support system. For the FT no data this can occur due to
a power supply failure(transfer gate7, Figure 6.5) or a failure in the network. Power
supply failure can occur due to a switchboard without power or if the generator sets
generate no power. The intermediate event switchboard without power is derived
from [55](fault tree page 114), while the generator set failure is based on the system
description. In the FT incorrect data the basic event PMS failure is included. This
does not necessarily lead to a complete blackout but can lead to some systems
losing power due to overloading the system [56].

Figure 6.5: Fault tree for with the top events power supply and generator set failure
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Figure 6.6: Fault tree for the AS failure event: Failure in data collection - no data
(SDC-N)
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Figure 6.7: Fault tree for the AS failure event: Failure in data collection - incorrect
data (SDC-I)

Failure in communication establishment between the SCC and the au-
tonomous ship

The FT Failure in communication establishment between the SCC and the au-
tonomous ship (Figure 6.8) has been developed by adjusting the generic fault tree
shown in Figure 4.8 to fit the system. The intermediate events can all fail due
to a failure in the ANS. Further, the intermediate event failure in communication
equipment can fail due to the satellite ground station’s failure or a failure in the
satellite stations onboard the ship. The fault tree for the satellite stations is based
on [8](fault tree Figure A.13) and can fail due to damage on the antenna or the
antenna motor (Figure 6.9).
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Figure 6.8: Fault tree for the AS failure event: Failure in communication estab-
lishment

Figure 6.9: Fault tree with the top event satellite failure [8]
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Autonomous failure event: Failure to detect collision candidate

The fault tree with the top event Autonomous failure event: Failure to detect
collision candidate is shown in Figure 6.10.

A failure in this event may be due to a failure in collecting necessary data, a failure
in making the correct decision based on the collected data, or failing to notify the
SCC about the CC. All IDA phases are included in the FT, and the intermediate
events all end up in transfer gates. The ANS is responsible for making the correct
decision on the obstacle status. When it comes to notifying the SCC, timing is
essential. Too late will lead to the operators not being able to respond due to lack
of time.

Figure 6.10: Fault tree for the AS failure event: Failure to detect collision candidate

Autonomous failure event: Failure to plan collision avoidance route

The AS can fail to plan the collision avoidance route by either failing to make
the correct decision on applicable rules and routes or as indicated in the CoTA,
informing the operator about the planned strategy. The ANS is responsible for
making the decision about applicable rules and routes. The ARPA is also a device
that plots routes to avoid obstacles or other ships [57], which is why this is a
basic event. Regarding informing the operator about the strategy, this relies on
establishing communication between the AS and the SS and the ANS. The fault
tree is shown in figure Figure 6.11.
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Figure 6.11: Fault tree for the AS failure event: Failure to plan collision avoidance
route

AS failure event: Failure to implement and execute collision avoidance
plan

There are two versions of this fault tree depending on whether the operators take
remote control of the ship or not. This is shown in the ESDs.

Figure 6.12 shows the fault tree with the top event Autonomous failure event:
Failure to implement and execute collision avoidance plan. A failure in this event
can happen due to a failure in deciding what input to send to the machinery or in
sending the input to the machinery. As described in the system description, the
ANS is responsible for deciding on the input, while the AMMS is responsible for
performing it. The fault tree for the AMMS is modeled in the exact same way as for
the ANS. Regarding the execution of the collision avoidance plan, it is also crucial
that the propulsion system, or backup propulsion system is working. As described
in SEC5.2.1, the ship has three different machinery modes; PTO, MEC, and PTI.
In order for the propulsion system to fail, all of these have to fail. According to
[50], loss of propulsion power in PTO mode can only happen as a result of the
main engine failure. This also applies to the MEC mode. In PTI mode, two diesel
generators are responsible for the propulsion power. It is assumed that one DG
can provide enough power in case one of them should fail. Hence, to get a loss in
propulsion power, both the DGs and the HSG must fail. The intermediate failure
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event failures of steering system and supply system failure (Figure 6.13 is adapted
from [8] (fault tree figures A.8 and A.9) . Failure modes for the LNG engine are
derived from [53].

Figure 6.12: Fault tree for the AS failure event: Failure to implement and execute
collision avoidance plan

If the operators decide to take remote control over the ship, the intermediate events
Failure in making the correct decision on control input to the machinery and Failure
in sending correct input to machinery and execute will change. Instead of this being
a task for the ANS and AMMS, it will now have to be performed by the operators
in the SCC. The changes are visualized in Figure 6.14.

66



Chapter 6. HCL development

Figure 6.13: Fault tree with the top event supply system failure [8]

Figure 6.14: Fault tree for the AS failure event: Failure to implement and execute
collision avoidance plan by the operator

6.4.2 Fault trees for human operators

The fault trees for the human operator events are developed based on the CoTA
and by using the applicable paths of the generic FTs described in Section 4.3.1.
The FTs have not been changed much. However, according to the scenario, the
operators are supposed to follow procedure as strategy. The fault tree with the top
event Failure in communication establishment between the SCC and the AS is also
connected to all of the FTs. Without communication between the ship and the
operators, the operators will not be able to take action or collect information from
the ship. The final FTs for the human operator events Failure in collecting and
pre-processing necessary information, Failure in situation assessment and making
the correct decision, Failure in decision to collect information, Failure in execution
to collect information and Failure in taking the correct action can be found in
Appendix A.
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Human failure event: Failure to detect collision candidate

The fault tree with the top event Failure to detect collision candidate is shown in
Figure 6.15 . Two transfer gates serve as a connection to other fault trees: Failure
in communication establishment between SCC and the autonomous ship and Failure
in pre-processing necessary information. This event concerns the human operator
detecting the collision candidate in case the AS fails to do so. In order to do so,
the human operator needs to have continuous communication establishment with
the AS as well as being able to collect and pre-process the information, so s/he can
detect potential collision candidates.

Figure 6.15: Fault tree for the Human Operator failure event: Failure to detect
collision candidate
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Human failure event: Failure to respond to alarm

Figure 6.16 shows the fault tree with the top event Failure to respond to alarm.
The event concerns the operator responding to an alarm sent by the AS, and
involves both visualization and understanding of its source. I.e., the operator must
understand that it concerns a potential collision and the identification of a potential
collision object. The fault tree is connected to three transfer gates with the top
event, which further explains how the operator could fail: Failure in communication
establishment between the SCC and the autonomous ship, Failure in the collection
and pre-processing necessary information and Failure in making the correct decision
even if the necessary information is available.

Figure 6.16: Fault tree for the Human Operator failure event: Failure to respond
to alarm

Human failure event: Failure to decide on operational mode

The fault tree with the top event Failure to decide on operational mode is shown in
Figure 6.17. This event is related to whether the SCC should take manual control
over the AS or not and has thus, according to Ramos[16], two outcomes, namely
autonomous- or manual remote control. However, as mentioned, the outcome of the
event AS generates plan for collision avoidance only has two different outcomes;
no plan or successful plan. In this event, the operator should already be aware
of the CC and the plan generated. If the plan generated by the AS is successful,
the operator would be wrong to decide on manual remote control. For the sake
of this thesis, a failure in deciding operational mode would therefore be to decide
on manual control of the AS. The operator can fail by either failing to establish
a connection with the AS, fail to collect and pre-process information or fail in
situation assessment and making the correct decision.

Human failure event: Failure to remotely control AS to safe path

Figure 6.18 shows the fault tree with the top event Failure to remotely control AS
to safe path. This event can fail if the operator fails in taking the correct action or
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Figure 6.17: Fault tree for the Human Operator failure event: Failure to decide on
operational mode

fails to correctly assess the situation and make the correct decisions. This event is
only relevant if the operator has decided to operate the AS manually.

Figure 6.18: Fault tree for the Human Operator failure event: Failure to remotely
control AS to safe path

70



Chapter 6. HCL development

Human/AS failure event: Failure to monitor safe execution

This event concerns the operators in the SCC to monitor through the AS and
identify if the maneuvers taken by the AS are sufficient to avoid a collision. This
involves both monitoring the route of the AS and the CC. In the CoTA, this event
is assigned to both the AS and the operators. is shown in Figure 6.19. If they are
not sufficient, the operator can warn the CC.

Figure 6.19: Fault tree for the Human Operator failure event: Failure to monitor
safe execution
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6.5 BBN construction

Figure 6.20, 6.21 and 6.22, shows the BBNs developed for the I-phase, D-phase and
A-phase respectively. The connection of the nodes has already been explained in
the strength rating tables in the previous chapter.

Figure 6.20: BBN for I-Phase

Figure 6.21: BBN for D-Phase
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Figure 6.22: BBN for A-Phase
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7
Quantitative assessment

7.1 Voyage route and travel time

The use cape ship to be evaluated is operated along the coast of Norway. The
ship has several stops along the way, unloading fish food, but in order to limit the
scope, this thesis will only focus on the voyage south, after unloading fish food,
from Brønnøysund to Kristiansund. The details can be found in Table 7.1

Table 7.1: The autonomous voyage

point coordinates

Start N65◦28’21.63
E012◦12’12.47

End N63◦06’51.25
E007◦44’59.65

The route was created with Marinetraffic, and the vessel will travel at a constant
speed along the route. The maximum speed of the vessel is 15kn [49], but a speed
of 14kn is more realistic. The total distance sailed between Brønnøysund and
Kristiansund is 195,7nm, yielding a total number of voyage days:

Tvoyage =
1

24h/days
· 195, 7nm

14nm/h
= 0.58days (7.1.1)

For this case, it is assumed that the vessels makes this trip two times a week when
it’s operational. According to [58], 270 sailing days can be assumed for one year.

This means that the vessel will be able to sail 2times/week·52weeks· 270days/year356days/year =

76.93 ≈ 77 trips each year.
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Figure 7.1: Voyage route for the autonomous ship

7.2 BBN evaluation

The process of quantifying the different CPTs, is adapted from [40], which is
adapted and simplified from[59]. This process involves defining a template used for
CPT elicitation. Table 7.2 shows the CPT template used for the IDA nodes, while
Table 7.4 shows the CPT templates for the assessment of the child nodes.

Table 7.2: CPT template for building the CPTs for I-Phase, D-Phase and A-Phase
[40]

Child state Parent state

Low Inadequate 0.90
Adequate 0.10

Medium Inadequate 0.10
Adequate 0.90

High Inadequate 0.01
Adequate 0.99
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Table 7.4: Discretized CPT templates for low and high strength of influence. Worst,
intermediate and best is a generic representation of the states [40]

Parent’s state Child’s states
Low strength
template

High strength
template

Worst Worst 0.60 0.90

Intermediate 0.30 0.09

Best 0.10 0.01

Intermediate Worst 0.20 0.05

Intermediate 0.60 0.90

Best 0.20 0.05

Best Worst 0.10 0.01

Intermediate 0.30 0.09

Best 0.60 0.90

The strength of influence defines the spread in the template. In this thesis, low
and high are used. A high influence template has a lower spread over the range of
states compared to a low influence template. Worst, intermediate and best denotes
the range of states and corresponds to all of the states in Table 4.3 except from the
PIF fatigue. The next step in the quantification process involves determining the
strength of influence each parent node has on the child node. Own opinions and
relevant models determine the strength of influence. The weight of each parent
node is also determined based on the strength of influence. A low strength of
influence is given the weight 1, while a high is given the weight 3. The weights for
each parent node are then normalized with the total sum of all weights. To build
the CPT, the templates for each parent node are multiplied with their normalized
weight. The weighted templates for a given combination of the parent node’s states
are then added together and inserted into the respective column of the child node’s
CPT.

The value for each input node can be found in Table B.8.
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7.3 fault tree evaluation

In order to successfully quantify fault trees, failure probabilities of the basic events
are necessary. Exact failure probabilities can sometimes be hard to determine, so
approximate probabilities have to be estimated in some of the cases. In addition
to this, equipment failure data is often given in terms of failure rate per time. To
obtain probability values of failure occurrence, it is possible to use an exponential
distribution that describes the possibility of a component failure in the time interval
from 0 to t.

qi(t) = 1− e−(λit) ≈ λit (7.3.1)

As previously mentioned, it is assumed that maintenance only can be performed
in port. The time will therefore be put as the total time of the voyage. 195,7nm

14nm/h =

13, 97h ≈ 14h

In the OREDA handbook, critical failure rates are used. The critical failure rate
is then multiplied with a factor that considers the contribution of the relecvant
elements to the critical failure mode. The factor is taken from [8], weere hardware
systems in an autonomous ship is analyzed with the same approah.

The IMO event frequencies classification can be useful for estimating failure rates.
In [11], four different categories are defined which can be seen in Table 7.6. By
applying formula 7.3.1 with t=14h, and assuming 270 effective sailing days per
year [58], the different IMO frequency categories can be used to calculate failure
probabilities. These values are listed in Table 7.7.

Table 7.6: Event frequency index as defined by IMO [11]

Frequency Definition
F(per
ship
year)

Frequent Likely to occur once per month on one ship 10

Reasonably
probable

Likely to occur once per year in a fleet of 10 ships 0.1

Remote Likely to occur once per year in a fleet of 1,000 ships 10−3

Extremely
remote

Likely to occur once in the lifetime (20 years) of a world
fleet of 5,000 ships

10−5
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Table 7.7: Failure probabilities derived from [11]

Frequency
Event frequency (per year
and per ship)

Failure prob-
ability

Frequent 10 2.1E-02

Reasonably
probable

0.1 2.2E-04

Remote 0.001 2.2E-06

Extremely
remote

0.00001 2.2E-08

7.3.1 Top event probabilities

Top events are calculated using Trilith and is based on the Formulas 2.5.1 and 2.5.2.
Table 7.8 presents the values for top events related to the autonomous ship, while
Table 7.10 shows the values for the top events related to the human operators. The
probability is given per critical course.
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Table 7.8: Rounded fault tree top event probabilities for the autonomous ship

Top event Failure probability [per critical course]

Failure in data collection from the AS
(no data)

1.31E-03

Failure in data collection from the AS
(incorrect data)

2.14E-02

Failure in communication
establishment between the SCC and
the AS

5.20E-03

Failure in detecting CC 3.82E-02

Failure in generating collision
avoidance plan

6.06E-03

Failure in implementing and
executing collision avoidance plan

6.88E-03

ANS/AMMS failure 5.90E-04

Hardware failure 8.54E-04

Software failure 5.90E-04
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Table 7.10: Rounded fault tree top event probabilities for the human operator

Top event Failure probability [per critical course]

Failure in collecting and
pre-processing necessary information

9.93E-01

Failure in situation assessment and
making the correct decision

9.68E-01

Failure in decision to collect
information

8.43E-01

Failure in execution to collect
information

9.54E-01

Failure in taking the correct action 9.77E+00

Failure to detect collision candidate 1.00E+00

Failure to respond to alarm 1.00E+00

Failure to decide on operational mode 1.00E+00

Failure to remotely control the AS to
safe path

9.99E-01

Failure to monitor safe execution 1.00E+00

Failure in implementing and
executing collision avoidance plan

9.99E-01

7.4 Event sequence diagram evaluation

The quantitative assessment of the event sequence diagram is based on the calcu-
lated occurrence probabilities of the fault tree top events and those quantified with
other methods. The initial event AS on collision course will be calculated in the
following section and includes head-on, overtaking, and crossing collision.

7.4.1 Object on collision course

The probability for a vessel to be on collision course will be calculated in line with
IALA IWRAP Mk2.

According to [60], the yearly number of collision candidates, is defined as Na times
a causation probability factor Pc:

Na · Pc = Nship−ship (7.4.1)
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Data from havbase.no [61] was used in order to identify relevant shipping routes
and types of ships affecting the autonomous ship. The ships are distributed along
the routes using normal distribution, where the value µ indicates the distance from
the middle of the channel to the ship’s route. By looking at ship traffic data on
marinetraffic, this distance was found to be 190.9m. This distance will be the
same for the whole route. The standard deviation, σ, can be calculated with the
factor

σ = 3.65B (7.4.2)

This factor corresponds to a 96% probability of a ship being within ± 7.5B of the
planned route, which is also the zone that an operator considers being a safe zone
[62]. Considering that different ships travel along the route, an average breath
is calculated. This will be used in order to calculate σ. The average breath is
calculated with the formula:

Baverage =

∑n
j=1 fj ·Bj∑n
j=1 fj

(7.4.3)

Where fj is the frequency of vessel type j with breadth Bj of all n vessels operating
on the route.

By extracting AIS data from havbase.no, it was possible to identify each ship type
and their frequency crossing a line just outside Rørvik. It was not possible to
obtain a frequency for the specific route. However, as Rørvik is almost right in the
middle of Brønnøysund and Kristiansund, this estimate is considered adequate for
this report. Ship dimensions of existing ships will be used. An overview of the
characteristics can be found in Table B.15.

Formulas 7.4.4 and 7.4.5 will be used for calculating the number of collision candi-
dates, Na for the different collision types [60].

N
head-on/overtaking
G = LW

∑
i,j

P
head-on/overtaking
Gi,j

Vij

V
(1)
i V

(2)
j

(
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(1)
t Q

(2)
j

)
(7.4.4)

N crossing
G =

∑
i,j

Q
(1)
i Q

(2)
j

V
(1)
i V

(2)
j

DtjVij
1

sin θ
(7.4.5)

Where:

• Q
(1)
t and Q

(2)
j is the traffic frequencies on route 1 and 2

• V
(1)
i and V

(2)
j is the vessel speeds

• Vij = V
(1)
i + V

(2)
j is the relative velocity for head-on collision
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• Vij = V
(1)
i − V (2)

j is the relative velocity overtaking collision

• Vij =

√(
V

(1)
i

)2
+
(
V

(2)
j

)2
− 2V

(1)
i V

(2)
j cos θ is the relative speed for crossing

collision

• LW is the set encounter length

• B̄ij =
B

(1)
i +B

(2)
j

2 is the mean breadth

• σij =

√(
σ
(1)
i

)2
+
(
σ
(2)
j

)2
is the standard distribution of the joint distribu-

tion

• µij = µ
(1)
i + µ

(2)
j is the mean distance between the two vessels

Traffic distribution plays a part in head-on and overtaking collision. Obviously, if
Vij < 0, then vessel i will not be able to overtake vessel j. The mean distance µ will

therefore have to be replaced with µij = µ
(1)
i −µ

(2)
j in Equation(7.4.6) for overtaking

collision.Crossing collision on the other hand, is dependent on a geometric collision
diameter (7.4.7).
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(7.4.7)

The probability for being on a head-on or collision course can be taken directly
from Formula 7.4.6, while the probability of being on a crossing collision course
can be calculated with the formula:

P = Ncandidates/year ·
0.02h

collisionsituation
98.8m
7.2m/s · 77voyages/year · 98.8m

5.2m/s · 884voyages/year
(7.4.8)

This probability is calculated with the assumption that the collision situation has
a duration of 0.02 hrs. This is because the AS takes approximately 2 minutes to
cross the geometric diameter which was calculated to be 98.9m.

7.4.2 Collision candidate follows the rules

As the collision candidate in this thesis is another ship, it can execute its own
maneuvers in case the AS fails to implement and execute the collision avoidance
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Table 7.12: Number of collision candidates and probability of being on collision
course

Collision candidates N
Probability of being on
collision course

Head-on collisions 2.19 1.04E-08

Overtaking collisions 18532,48 0,16

Crossing collisions 1395453 0,0016

Total 1413987.68 0.16

Figure 7.2: Crossing area

plan or the human operators fail to take remote control of the AS. If the maneuvers
performed by the CC is compliant with the traffic rules, it is assumed that the
scenario will result in a ”safe” end-state. According to [63], 56% of major maritime
collision includes violation of COLREGs. Since 1983 there has been recorded 14
collision accidents [64]. This yields a collision frequency of 0.37 per year. This
means that 0.37 · 0.56 = 0.21 of these accidents included a violation of COLREGs.
From Table??, the total frequency of ships along the route is 1868 ships/year. This
includes all the ships sailing north and south and the ferries from the crossing
fairway. The probability that the CC follows the rules can then be calculated as
1− 0.21

1868 = 0.99 percent.
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Chapter 7. Quantitative assessment

7.4.3 HCL final results

The final model obtains a probability of colliding of 1.53E − 04 per trip. With 77
trips per year, the ship will collide every 85th year.

The results are compared with the collision probability from Jensen[8] and DNV[14].
The comparison is shown in Table 7.14.

Table 7.14: Collision probability

HCL
model

Jensen,2015
DNV,
2003

Collision probability per critical course 1.53E-04 1.4E-07 8.60E-06

The complete model can be found in Appendix A.
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8
Discussion

8.1 Model development

The system of the unmanned autonomous vessel consists of several subsystems,
components, and interactions both with its surroundings and human operators.
This level of complexity is tough to reproduce when at the same time trying to
make the analysis manageable. The system has therefore been simplified. One
risk by doing this is that potential important components and failure modes get
neglected. One simplification made in this thesis was that the failures related to
decision making and system interaction in the AS were reduced to the failure ANS
failure. This failure concerned both hardware and software failure, but at a high
level. The reason for this simplification is the lack of failure data related to software
and hardware systems. It can also be hard to determine the different basic events
for software and hardware failures, as a failure in the software can lead to hardware
failures and vice versa.

The model in this thesis follows the HCL methodology. One of the advantages of
the HCL methodology is that it can separate the different domains into technical
and human/organizational factors, allowing for a better understanding of the risk
picture. At least in the near future, autonomous ships will still have to rely on
human operators for monitoring and intervening when necessary. So to fully assess
the risk picture, the interaction between the system and the humans have to be
considered. The IDA model, which the fault trees in this thesis are built upon,
divides the operation into three different phases; Information collection, decision
making, and action-taking. This has previously only been done concerning human
reliability analysis. One benefit of the IDA model is that it is flexible because
it provides a structure independent of the system architecture. This allows for
extending this method to the autonomous system. Another benefit of this approach
is that it leads to cut sets that may not otherwise be included. Using traditional
risk analysis methods can be easy to only focus on one part of the system. For
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example, when analyzing the operator’s failure in detecting collision candidates
using only HRA, the cut sets would typically not include basic failure events related
to communication or data collection.

The ESD in this thesis was made using a flowchart. This ensures traceability and
that every critical event related to the AS and the human operator is considered.
Regarding the FTs, they were derived based on a CoTA for collision avoidance. The
CoTA described how the tasks of the ESD could successfully be performed. One
negative aspect of this approach is that possible failure events such as performing
an unexpected task will not be identified.

The input nodes for the BBN models are mainly based on studies related to NPP
and AUVs and not autonomous ships. However, the selected nodes rely on litera-
ture related to human-autonomy interaction and cognitive science. It is, therefore,
reasonable to assume that they can be applied to this case as well. Regardless of
what type of operation, the human operators have to solve the same general tasks:
gathering information, making decisions about what type of information to gather,
and then putting this information into action. This corresponds well with the IDA
framework, which has been used throughout the thesis. One negative aspect by
making a BBN for each of the phases in IDA, is that it makes it difficult in sep-
arating between the different CFMs. This makes it harder to analyses the results
and identify the basic events with the most negative contribution. In hindsight, it
would have been better to make a BBN for each CFM, although this would require
more research on HRA related to autonomous operations.

8.2 Quantification process

The initiating event, probability of being on collision course, was calculated based
on registered traffic data. The standard deviation of the normal distribution of
the traffic were calculated with the use of an approximation formula. Detailed AIS
data would typically be used to get a correct picture of the traffic situation.

The reliability of the failure probabilities chosen for the different basic events should
also be discussed. Many of the failure probabilities are assumed based on the
IMO frequencies, and even though this can give a decent indication, it does not
give an entirely correct picture. Failure rates for components were chosen on the
basis of existing failure rate data. Adjusting failure rate data to fit the system is
something that should be handled with care. The failure rates were converted to
failure probabilities for the end of the trip. In other words, the results obtained
show a conservative view.

The numbers and data-set used for the input nodes in the BBN’s were based on
a human/AUV operation. Even though they share many similarities, there are
still significant differences in supervising a ship compared to a small autonomous
underwater vehicle. Primarily related to the navigation part, but also the severity of
the consequences if something goes wrong. The BBN models put much emphasis on
training and experience. These numbers have been adapted directly from an AUV
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Chapter 8. Discussion

operation, where it makes sense that the operators do not have much training and
experience. The same can be argued when looking at autonomous ship operations.
Even though the operators are likely to have experience in navigation and ship-
handling, they will not have experience supervising and monitoring an autonomous
ship, as it is an entirely new field. The probability of an inadequate state would
therefore be high.

8.3 Results

The failure probabilities for the fault trees related to human failure events ranged
between 99-100%. This is unrealistically high. However, this can be explained
by the fact that each BBN was developed to model each phase in the IDA model
instead of each crew failure mode. With this approach, the failure probability of
each CFM will be significantly overestimated as the BBN in some way covers all
the tasks.

Risk assessments often rely on historical data, and with that in mind, there will al-
ways be many insecurities involved when trying to model the risk of an autonomous
ship. As described in the introduction, autonomous ships should be as least as safe
as conventional ships. In this thesis, the results showed that for this specific course,
this was not the case. However, the studies that this model was compared with
involves other types of ship and a different operational context. In addition to this,
they do not include human failure events to the same extent as in this thesis. The
calculated probability of being on a collision course was significantly higher in this
thesis than what was the case for the compared studies. As this was set to be the
initiating event, this will significantly impact the end results.

Even though some of the fault trees related to human errors were calculated to
a failure probability of almost 100%, the collision probability was still reasonably
low. As far as this can prove anything, it shows that the technical systems included
in this case are very reliable and that the autonomous ship does not necessarily
have to rely on human operators.

8.4 Sensitivity analysis for the BBN models

A sensitivity analysis was conducted through GeNIe with the built in sensitivity
analysis function. This shows how the different nodes influence the outcome. A
higher sensitivity would mean that there is low uncertainty in the node. A sensi-
tivity analysis was conducted for all the three BBN models.

8.4.1 I-Phase

Figure 8.2 shows the results for the I-Phase. Darker red charts indicate a higher
influence, while grey charts are deterministic and based on the specific case. The
sensitivity of these are therefor not assessed. The most influential nodes are Ex-
perience, Training and HMI. Figure 8.1 shows the effects of changing each state
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individually on the probability of the adequate state. On the top, the case study
is shown as a reference value. The figure also shows the worst and best case where
all input nodes where set to their worst and best states respectively. If all input
nodes are put to their best state, the probability of an adequate I-Phase is 98%.
On the other hand, if all input nodes are set to their worst state, the probability
drops to 12%. The most influential individual nodes are Training and Experience.
They both reduce the probability of an adequate I-Phase with 8%. When put to
their best state, the improve the probability with 18%. The least influential states
where Interface design, Etiquette and Fatigue. Interface and Etiquette improve the
probability with only 2%, while Fatigue improve the probability with 1%. However,
they decrease the probability with 9% and 8%, which is the same, or even more
than what Training and Experience did.

Figure 8.1: Effect of changing the states individually on the probability of adequate
I-Phase.

8.4.2 D-Phase

Figure 8.3 shows the sensitivity analysis for the D-Phase. The most influential
nodes are Training, Experience, Procedure and Workload. If all input nodes are
set to their best state, the probability of an adequate D-phase is 93%. When set to
their worst states, the probability becomes 23%. The most influential individual
input nodes are Training, Experience and Procedures. They increase the proba-
bility of an adequate state with 15%, 12% and 1% respectively when set to their
best states. Their worst states reduce the probability with 6%, 5% and 16%. Eti-
quette, Interface design and communication has the least influence, with Etiquette
and Interface design only improving/reducing with 1%. Communication does not
change the probability at all. Figure 8.4 shows the effects of changing each state
individually on the probability of the adequate state.
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Chapter 8. Discussion

Figure 8.2: Sensitivity of the I-Phase node. Darker red charts indicate a higher
influence. Grey charts are deterministic.

Figure 8.3: Sensitivity of the D-Phase node. Darker red charts indicate a higher
influence. Grey charts are deterministic.

8.4.3 A-phase

Figure 8.5 shows the sensitivity analysis for the A-Phase. The most influential
nodes are Training and Experience. If all input nodes are set to their best state,
the probability of an adequate A-phase is 90%. When set to their worst states, the
probability becomes 17%. The most influential individual input nodes are Train-
ing and Experience. They increase the probability of an adequate state with 26%
and 25% respectively when set to their best states. Their worst states reduce the
probability with 11% and 2%. Etiquette, Interface design, Task load and com-
munication has the least influence, with Etiquette, Interface design and Task load
only improving/reducing with 1%. Communication also improves the probability
of an adequate state with 1% when set to it’s best state, but does not reduce it
when it’s set to it’s worst state. Figure 8.6 shows the effects of changing each state
individually on the probability of the adequate state.
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Figure 8.4: Effect of changing the states individually on the probability of adequate
D-Phase.

Figure 8.6: Effect of changing the states individually on the probability of adequate
A-Phase.

8.5 Sensitivity analysis of the HCL

To investigate how the the human performance impact the collision probability,
a sensitivity analysis was conducted. The value of an inadequate state when all
input nodes were put to their best state was used as the failure probability of the
human basic events. Table 8.1 shows how it affected the probability.

Table 8.1: Risk comparison when changing human performance

Calculated
performance

Best
performance

Collision probability per critical course 1.53E-04 8.41E-01

The collision frequency increased with better human performance. This can be
explained by the fact that the probability of failure for the human operators are
still very high. They vary between 53% and 63% even when put to their best
state. Compared to the original case where the failure probabilities of the human
operators were ≈ 100%, the operators are now much more involved in the scenario.
This will lead to scenarios where a critical failure much closer to the end states in
the ESD can occur. From the ESD, some scenarios also requires very few failures
by the operator before reaching a collision which gives a high collision probability.
This can be illustrated by looking at the highest ranking scenario from Trilith.
With the best operator performance the scenario which gives the highest collision
probability is as follows: Failure in detecting CC by AS followed by failure in
detecting CC by operator eventually leading to a collision.

The reason for the high human event failure probability has already been discussed,
but it has an impact on this result as well. The big difference in magnitude of
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Chapter 8. Discussion

Figure 8.5: Sensitivity of the A-Phase node. Darker red charts indicate a higher
influence. Grey charts are deterministic.

the failure probabilities between the human operators an the autonomous ship
makes for uncertain results. A BBN made for each CFM with a higher level of
accuracy regarding the input values is needed to obtain a more realistic result.
It is expected that with a more accurate quantification of the CFMs, the failure
probabilities of the human failure events will go down, resulting in a lower collision
probability.

These results shows that an inadequate operator can impact the autonomous oper-
ation in a negative way. With few events that has to fail before reaching a collision,
it could be wise to consider putting extra safety measures into place. For example
solutions monitoring the human operator and not only the autonomous ship.
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9
Conclusion

This thesis has investigated the collision risk for an unmanned autonomous ship
sailing along the coast of Norway from Brønnøysund to Kristiansund. A literature
review covering the specific aspects of the case was conducted. This includes,
among others, relevant risk models and human reliability analysis. A Hybrid
Causal Logic model for the collision accident scenario was developed. The HCl
comprises of an Event Sequence Diagram, Fault Trees, and BBN’s. The model
was quantified using relevant data from the literature as well as collision frequency
calculations.

The calculated collision probability was 1.53E − 04. This is a bit higher than the
studies compared to in this thesis. However, the context and scenario in this thesis
are completely different from the other studies.

This thesis has also investigated the interaction between human operators and the
autonomous ship. The results showed that even with a high probability of human
failure, the ship is still reliable. The results obtained for the human failure events
shows that more research on human reliability analysis related to autonomous
operations is important.

9.0.1 Further work

Several assumptions were made in this thesis, which impacts the results and makes
them more uncertain. A more detailed focus on software and hardware errors and
their failure modes is important to improve the adequacy of the results. Critical
weather situations and detailed assessment of the risk related to LNG as fuel should
also be evaluated for a complete risk assessment. Most importantly, more research
has to be done on human reliability analysis related to autonomous operation,
especially when it comes to quantification. This is critical to obtain a realistic and
adequate risk assessment.
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Figure A.1: Event sequence diagram for the case study
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Figure A.2: Event sequence diagram for the case study

Figure A.3: Event sequence diagram for the case study
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Figure A.4: Fault tree with the top event failure in data collection from the au-
tonomous ship (no data)
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Figure A.5: Fault tree with the top event failure in data collection from the au-
tonomous ship (incorrect data)
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Figure A.6: Fault tree with the top event failure in communication establishment
between the SCC and the autonomous ship

Figure A.7: Fault tree with the top event ANS failure
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Figure A.8: Fault trees with the top event software failure and hardware failure

Figure A.9: Fault tree with the top event satellite failure

Figure A.10: Fault tree with the top event power supply failure
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Figure A.11: Fault tree with the top event generator set failure

Figure A.12: Fault tree with the top event supply system failure

Figure A.13: Autonomous ship failure event with the top event failure to detect
collision candidate
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Figure A.14: Autonomous ship failure event with the top event failure to plan
collision avoidance route

Figure A.15: Autonomous ship failure event with the top event failure to implement
and execute collision avoidance plan
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Figure A.16: Human operator failure with the top event failure in collecting and
pre-processing necessary information
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Figure A.17: Human operator failure with the top event failure in situation assess-
ment and making the correct decision
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Figure A.18: Human operator failure with the top event failure in decision to collect
information

Figure A.19: Human operator failure with the top event failure in execution to
collect information
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Figure A.20: Human operator failure with the top event failure in taking the correct
action

Figure A.21: Human operator failure event with the top event failure to detect
collision candidate
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Figure A.22: Human operator failure event with the top event failure to respond
to alarm

Figure A.23: Human operator failure event with the top event failure to decide on
operational mode
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Figure A.24: Human operator failure event with the top event failure to remotely
control AS to safe path

Figure A.25: Human operator failure event with the top event failure to monitor
safe execution
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Figure A.26: BBN for the I-phase

Figure A.27: BBN for the D-phase
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Figure A.28: BBN for the A-phase
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Table B.1: Autonomous ship basic failure events leading to failure in data collection
(taken directly from [24])

Basic Failure Event Description

Sensor(s) not available or Sensor(s)
produce incorrect measurements

One or several sensors fails and either
produce no output (SDC-N) or an
incorrect output (SDC-I). The sensors
involved and the logical connection of
these are highly dependent on the
situation of concern. Sensor failures
may range from optical sensors, to
cameras, over radar, or accelerometers

Failure(s) in databases/other data
servers

Data that is not provided or
incorrectly provided may also a
failure source for failure of data
collection. Similar to the Sensor
failure described above, these are
highly context specific failures that
may have several sub events
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Basic Failure Event Description

Data sampling frequency selected
inappropriately

Depending on the situation, the
frequency may be too low, no data is
available, since it was note collected
yet, or the data was not updated yet.
Another example are adaptive
sampling algorithms that may decide
not to collect information when
necessary or too late

Failure to plan to poll data (for
SDC-N)

Failure of the system to collect data
when this is needed. The data in this
case is of sporadic type and not
collected continuously. An example of
such data could be the weather
forecast data that is not polled when
an update is available

Data discounted (for SDC-N)

The ship makes the decision to not
use available data. This may happen
to due to some failure in voting, or
erroneous weights

Incorrect data source selected (for
SDC-I)

In this case a failure is caused by the
system deciding to collect data from
the wrong source. Examples and
causes may be, weighing of
information sources

Failure of the information collection
support system

This is a collective event that may
include several basic events that are
connected through different logic
gates. This basic event refers to these
failures in the data collection system
that are caused through failed
support systems. Events may include
failure(s) in the network, loose or
broken cables, a (partial) blackout,
etc.
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Basic Failure Event Description

Data not sampled with the
appropriate frequency

This basic failure event may also
cause both failures leading to no data,
or failures leading to incorrect data.
This FM, in comparison to Data
sampling frequency selected
inappropriately describes the failure
of the ship to collect data with the
appropriate sampling frequency.
Reasons and causes may be found in
a network overload or a software-
hardware system that cannot process
the amount of data fast enough

Wrong data source attended to

This basic failure event may also lead
to no data or incorrect data being
collected. Instead of collecting the
data from the correct source, another
source is used for obtaining that
information. That source may not
contain the information or have
incorrect information. An example
may be the retrieval of information
from a data server instead of directly
from the sensor network

Misinterpretation of raw data

This basic failure event describes a
failure where the obtained raw data is
encoded in one data type, but the
ship interprets the data as another
datatype. This may lead to the case
that the information cannot be
interpreted (SDC- N), or that the
information is transferred into
another value and hence incorrect
(SDC-I)

Data not obtained (for SDC-N)

The autonomous ship polls for
information does not obtain the
information back. An example may
be, if the system asks for a specific
variable name, but this variable name
is different from the variable name,
the data is associated with
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Basic Failure Event Description

Data obtained too late (SDC-N)

The system collects the data too late
to execute to current action correctly.
Similar to the inadequate frequency
this may be caused by an overload of
the network, or insufficient processing
capabilities

Incorrect normalization of data
(SDC-D

The data that is supposed to be used
is processed incorrectly and hence
leads to a failure

Failure in recognizing data as
incorrect (SDC-I)

This event summarizes the detection
capabilities of a failure during data
collection for the event under
consideration. Such features may
cover only a part of the possible
failures described above. Such
systems may include validity checks,
probabilistic reasoning, etc.

Table B.2: Autonomous ship basic failure events leading to failure in communica-
tion (taken directly from [24])

Basic Failure Event Description

Failure(s) of communication
equipment

This basic failure event is a set of
events connected through logic gates.
These failures represent the failure of
different communication equipment,
e.g., satellites, mobile network,
satellite receiver, etc.

Failure to acknowledge
communication request

The ship receives a request for
communication. However, the ship
does not realize the request, e.g., it
does not realize that it is the ship
called over radio

Failure to acknowledge data request

The ship does not realize that it is
required to send data although the
request has been received. This may
be caused by a failure to understand
the request
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Basic Failure Event Description

Failure to choose correct
communication channel

The ship chose a communication
channel that is inadequate for the
current situation. E.g., using radio or
the mobile network to reach the shore
base while being on the high seas

Decision to delay action
The ship decides to delay further
action, due to prioritization of other
tasks

Failure to choose correct
communication partner

The ship does not identify the correct
communication partner, e.g., it
identifies wrongly the calling vessel
and informs the operator about the
wrong calling vessels

Failure in recognizing requested data

The ship fails to identify the
requested data. This may be due to a
request for data with an unknown
variable name

Communication established with the
incorrect partner

The ship established the
communication with the wrong
partner, i.e., it calls upon the wrong
vessel through a satellite phone
connection

Incorrect operation of communication
equipment

The vessel fails in operating the
communication equipment as
required. Possible failures include, use
of incorrect encryption/encoding of
the information, or use of an
inadequate frequency in radio

Failure of communication equipment

Equipment for communication has a
failure and is not operable. This may
be caused through software or
hardware related failures, such as,
failure of antennas, partial blackout,
failure of transponder

Incorrect timing

The ship executes the requested
action with respect to communication
at the wrong time. In most cases, too
late will be the basic failure event
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Table B.3: Autonomous ship basic failure events leading to failure in situation
assessment and decision making (taken directly from [24])

Basic Failure Event Description

System/environmental state
misdiagnosed

The ship and its algorithms cannot
assess the state of the ship and/or its
environment correctly. This may be
the position of ship in relation to
objects and other ships, or the wave
and wind load that may alter the
course of the ship

Failure to adapt strategy to the
situation

A strategy planned by the ships
algorithms is insufficient for the
present situation. A strategy in this
article is related to “learned” and
adaptive behavior of the system.
Examples may be found in a
self-learned algorithm for trajectory
prediction, or the self-learned collision
avoidance strategy that is insufficient
in the current situation

Inappropriate procedure chosen

A procedure followed by the ship is
inadequate in the current situation.
Procedure in this article refers to
directly implemented rules and
behaviors in the algorithms of the
ship. Examples are turning in the
wrong direction, or action if no action
is required by the ship

Decision to delay action
The system may delay further action,
e.g., prioritizing other actions

Decision to delay action
The ship decides to delay further
action, due to prioritization of other
tasks

Table B.4: Autonomous ship basic failure events leading to failure in action (taken
directly from [24])

Basic Failure Event Description
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Basic Failure Event Description

Action on wrong component

The intended action is not carried out
by the intended component. For the
ship, this maybe actuation of the
wrong thruster. Failure causes for this
event may be found in interaction
failures, software failure, hardware
failure, etc.

Incorrect timing

The intended action is not carried out
in the right time. This may be too
early, but in most cases a delay will
be a relevant failure cause

Incorrect operation of components

The action is not carried out as
expected. This may be too much
thrust from the thruster, or too little
pitch of the rudder

Failure of components

A physical failure of one or several
components leads to failure of the
action. The basic events are collected
below an or-gate but may be
connected through other logic gates.
Examples are the failure of a thruster,
failure of an engine, failure in the gear
box, etc.

Table B.5: Operators’ basic failure events leading to failure in information gather-
ing and pre-processing (taken directly from [24])

Basic Failure Event Description

Failure in recognizing data as
incorrect

The operator receives incorrect data
and fails to recognize it

Information miscommunicated

During communication between the
operator at the SCC and team
member or a third party there may be
a miscommunication, in which the
information is not complete or in
incorrect, or it is sent to the wrong
person or at a wrong time
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Basic Failure Event Description

Data not checked with appropriate
frequency

This event is particularly relevant
during monitoring tasks. For
instance, if the system operates with
a high LoA and the operator should
take over control in case of a problem,
the operator must be checking the
HMI with an appropriate frequency.
If s/he fails to do so, s/he may miss
an important shift in one variable, or
a variable that is out of the expected
range

Data not obtained (intentional)

The operator intentionally fails to
collect a data needed for the
operation. S/he may believe, for
instance, that the data at hand about
the environmental conditions suffices
and decides to not collect an
additional piece of data that would
complete their assessment

Data discounted

The operator gathers particular data
s/he needs but decides to discard it
afterwards. S/he may assume the
data is not relevant for the situation.
For example, s/he may see at their
screens that there is an abject
approaching the ship, but believe the
paths will not cross, and discard this
information when performing
situation assessment

Key alert not responded to

A key alert should alert the operator
about a crucial status of the system,
and their response to it should put
them in the path of a successful
outcome. For instance, it is expected
that in certain LoAs the operator will
be able to override the system, or
shut it down in case of an emergency,
among other situations
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Basic Failure Event Description

Wrong data source attended to

The operator is aware of a needed
information but collect it from a
wrong source. This failure event can
be particularly relevant in case the
operator is monitoring more than one
ship at a time

Reading error

The operator performs an error
during reading a piece of information.
This may be an information from the
HMI or from a written guideline
/procedure. They may, for instance,
incorrectly read a speed number

Data misunderstood
The operator gathers data but
incorrectly internally processes it

Table B.6: Operators’ basic failure events leading to failure in situation assessment
and decision making (taken directly from [24])

Basic Failure Event Description

Procedure not followed

The operator intentionally does not
follow the procedures or guidelines.
S/he decide to follow their own
knowledge instead, whereas following
the procedure /guidelines would put
lead to success

Procedure misinterpreted
The operator is following the
procedure or guidelines but
incorrectly interprets it

Procedure step omitted

The operator is following the
procedure but omits one step of it.
This may be due to, for instance, a
perceived lack to available time to
follow the procedure, or a confidence
that certain steps are not necessary
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Basic Failure Event Description

Inappropriate strategy chosen

The operator correctly diagnoses the
situation but chooses an
inappropriate strategy to deal with it.
For instance, s/he may recognize a
potential collision scenario involving
the autonomous ship but decide to
avoid the collision by lowering the
speed when the correct strategy
would be to change the ship course

Decision to delay action

The operator decides to delay an
action. This may be because s/he
believes that the information at hand
is not sufficient and s/ he waits for
gathering more information

Inappropriate transfer to a different
procedure

The operator transfers to another
guideline when it is inappropriate.
For example, s/he transfers to a local
rule that is not appropriate for the
situation in hand

System state/situation misdiagnosed

The operator misdiagnoses the
situation in hand. For instance, s/he
may visualize a ship approaching the
autonomous ship, but assess that,
given its speed and direction, it will
not be on collision course

Failure to adapt procedure to the
situation

The operator is following a certain
procedure but does not understand
how to adapt it to the situation at
hand

Table B.7: Operators’ basic failure events leading to failure in action (taken directly
from [24])

Basic Failure Event Description

Action on wrong component

The operator performs a correct and
needed action, but on the wrong
component. The component may be a
ship component or a component of
the HMI
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Basic Failure Event Description

Incorrect timing
The operator executes the decision in
a bad timing – too late or too early

Incorrect operation of component
The operator operates the correct
component in an incorrect manner

No action

The operator fails to take the action,
despite having previously decided to
take it. This may due to external
factors

Table B.8: States and values for input nodes in the BBN

Node States Source
Worst Intermediate Best

Communication 0.001 0.749 0.250 [65]

Etiquette 0.167 0.750 0.083 [65]

Interface design 0.167 0.750 0.083 [65]

SC-mode SC-2 [44]

Number of ships per operator 0 1 0 Scenario

Experience 0.667 0.250 0.083 [65]

Training 0.667 0.250 0.083 [65]

Procedure 0.001 0.166 0.833 [65]

Task load 0.001 0.016 0.083 [65]
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Table B.10: Calculated failure probabilities

Component Failure rate Factor
Failure
rate ·
factor

F(t) = 1-
exp(-λt)

Source

CLU - software 1.23E-042
0.2187
[8]

2.69E-05 3.77E-04

[66],
pages
262, 263,
267, 269

CLU - hardware 1.23E-04
0.4948
[8]

6.09E-05 8.52E-04

[66],
pages
262, 263,
267, 268

Pumps 2.18E-04
0.6632
[8]

1.45E-04 2.02E-03

[66],
pages
104, 106,
108

Component 1.05E-05 1 1.05E-05 1.40E-04
[55],
page 40

Main engine 1.80E-04 1 1.80E-04 2.52E-03 [50]

Diesel generator 5.04E-04 1 5.04E-04 7.03E-03 [50]

HSG 3.60E-04 1 3.60E-04 5.03E-03 [50]
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Table B.12: IMO frequency categories [67] and corresponding failure probabilities

Frequency categories per ship year
Per hour (6480
operational hrs in
one year

F (t) =
1− exp(−λt)

Frequent 10 1.50E − 03 2.1E − 02

Reasonably probable 0.1 1.50E − 05 2.2E − 04

Remote 0.001 1.50E − 07 2.2E − 06

Extremely remote 0.00001 1.50E − 09 2.2E − 08

Table B.14: Basic event probabilities and failure rate data source

Basic Event Failure probability
Failure rate data
source

Antenna motor 3.9E-03 [68], page 138

Antenna mount - waves 2.2E-04
Assumed based on [67] -
reasonably probable

Antenna mount - wind 2.2E-06
Assumed based on [67] -
remote

Antenna unit - waves 2.2E-04
Assumed based on [67] -
reasonably probable

Antenna unit - wind 2.2E-06
Assumed based on [67] -
remote

ARPA failure 8.52E-04
[66], pages 262, 263,
267, 269

Blade fouling 2.2E-04
Assumed based on [67] -
reasonably probable

Blade fracture 2.2E-06
Assumed based on [67] -
remote

Camera damage - waves 2.2E-04
Assumed based on [67] -
reasonably probable

Camera damage - wind 2.2E-06
Assumed based on [67] -
remote

Camera hardware 1.4E-04 [55]
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Basic Failure Event
Probabilities

Failure probability
Failure rate data
source

Connection to
switchboard

1.40E-04 [55]

Cooling water leakage 2.2E-06
Assumed based on [67] -
remote

Diesel generator failure 7.03E-03 [50]

Fuel supply leakage 1.0E-07 [53]

Hacking 2.2E-04
Assumed based on [67] -
remote

HMI failure 8.52E-04
[66], pages 262, 263,
267, 26

HSG failure 1.4E-06 [50]

Hydraulic pump failure 2.02E-03 [66], pages 104, 106, 108

IMU failure 8.52E-04
[66], pages 262, 263,
267, 269

Incorrect data from ship 2.2E-04
Assumed based on [67] -
remote

Incorrect programming 0 Set

Leakage hydraulic
system

1.0E-07 [53]

LNG fuel pump failure 2.02E-03 [66], pages 104, 106, 108

Main engine failure 2.52E-03 [44]

No image - bad visibility 3.1E-03 [8]

PC failure 8.52E-04
[66], pages 262, 263,
267, 269

PMS failure 3.77E-04
[66], pages 262, 263,
267, 269

Pump failure 2.02E-03 [66], pages 104, 106, 108

Radar failure 1.7E-02 [69], page 52

Random breakdown 3.77E-04
[66], pages 262, 263,
267, 269

Rudder stuck 2.2E-06
Assumed based on [67] -
remote

Sender failure 1.4E-04 [55]
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Basic Failure Event
Probabilities

Failure probability
Failure rate data
source

Sensor failure 1.4E-04 [55]

Short circuit 2.20E-06
Assumed based on [67] -
remote

Signal jamming 5.0E-04 [70]

Signal spoofing 2.2E.04
Assumed based on [67] -
remote

Storage tank leakage 5.0E-06 [53]

Switchboard failure 2.20E-04
Assumed based on [67] -
remote
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Table B.15: Ship types and route frequencies crossing Rørvik in 2020 [64]

Ship type B [m] V [kn] Frequency Reference ship
S N

Chemical tankers 24.23 7.70 19 16 [71]

Gas tankers 36.60 16.30 4 4 [72]

Bulk carriers 12.80 12.00 25 20 [73]

Cargo vessel 13.60 14.00 25 20 [49]

Tankers 16.72 15.00 4 5 [74]

RoRo 29.40 15.80 6 7 [75]

Reefer ship 16.00 11.10 23 20 [76]

Offshore supply ship 18.00 12.00 10 12 [77]

Tugs 13.00 9.00 2 2 [78]

Pleasure craft 5.00 25.00 49 43 [79]

Fishing vessel 8.00 6.00 106 121 [80]

Oil tankers 46.03 5.50 11 10 [81]

Passenger vessel 10.80 34.00 68 66 [82]

Cruise ship 19.20 15.00 7 6 [83]

Ferry(crossing) 13.60 10.10 442 442 [84]
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