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Abstract—The appearance of tumor cell clusters in pleural
effusion is usually a vital sign of cancer metastasis. Segmentation,
as an indispensable basis, is of crucial importance for diagnosing,
chemical treatment, and prognosis in patients. However, accurate
segmentation of unstained cell clusters containing more detailed
features than the fluorescent staining images remains to be
a challenging problem due to the complex background and
the unclear boundary. Therefore, in this paper, we propose
a fused 3-stage image segmentation algorithm, namely Coarse
segmentation-Mapping-Fine segmentation (CMF) to achieve un-
stained cell clusters from whole slide images. Firstly, we establish
a tumor cell cluster dataset consisting of 107 sets of images,
with each set containing one unstained image, one stained image,
and one ground-truth image. Then, according to the features of
the unstained and stained cell clusters, we propose a three-stage
segmentation method: 1) Coarse segmentation on stained images
to extract suspicious cell regions-Region of Interest (ROI); 2)
Mapping this ROI to the corresponding unstained image to get
the ROI of the unstained image (UI-ROI); 3) Fine Segmentation
using improved automatic fuzzy clustering framework (AFCF) on
the UI-ROI to get precise cell cluster boundaries. Experimental
results on 107 sets of images demonstrate that the proposed
algorithm can achieve better performance on unstained cell
clusters with an F1 score of 90.40%.

I. INTRODUCTION

Lung cancer is currently one of the most serious cancers in
the world, which has the highest incidence and mortality rate
among all human cancers [1]. Pleural effusion is a common
complication of lung adenocarcinoma. Detection of tumor cell
clusters in pleural effusion is one of the effective means to
determine whether there is tumor metastasis from or to the
lung [2], [3]. Pleural effusion tumor cell cluster segmentation
is a crucial prerequisite for obtaining reliable morphological
statistics. The unstained images (original images) normally
have much more detailed features than the florescence stained
images which may become key features for abnormal cell
detection. However, due to the complex background and the
unclear boundaries, accurate segmentation from unstained cell
clusters remains a challenging problem.

In recent years, many researchers have done a lot of
analytical research on various types of data [4], especially
for cell pathology images [5]–[9]. The current cell segmen-
tation algorithms can be roughly divided into cluster-based

cell segmentation algorithms, graph-based cell segmentation
algorithms, and threshold-based cell segmentation algorithms.
In particular, Yurtsever et al. [10] proposed an extended k-
means clustering algorithm to segment nuclei in colon images.
The improved extended k-means clustering algorithm reduces
the number of iterations required and shortens the duration
of the segmentation process. Compared with the weighted k-
means clustering algorithm, the extended k-means clustering
algorithm based on some parameters performs better. Bai et
al. [11] proposed a particle swarm algorithm (FOPSO) based
on fractional-order velocity, which combined with the im-
proved fuzzy c-mean (FCM) algorithm (SI-IFCM) to achieve
accurate segmentation of cell images. The improved intuitive
membership makes the direct membership closer to the cluster
boundary between the background and the cells, thereby
improving the robustness to intensity changes. Integrating local
shape information into SI-IFCM and FOPSO improves the
performance of the touch unit. The final FOPSO is optimized
in combination with SI-IFCM to avoid local extremes and
sensitivity to initialization. Nguyen et al. [12] proposed a graph
theory technique to segment glands. In the image, a map of the
nucleus and lumen was established, and the map was divided
into different parts using a standardized cutting method, each
part corresponding to a gland. Unlike most state-of-the-art
lumen-based gland segmentation methods, the nucleus-based
approach can segment glands without cavities or glands with
multiple cavities. Zhang et al. [13] proposed a global and
local segmentation method based on graph cut (GC) method
to segment images containing healthy cells and abnormal
cells. The proposed global GC method allows the cytoplasm
to be described when the image histogram presents a non-
bimodal distribution. The proposed local adaptive graph cut
(LAGC) method and pit-based nuclear segmentation method
can achieve nuclear segmentation in pathological images and
overlapping cell images. For kernel segmentation, especially
in the case of nuclear anomalies, they proposed an adaptive
and localized graphics segmentation method that allows com-
bining intensity, texture, boundary, and region information.
Li et al. [14] proposed to use a double threshold method to
segment white blood cells from acute lymphocyte whitening



and images. This method effectively combines the single-
threshold segmentation method based on the RGB color space
and the single-threshold segmentation method based on the
HSV color space to achieve high segmentation accuracy.

Although there are many existing studies on cell segmen-
tation, there are very few algorithms for pleural effusion cell
cluster segmentation. In this paper, in order to accurately and
quickly extract suspicious cell areas from tumor cell clus-
ters, we propose a three-stage fusion segmentation algorithm
namely Coarse segmentation-Mapping-Fine (CMF) segmenta-
tion. This method fuses the fluorescent staining information
of the cells and retains the texture, morphology, and other
information of the unstained image. Specifically, we address
two major problems of tumor cluster segmentation:

1) The data acquisition and labelling of tumor cell clusters
in pleural effusion are difficult.
• We establish a dataset of cell clusters with ground truth,

by collaborating with health professionals.
2) Existing cell recognition algorithms usually focus on

the characteristics of individual cells, and tumor cell
metastasis is more efficient than tumor cells when pleural
effusion tumor cell clusters fall off into the blood. Tumor
cell clusters suggest a worse prognosis.
• We propose a fused segmentation algorithm CMF for

cell clusters to obtain accurate segmentation bound-
aries.

The rest of the paper is organized as follows. The principle
of the fusion algorithm and the establishment of a tumor
cell dataset are introduced in Section II. The experimental
results are shown and the segmentation results of pathological
images of tumor cell clusters between different methods are
compared and evaluated in Section III. The paper is concluded
in Section IV.

II. METHODOLOGY

A. Dataset

We have established a dataset of pleural effusion tumor cell
cluster images. To ensure the diversity of pleural effusion cell
data, the dataset includes three groups: clinical group, simu-
lation group, and cancer cell group (as depicted in Figure 1).
The clinical group consists of 22 cases of pathological images
obtained from the pleural effusion of lung cancer patients.
The simulation group mixes A549 cells and blood cells into
a cell suspension to simulate the pleural effusion of clinical
lung cancer patients, in which a total number of 50 sample
images are obtained. The cancer group refers to the sample
that contains only A549 tumor cells. There are 35 samples in
this group. In this group, the background of the cell image is
relatively pure, and the cell area is highly distinguished from
the background.

Therefore, a dataset with a total number of 107 sets of
cell cluster images is established, within each set, there is an
unstained (original) image, a fluorescent stained image, and a
ground-truth image (as shown in Figure 1 where each column
consisting of 3 images represents a set).

Fig. 1: Tumor cell clusters pathology image samples and their corre-
sponding fluorescent staining images and the ground-truth images. In
each sub-image, from the first row to the third row are the original
image, fluorescent staining image, the ground truth (the cell area is
marked in red). From left to right, the vertical columns are the clinical
group, the simulation group, and the cancer cell group.

B. CMF

As observed from Figure 1, the original images contain
more detailed features than the stained images, however, the
presence of proteins, bacteria, and other non-cell impurities
and the blurred boundaries makes it difficult to obtain accurate
segmentation. In order to achieve more precise cell cluster
boundaries from the original images, we propose CMF algo-
rithm, as shown in Figure 2.

1) Coarse Segmentation: Fluorescent staining can elimi-
nate the interference of surrounding non-cell impurities, mark-
ing the cell area as a green fluorescent signal, and the rest
background is marked as black (as shown in the second row
of Figure 1). Therefore, in the coarse segmentation stage,
the fluorescence-stained image is subjected to the maximum
inter-class variance method (OTSU algorithm) [15], [16] to
determine the maximum variance between the cell area and
the background in the cell image. As a threshold value,
the binarization operation is performed on each pixel in
the image. This algorithm has better noise immunity, which
can effectively eliminate the noise interference of uneven
image coloring. Then, both the morphological expansion and
corrosion operation are used to smooth the segmentation edge
to extract region of interest (ROI) of the suspicious cell area.

2) Pixel Mapping: After achieving the ROI of the stained
image, the ROI is mapped to the corresponding unstained
image to obtain the ROI of the unstained image (UI-ROI)
according to (1). The UI-ROI is then achieved to realize the
preliminary cell area segmentation.

Op(x,y) =

{
1 p(x, y) ∈ Fr
0 p(x, y) /∈ Fr

, (1)



Fig. 2: Schematic overview of the proposed algorithm

where Op(x,y) is the cell for each pixel in the stained image
and Fr is the ROI of the fluorescent stained image.

3) Fine Segmentation: It is considering that the sample
image size in the dataset is 1280 × 1024, which belongs to a
large-scale image and contains many pixels, which may lead
to the problem of memory overflow. One of the advantages
of the automatic fuzzy clustering framework segmentation
framework (AFCF) [17] is that it can save memory con-
sumption effectively by introducing hyper pixels. So the fine
segmentation step is based on that which consists of three
steps. The first step is the superpixel-based fast FCM algorithm
(SFFCM) [18] for color image segmentation. The superpixel
method, i.e., multiscale morphological gradient reconstruction
(MMGR-WT) generates superpixel results for a color image
to replace all pixels in the superpixel region with specific
pixels to improve segmentation efficiency and to reduce the
demand and consumption of hardware resources. According
to (2), MMGR-WT requires two parameters: r1 is the primary
structural element denoted ,and η is the minimum threshold
error represented .

J =

N∑
n=1

c∑
α=1

SnR
m
αn

∥∥∥∥∥∥
 1

Sn

∑
ρ∈θρ

xρ

− kα
∥∥∥∥∥∥
2

, (2)

where N represents the total number of superpixel regions
generated in the cell image, and the area of the n-th subregion
is θρ. The total number of pixels in this region is Sn, c is the
total number of clusters, kα represents the α-th cluster center,
Rαn represents the α-th cluster, the fuzzy membership of the
n-th superpixel sub-region, and Xρ represents the cell image
in each pixel.

The second step is the improved density peak algorithm
(DP) with decision graph [19] based on the density balance
algorithm to implement fully automatic clustering. The optimal
cluster number is automatically generated by calculating the
maximum interval in the decision graph. As shown in Figure 2,
through calculation, the number of clusters in the sample
image in the selected image is 2.

The third step is to obtain the final number of clusters and
clustering results through the above steps. A prior entropy-
based fuzzy clustering algorithm (PEFC) is used to obtain
accurate cell cluster boundaries.

Algorithm 1 CMF
Input: Original graph and Fluorescent staining image
Output: Segmentation results

1: /*Stage 1: Coarse Segmentation*/
2: Otsu to divide the fluorescence stained image into regions

of interest rd and background md

3: Smooth segmentation results of expansion corrosion op-
eration

4: /*Stage 2: Pixel Mapping */
5: Segmentation by comparing the pixel position of the

original image
6: for each pixel (x, y) in original image do do
7: if fluorescent staining image (x, y) is in Fr then
8: mark the original drawing (x, y) in Fr
9: else

10: mark the original drawing (x, y) in Fm
11: end if
12: end for
13: /*Stage 3: Fine Segmentation */
14: MMGR-WT method to generate superpixel map of the

result image obtained from Stage 2
15: Improved DP of the density balance algorithm to find the

optimal number of clusters
16: PEFC algorithm to generate final segmentation result

J =
N∑
n=1

c∑
α=1

SnRαnΦ

 1

Sn

∑
ρ∈θn

xρ|kα,Σα


+

N∑
n=1

c∑
α=1

SnRαn log

(
Rαn
Tα

)
,

(3)

where
∑
α represents the covariance matrix, and Tα is the

prior probability that the superpixel region 1
Sn

∑
ρ∈θn xρ|kα

belongs to kα, which satisfies 0≤ Tα ≤1 and
∑c
α=1 Tα = 1.

4) CMF: The pseudo-code of the fused three stage seg-
mentation algorithm for pleural effusion tumor cell clusters
proposed in this paper is shown in Algorithm 1.

III. EXPERIMENTAL RESULTS

The proposed CMF algorithm is completely self-adaptive,
after all the parameters are set in advance, there will be no
manual intervention needed during the experiments.According
to our experiments, there are five parameters should be set



in advance. The recommended parameter combinations are as
follows: the primary structural element denoted by r1 is set
to be 2, and the minimum threshold error represented by η is
10−5, the weight index is set to 4, the minimum error threshold
is set to 10−5, and the maximum number of iterations is set
to 100. This experiment runs on a computer with a 2.9 GHz,
dual-core Intel Core i5 processor, 8 GB 1867 MHz DDR3
memory and MAC OS environment.

The proposed CMF algorithm for pleural effusion tumor
cell cluster is implemented on the pleural effusion tumor cell
dataset. In order to verify the effectiveness of the proposed
algorithm, AFCF algorithm, adaptive morphological recon-
struction segmentation algorithm (AMR) [20], Felzenszwalb
and Hutten-locher’s algorithm (EGB) [21] are compared qual-
itatively and quantitatively on three groups of cell images.
The algorithm is evaluated with F1 score, Dice coefficient,
and Jaccard coefficient.

A. Qualitative Analysis

Some examples of segmentation results with CMF for three
groups of cell cluster images are shown in Figure 3. The
three groups of results are clinical group, simulation group,
and cancer cell group, respectively. For each cell image sub-
picture, the first row is the original cell picture, the second
row is the ground truth labeled by the pathologist, the third
row is the experimental result in this paper and the fourth
row is the segmented cell area corresponding to the original
image, which can not only locate the tumor cell area, but also
carry multi-dimensional information such as color, texture, and
morphology. For easy differentiation, in the ground truth row,
the background is covered in black and the cell area is filled in
red. In segmentation results, background is covered with black
and the cell area generated by the segmentation algorithm is
filled in white.The fifth row is another display of segmentation
results. The red line is ground truth, and the blue line is the
segmentation result of CMF algorithm.

In order to ensure the fairness of the comparison, we
compare our CMF with the three aforementioned algorithms:
AFCF, AMR, EGB (as shown in Figure 4).When there are
many impurities around the cluster in the image, AFCF and
EGB can not eliminate impurities’ interference and can not
define the outline of the cell cluster well. AMR’s overall
result is that it will over segment the cluster and lose much
information. Besides, Figure 5 shows the segmentation re-
sults after adding coarse segmentation to various comparison
algorithms, named AMR with coat segmentation (AMRCS)
and EGB with coat segmentation (EGBCS). According to
the segmentation results, We have found that the proposed
CMF algorithm effectively excludes the effects of surrounding
non-cell impurities in the segmentation of the three groups
of cell images. It accurately distinguishes and locates tumor
cell clusters’ position and shows excellent performance in
obtaining precise cell boundaries. Also, it proves the critical
role of rough segmentation in the entire CMF algorithm.

To demonstrate the effectiveness of our proposed method,
we validate CMF on a publicly available dataset BBBC020

[22] which consists of 20 fluorescence stained images. The
segmentation results are shown in Figure 6. When the cell
adhesion is severe, the CMF algorithm can segment the
whole cell block area; when the cells are separated, the CMF
algorithm can complete the segmentation of individual cells.

B. Evaluating Indicator

From the segmentation results, we can see that the AFCF
algorithm and the EGB algorithm cannot be perform very
well in the ”clinical group” and ”simulation group” on some
complex and noisy cell images. AMRCS achieves too small
segmentation areas, while segmentation areas of EGBCS are
relatively too large. In comparison, the proposed CMF algo-
rithm and the AMR algorithm can effectively obtain more
accurate cell regions. However, for more precise boundaries
of tumor cell clusters, the CMF algorithm outperforms all the
other methods, which achieves accurate segmentation results
in complex images.

To further demonstrate that the proposed CMF algorithm
is suitable for tumor cell cluster segmentation, we evaluate
the segmentation results on our 107 sets of images with a
quantitative analysis, in which the F1 score, Dice coefficient,
and Jaccard coefficient are used as the indicators.

In order to accurately define each evaluation index, in this
paper, G is used to represent the actual value marked by the
doctor, and R is the segmentation result. TP (True Positive)
indicates the number of pixels in the cell area that is detected
correctly, and FP (False Positive) indicates the number of
pixels in the segmented cell area, which are the pixels in the
cell area in Ground-Truth. FN (False Negative) indicates the
number of pixels that are labeled as a cell region but are not
detected in the segmentation in Ground-Truth, and TN (True
Negative) indicates that it is not labeled as a cell region in
the Ground-Truth and is also not detected in the segmentation
result.

Then Precision and Recall are defined as follows, respec-
tively:

Precision =
TP

TP + FP
, (4)

Recall =
TP

TP + FN
. (5)

Low Precision indicates that there are more false detection
pixels, and Low Recall indicates that there are more missed
pixels.

F1 score, also known as balanced f score, takes into account
both accuracy and recall. It is defined as the harmonic average
of the accuracy rate and recall rate. F1 score can be regarded
as a weighted average of model accuracy and recall rate. Its
maximum value is 1, and its minimum value is 0. The higher
F1 score indicates the better performance of the algorithm. F1
score is defined as follows.

F1 =
2× Precision× Recall

Precision + Recall
. (6)

The Dice coefficient is a measure of the overlap between the
segmentation result and the ground truth. The range is [0, 1],



Fig. 3: Results of CMF algorithm on images in three groups. From top to bottom, (a) is the clinical group, (b) is the cancer cell group, and
(c) is the simulation group. For each group, the first row: unstained images; the second row: ground-truth images; the third row: experimental
results; the fourth row: segmentation results on unstained images;the fifth row: segmentation results.The red line is ground truth, and the
blue line is the result of CMF segmentation.



Fig. 4: Sample results obtained by applying AMR, EGB, AFCF and CMF algorithm to an image from the dataset

Fig. 5: Sample results obtained by applying AMRCS, EGBCS and CMF algorithm to an image from the dataset

which means from completely non-coincidence to completely
coincidence. The calculation formula for the Dice coefficient
is as follows:

Dice
(
G,R

)
= 2× G∩R

G+R = 2× TP
TP+FP+TP+FN . (7)

The Jaccard coefficient is defined as the ratio of the inter-
section and union of the segmentation result and the ground
truth. The range is [0, 1]. The larger the value of the Jaccard
coefficient means the closer the model segmentation result to

the standard segmentation result. The formula is as follows.

Jaccard =
G ∩R
G ∪R

=
TP

TP + FP + FN
. (8)

C. Quantitative analysis

Table I shows the segmentation performance of all seg-
mentation algorithms. Each of the three comparison algo-
rithms (AFCF, AMR, EGB) has significantly improved the
performance after adding the coarse segmentation steps. The
algorithm without the coarse segmentation steps cannot locate
the cells well, consequently failing to obtain the accurate



Fig. 6: Sample results obtained by applying AMRCS, EGBCS and CMF algorithm to an image from BBBC020.The Dice coefficient is
shown in brackets

TABLE I: Comparison of all algorithms in the segmentation performance on cell cluster dataset

Group Method Dice Jaccard F1-score

The Simulation Group (50 sets)

AMR 0.4613 0.3057 0.4691
EGB 0.5352 0.4028 0.6271

AFCF 0.4478 0.3308 0.4642
AMRCS 0.6388 0.4845 0.6693
EGBCS 0.8175 0.7082 0.8385
CMF 0.8845 0.7957 0.8886

The Cancer Cell Group (35 sets)

AMR 0.5015 0.3480 0.5081
EGB 0.6140 0.4871 0.6958

AFCF 0.5163 0.3688 0.5558
AMRCS 0.6079 0.4568 0.6281
EGBCS 0.8169 0.6918 0.8179
CMF 0.9250 0.8611 0.9263

The Clinical Group (22 sets)

AMR 0.5394 0.3918 0.5503
EGB 0.5494 0.4155 0.6338

AFCF 0.6383 0.5154 0.6458
AMRCS 0.7227 0.5952 0.7296
EGBCS 0.7848 0.6689 0.8020
CMF 0.8961 0.8148 0.8972

segmentation results. In the simulation group and the clinical
group, there are many impurity cells in the image. After adding
the coarse segmentation step, the segmentation effect will be
increased by about 20%, and in the cancer cell group, the
segmentation effect will be improved by more than 10%. As
shown in Table I, we can find that the proposed CMF algorithm
has achieved superior segmentation performance than other
algorithms among all the groups in terms of accuracy and
robustness.

IV. CONCLUSION

In this paper, we propose a new CMF algorithm for pleural
effusion tumor cell cluster. With the help of fluorescence

images, this method first obtains the ROI of the suspicious
cell area, then mapping the ROI to the original image to
get the UI-ROI, then, based on superpixel algorithm, the
improved fuzzy clustering segmentation is combined with
the density balance algorithm together wtih improved DP to
obtain accurate cell cluster boundaries. Experimental results
indicate that compared with the other segmentation methods,
our method performs better on the three groups of images
which consists of 107 sets of images, with an average F1
score of 90.40%, an average Dice of 90.18% and an average
Jaccard of 82.38%.

Segmentation of pleural effusion tumor cell clusters is one
of the critical pre-processing steps for diagnosis of lung ade-



nocarcinoma. However, single cell segmentation from clusters
is still a tough problem. U-net [23], [24] is reported to be
the most effective method for medical image segmentation,
especially cell segmentation. Therefore, in the future, we
are trying to combine deep learning methods such as U-net
to separate the overlapping cells from the unstained pleural
effusion cell clusters, and identify the normal cells and tumour
cells, so as to determine the cancer severity of the patient.
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