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Abstract

An iterative Bayesian optimization technique is pre-
sented to find spatial designs of data that carry much
information. We use the decision theoretic notion of
value of information as the design criterion. Gaussian
process surrogate models enable fast calculations of
expected improvement for a large number of designs,
while the full-scale value of information evaluations are
only done for the most promising designs. The Haus-
dorff distance is used to model the similarity between
designs in the surrogate Gaussian process covariance
representation, and this allows the suggested algorithm
to learn across different designs. We study properties of
the Bayesian optimization design algorithm in a syn-
thetic example and real-world examples from forest con-
servation and petroleum drilling operations. In the syn-
thetic example we consider a model where the exact
solution is available and we run the algorithm under
different versions of this example and compare it with
existing approaches such as sequential selection and an
exchange algorithm.
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1 | INTRODUCTION

This paper is inspired by challenging decision situations in the earth and environmental sci-
ences. In these situations, data are gathered to support decisions about resource management.
Data acquisition and processing is often costly, and it is then important to choose the sampling
design wisely. There exist several common design or information criteria, see for example, Ryan
et al. (2016) for a recent review. For decision-makers, value of information (VOI) analysis is useful
in this context (Abbas & Howard, 2015; Eidsvik et al., 2015), as it is directly connected with the
information gain associated with the decision situation and it provides a bound on the expected
monetary amount one should be willing to pay for data to aid in resolving this decision situation.

We focus on designing experiments in spatial domains. Here, Kriging interpolation
(Stein, 2012) is often used to propagate the effects of observations based on spatial correlations.
When choosing the criterion for the selection of the sampling design it is important to keep in
mind the scope of the experiment. One could, for example, be interested in choosing a design
that spread well across the domain, also called spatially balanced designs (Grafstrom et al., 2012;
Stevens Jr & Olsen, 2004). In the study presented here, however, the focus is on finding a design
that maximizes the VOI, and where the spatial balance may arise as a consequence of the spatial
modelling of the variables of interest. Using VOI analysis, we aim to provide the decision-maker
with efficient survey designs including the optimal number of measurement locations and their
spatial configuration. We assume that the spatial domain is discretized to a grid so that there is
a finite set of possible observation locations. Moreover, we limit scope to static designs (Diggle &
Lophaven, 2006; Dobbie et al., 2008; Huan & Marzouk, 2013), where the experimental configura-
tion is selected once, at the onset of data gathering. The alternative is sequential data gathering,
where the design can be adapted based on the observations made in the first (batches of) mea-
surements (Binois et al., 2019; Drovandi et al., 2013; Eidsvik et al., 2018), but this is not always
possible in practical experimental planning, which must comply with project management and
budgetary limitations.

As pointed out by several others, this design problem is not trivial as the number of possi-
ble designs grows combinatorially fast. Royle (2002) proposed a random exchange algorithm to
search for the optimal design. Garcia-Rddenas et al. (2020) presented an interesting overview
of some of the main algorithms for finding efficient designs. Weaver et al. (2016) and Overstall
and Woods (2017) applied Bayesian optimization to focus the search for good designs. We use
a Gaussian process (GP) surrogate model enabling fast computation of the expected improve-
ment (EI) in Bayesian optimization. This is combined with techniques from search algorithms,
to find efficient spatial designs. As was also regarded as a possibility in Ginsbourger et al. (2016)
in the context of computer experiments, the current paper presents an approach for using the
Hausdorff distance between various designs. The contribution of our work is using this to corre-
late outcomes of similar site configurations, within a realistic statistical model, and combining
this in an algorithm for quickly locating valuable sampling designs. Even though our focus is on
spatial decision situations and design, we believe that this approach can also be applicable to other
big-data challenges (Drovandi et al., 2017) and active learning approaches (Bouneffouf, 2016;
Settles, 2012), where the challenge is more related to which data to process for learning and
improved classifications.

In Section 2 we describe the spatial design problem in mathematical detail and define the
VOI criterion which we use as a practically relevant information measure. In Section 3 we out-
line the Bayesian optimization approach using Hausdorff distances to borrow information among
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FIGURE 1 Illustration of a spatial domain split in 40 regional units of varying size. Three different designs
are indicated (Design I, II, and III) of different cardinality and spatial allocation [Colour figure can be viewed at
wileyonlinelibrary.com|

similar designs. In Section 4 we study the properties of the methodology via simulations. In
Section 5 we show results on forestry and petroleum examples to demonstrate possible appli-
cations of the methods. Section 6 has closing remarks on the methodological contributions
presented here, including viable opportunities future work.

2 | SPATIAL DESIGN OF EXPERIMENTS
2.1 | Spatial survey designs

We consider a situation as illustrated in Figure 1, with a spatial phenomenon allocated to a
two-dimensional domain divided in grid cells or sites. The distances between the sites are defined
as the Euclidean distances between the centers of the cells. The approach presented in the paper
can be extended to higher dimensions with minor changes.

The spatial variables of interest are represented at n sites, denoted s;, ... ,s, with §; =
(north;, east;), i =1, ... ,n. In our applications, these sites have a particular interest to the
decision-maker. For instance, in the forestry example, the governmental institute must choose at
each of the n sites whether this forest unit should be harvested or left for conservation. Because
there is much at stake and uncertain outcomes, the decision-maker is likely to benefit from doing
surveys at (a subset of) the sites.

Data can be gathered at any of the n sites in our description, and a design defines a sub-
set of these n sites where the data collection will be conducted (other cases can be constructed
similarly, see e.g. Section 5.2). The possible spatial designs then include no sites, single sites,
couples, triplets, and so on, up to all n sites in the design. We denote these by 2 = |J,2;,
defined by;

Do =0, no sites in design,

D1 ={(51),(82), ... ,(5n)}, one site in design,
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Dy = {(51,82),(81,83), -, (Sn-1,80)} two sites in design,

Dn={(s1, ... ,80)}, all sites in design.

There are n possible designs of cardinality one, (;‘) possible designs of cardinality two, etc.

This means that there are 2" possible designs in 2. We will further denote a general design by
D € 9 and its cardinality by |D|. The sites in this design are then sp, ... , Sp,p|. The number of
sites shared by designs C and D is |C n D|, while the number of sites in at least one of the designs
is|CuD|.

In our setting we compare the information gain obtained by different designs, and it makes
sense that similar spatial designs contain almost the same information. In Figure 1 three different
designs are indicated (I, II, and III). Designs I and II appear very similar in the spatial allocation
of survey sites even though they have different cardinalities (three and four). Most likely, Design
I will not have much to offer over Design II, unless there is much noise in the data or large gain
in capturing additional covariate information which could be important for predictive purposes.
Say, in the forestry example, a biologist would spend time doing one more experiments in Design
I, at an extra cost. But unless she learns substantially more about the model, there is not much
additional spatial information in Design I compared with doing just the three measurements in
Design II. The last survey plan, Design III, is spatially very different from the others because it
allocates the measurements in the central parts of the domain. The value of this design could be
very different from that of Design I and II.

To find the optimal design one must evaluate the information gain and cost for all possible
design sets, but in practice one can only evaluate it for a fraction of all possible designs. We suggest
a statistical approach for this optimization problem, where we utilize the similarity of spatial
designs to estimate the information gain.

2.2 | Value of information

The goal of spatial design of experiments is to choose a valuable survey plan for information
gathering. This choice must balance expected information gain with the cost of data acquisi-
tion and processing. To evaluate the expected information gain associated with designs, one
must formulate a value or utility function. In the applications that we consider here, it is rel-
atively straightforward to relate the question about information gain to an underlying decision
situation, meaning that data are only valuable when their outcome can materialize in different
decisions. For instance, in the forestry example the underlying decision is to conserve for-
est units or not, and data can help the decision-maker to decide one or the other, depending
on what the information reveals. Managers are further often willing to phrase these decision
situation in terms of monetary units, and then the VOI which gives the expected gain in infor-
mation is directly comparable to the cost of data gathering. If the VOI exceeds this cost, the
experiment is worthwhile and the decision-maker should commit to gather the information,
if the budget permits the cost. We next define the VOI formally through a model for the ran-
dom variables of interest, the decision alternatives and the information gathered by a chosen
design.

The variables of interest are denoted by x = (x1, ... ,X,), where x; = x(s;), i =1, ... ,n. In our
context these are directly tied to a decision situation and connected to economic values. For
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instance, they can be random profits allocated to forest units or loss associated with a drilling
operation. Note that other parameters will be important in the statistical modeling of the phe-
nomenon of interest, such as regression parameters and covariance function parameters, but in
our setting they are only used in the construction of a realistic statistical model for the phe-
nomenon that is studied, and in particular for the variables of interest x. Assuming a continuous
sample space for the variables of interest, we denote its probability density function by p(x), with
marginal density p(x;) for each sites s;.

The decision alternatives are generally denoted by a € A, where A is the set of all possi-
ble alternatives. In some situations, the alternatives decouple (Eidsvik et al., 2015), involving for
instance local decisions about harvesting units in our forest conservation example. In general,
the prior value (PV), without any additional information, is defined as the value from doing the
optimal decisions. Assuming a risk-neutral decision maker (Abbas & Howard, 2015), the PV is
calculated from expected values as follows;

PV=nleg{<{E(v(x,a))}, E(v(x,a)) = / v(X, a)p(x)dx. ®

Here, v(x, a) represents the value function, which could be quite general, but in our applica-
tion it is the monetary profits associated with choice a € A when the variable outcome is x. In the
forestry example, the decision-maker will choose to conserve the sites that have high preservation
value, while the others are harvested.

It is difficult to make decisions under uncertainty, and one can choose to purchase informa-
tion that facilitate decision-making. We here let y;, denote the data gathered by design D € 9.
This data is relevant to the decision situation in the sense that it will provide information about
the variable of interest x. In the applications below, the model for data is given as a condi-
tional probability density or mass function p(yp|x), and the marginal model for data is then

pp) = [ p@plX)px)dx.
When the data are available, the conditional value (CV) is

CV(yp) = max {E(vix, a)lyp)}, (2

and the expected posterior value (PoV) before the data gathering is obtained by taking the
expectation of expression (2) over the possible data outcomes:

POV(D) = By, [CVp)] = By, |max (Ev(x. a)lyp))] . 3
The VOI is defined as the difference between the expected PoV in (3) and the PV in (1):
VOI(D) = PoV(D) — PV. (4)

The goal is to choose a valuable design D. Keeping in mind that data comes with a cost,
we should compare the VOI with the cost C(D) of design D. This means that the objective is to
optimize

D* = argmax,,_, I(D), I(D) = VOI(D) — C(D). (5)
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Other objectives are of course possible. For instance, a decision-maker might have a fixed
budget for the design, and the goal would then be to maximize the VOI among all designs that
have a cost less than the budget.

With large opportunities for data gathering, it is extremely difficult to find the optimal
design. First, the complexity grows extremely fast with the number of sites. Second, in common
settings, the calculation of the information design criterion in (5) for a fixed design typically
requires quite a bit of computational effort as is emphasized by the complexity of the integral
maximum expectation expressions required in (3). In practice one must often turn to heuris-
tic approaches to such design problems (Garcia-Rédenas et al., 2020. We suggest to use a
statistical approximation strategy that evaluates I(D) in (5) only for a few promising designs
which are extracted by a fast Bayesian optimization approach building on GP surrogate models
and EL

3 | BAYESIAN OPTIMIZATION FOR DESIGNS

We develop a Bayesian optimization approach to guide the search for the maximum of I(D)
in (5). We combine computational search algorithms with the EI acquisition criterion to select
which designs to evaluate in an iterative optimization workflow. In doing so, we suggest to model
the information measure I(D) using a GP surrogate model. This is in line with the common
approaches for Bayesian optimization (Brochu et al., 2010; Frazier, 2018). The benefits of using a
GP surrogate for the information measure is that it enables:

« efficient model updating based on evaluations (Section 3.1),
« learning across different but similar designs (Section 3.2),
« computing EI in closed form, to focus on evaluating promising designs (Section 3.3),

+ framing a useful algorithmic description of the overall procedure (Section 3.4).

31 | GP surrogate

The information gain I(D) is represented by a GP surrogate model. This relies on mean and
variance—covariance specifications of the information gain for input designs. In the current set-
ting with Bayesian optimization, the GP surrogate model is updated sequentially when more
evaluations become available.

When m designs Dy, ... ,Din have been evaluated, the knowledge is denoted F =
{(I(;), Dy)j=1, ... ,m}. By standard multivariate Gaussian theory, the conditional distribution
for the information measure at design D is then Gaussian with mean and variance

u(D; F) = p + ky, p K (I(F) — p),
o*(D;F)=c” (1 -k K;'kpr) . (6)

Here, I(F) = (Ia), ... »Igm)" is the length m vector of information gain evaluations, Kz the
m X m correlation matrix between evaluations of designs, kp » the length m vector of correlations
between the evaluations and the information gain for design D, and 1 is a length m vector of
1 entries. The representation requires specification of the mean u and variance o2, which are
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assumed constant for all designs. It further needs a valid correlation function specification K(C, D)
between two different designs C and D (see Section 3.2).

3.2 | Distance between designs

The correlation function gauges the similarity between designs, as defined via kp » and K7 in (6).
This specification of a correlation function is a common task in spatial statistics and Bayesian
optimization over a regular input space. In our setting with spatial designs, it is not obvious how
to assign this correlation function, and a main contribution of this paper is to formulate a distance
measure between designs which is useful in the context of Bayesian optimization. Our proposed
distance measure for this task is the Hausdorff distance which is presented next, but we also
outline other distance measures below to discuss this topic in a more general context. Throughout
this description, we consider two general designs D = (sp1, ... ,Sp,p;) and C = (sc1, ... ,Sc,c|)-
For two sites s; and s;, we let ||s; — s;|| be the Euclidean distance between the two sites.

The Hausdorff distance is commonly used to measure the distance between curves, images,
or point sets (Huttenlocher et al., 1992). In our context it represents the maximum of the minimal
distances from sites in one set to sites in the other set, and it hence measures similarity of designs:

h = disty(D, C) = max {hy(D, C), hu(C, D)}, (7)
hu(D,C) = max {jgl}lrgl [Isp. = sc| } : ®)
Figure 2 illustrates several designs of size 1, ... 4. For each subplot the maximum distances

from sites in one set to the other is calculated and shown. One design D is marked as circle, the
other design C is marked as cross. The Hausdorff distance in (7) is printed in the displays, and
hy(D, C) and hy(C, D) are indicated.

We note that in some cases the maximum distances from one set to the other are identical
(upper right display and bottom middle display), but for most of these site configurations this
symmetry is not present. For instance, in the upper left display, the circle is relatively close to the
southernmost site in the cross set, but the northernmost site in the cross set is quite far from the
circle. Similarly, in the centre display, both sites in the circles set are close to a site in the cross set,
but one site in the cross set is far from the closest site in the circle set. In the bottom-middle display
the designs are rather similar, and the distance is small (h = 0.113). In all the right displays, the
designs are very different, and the distances are large. Based on Hausdorff distances for sets like
that displayed in Figure 2, it seems to be a useful way to measure the difference between designs.

We next present some alternative distances (Fujita, 2013; Min et al., 2007) that could be useful
for our purpose, and discuss their pros and cons. One alternative distance is defined by the mini-
mum of the distances between design sites of the two sets. The main problem with this distance
is that designs with sites in common are not separated because the distance in this case will be
zero. In addition, this distance is not a proper metric because the triangular inequality does not
hold. We will hence discard this distance—it is not suitable for our purpose. Similarly it is possi-
ble to define another distance considering the maximum of the distances between designs sites
instead. Again, this is not a proper distance metric, and it is not convenient for our measure of
similarity because the distance between two equal sets is greater than 0. Yet another candidate
is the Jaccard distance (Levandowsky & Winter, 1971) which is defined via the relative counts of
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FIGURE 2 Hausdorff distance between various designs, h is the Hausdorff distance between the two sets,
marked as circle for D and cross for C. The solid lines represent the maximum of the minimal distances between
C and D, while the dashed line represents the maximum of the minimal distances between D and C [Colour
figure can be viewed at wileyonlinelibrary.com]

sites that are not shared in the designs. We believe this could be a very sensible way to consider
dissimilarity between designs for features or class covariates, but not for our type of applications
because it does not account for the spatial distance between sites in the sets.

Fujita (2013) describes another metric based on the average distances between the two
designs:

. 1 1
distg(D, C) = m Z Z ||SD,i - SCJ“ + m Z 2 ”SD,i - SCJH . (9)

5p;EDsC;EC\D sp,€D\Csc,;eC

This metric seems to work sensibly for our purpose, and we study the possibility of using
distr in Section 4. Yet another possibility is the modified Hausdorff distances. A variant is defined
as the average of minimum (or alternatively the minimum squares) distances. Dubuisson and
Jain (1994) show that the modified Hausdorff distance is a valid tool for object matching. The
problem with this measure in our application is that it smooths the effect of outlier sites, whereas
we believe that even a single outlier site could add valuable information to the design, giving
knowledge of a larger area, and that should then have an important impact on the distance.

In summary, we use the regular Hausdorff distance h in (7) to model design dissimilari-
ties. When building the covariance matrix in the GP surrogate formulation (6) it is important to
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guarantee that the matrix is positive definite. This is more complex to prove when dealing with
non-Euclidean distances (Bachoc et al., 2020), such as the Hausdorff distance. Schabenberger
and Gotway (2017), chapter 4.8, suggest to first use multidimensional scaling (Borg et al., 2018)
for projecting the Hausdorff distances in Euclidean space, and then build the covariance matrix.
We follow the same approach for h(D, C). We tested various parametric correlation functions and
ended up with an exponential type K(D, C) = exp (—h(D, C)/6y), which seems to give the best fit
to our cases. In a situation with spatial covariates z(s;) = z;, i = 1, ... , n, the expression can be
modified to include the distance between covariates as well. The mean and variance-covariance
model parameters are specified by empirical mean and a robust weighted least squares matching
implementation to the empirical variogram, see e.g. chapter 2.6.2 in Chiles and Delfiner (2012).
This approach is faster and seems more computationally reliable than maximum likelihood esti-
mation of 0y in our setting. In the optimization it is more robust to avoid the far distances, prone
to hold elements not captured by the GP surrogate. Based on our experiments, outliers in the eval-
uation I(D) give a difficult likelihood surface for the correlation parameters. This tends to be more
of a problem for the suggested design distances than for ordinary spatial statistics applications
with distances between spatial sites alone.

3.3 | Expected improvement

The number of possible designs is huge, and in most situations the evaluation of I(D) requires
substantial computational resources. Only in special cases, such as two-action decision situa-
tions and Gaussian distributions (Section 4), can one write down closed form solutions for the
VOI expression (Equation (4)). In most real-world situations, the required integrals are solved by
sophisticated analytical or numerical approximation methods or Monte Carlo sampling. Hence, it
isnot feasible to evaluate I(D) for all designs D. The goal is then to find the optimal design in as few
evaluation of I(D) as possible. We use EI as an acquisition function (Frazier, 2018; Gramacy, 2020)
to guide the evaluation of designs. The role of the acquisition function is then to find promis-
ing designs D for evaluating I(D). The chosen designs are the ones that maximize the acquisition
function. This procedure is run iteratively, relying on the updated distribution for I(D), given F.
Assuming my initial evaluations, after ¢ iterations with m evaluations of I(D) each time, the EI is
defined by

EI(D; F) = E (I(D) - I*|F), I* =max {IDm, oy } . (10)

In the case of a GP surrogate model for I(D), there is a closed form solution for EI, see for
example, Brochu et al. (2010). We have

o e+ . _HD;F) -1
EI(D;F) = (u(D; F) = I') @) + o(D; F)p(2), == o

1n
where @ and ¢ are, respectively, the cdf and pdf of a standard Gaussian distribution; u(D; F) and
o%(D; F) are the conditional mean and variance defined in (6).

By having the GP surrogate model, and accepting that EI is a useful acquisition function,
the problem of maximizing I(D) is now transformed to the problem of maximizing EI. This is
relatively fast to compute for several designs, and the ones with large EI are selected for further
evaluation.
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34 | Algorithm

The iterative algorithm is summarized in Algorithm 1 where we describe the methodology in
pseudocode. We let 7, denote all design evaluations done up to and including iteration ¢, while
Dty ... s Digmyand Iy, ... , It g denote the design and information gain evaluations at iteration
t. For the size my initial batch, the designs are randomly selected from all possible designs. At
each iteration ¢, we augment the F; set with m new evaluations. We keep track of the current
best design D* and the associated information gain I*. Via the iterative procedure, the current
maximum in information gain will not decrease and eventually reach the global maximum and
return the optimal design. In practice, the algorithm terminates when the maximum value for
information gain has not increased over a trailing buffer of iterations (AI* ) or if a maximum
number of iterations (T.y) is reached.

Algorithm 1. Search for designs by Bayesian optimization

Result: Design Dt with the largest information gain I*.
Iteration t = 0;
AT =1;
Evaluate I(D) for my randomly selected designs Dy, ... , Dy m,) to get Iy, ..., Iy m,);
It = max {It,(l)’ ,It,(mo)};
Fi={UujDg)ij=1,....mo};
while ¢t < T or AIT =0do
t=t+1;
Mix existing design sites and random sites to suggest M designs;
Compute the Hausdorff distances for the suggested and available

designs ; > expression (7)
Estimate parameters and fit a GP surrogate model for

I(D) given all evaluations ; > expression (6)
Compute EI over I for each of the M design ; > expression (11)
Find the m designs with largest EI to obtain D; 1, ... , D m);

Evaluate I(D; 1)), ..., I(Dim)) > expression (5)

It =max {I*, I, ... I,gm |, D* = {D;I(D) = T*};

Fr =Fia U {Ura), Drap} U ... U {Ummy> Deomy) b

Compute an average increase over the last buffer of iterations AI*;
end

After each batch iteration, the Hausdorff distances and the GP surrogate model are updated.
The GP surrogate model mean and covariance parameters are also re-estimated after every batch.
This is as recommended by Gramacy (2020), even though the computational costs of parameter
specification grow over batch iterations. When we use moment matching to the empirical vari-
ogram, the computational costs increase more slowly than with maximum likelihood estimation.
At each iteration, the EI is computed for M designs while only the m (m << M) designs with
largest EI, given the current evaluations, are selected for the batch I(D) evaluation. The M pro-
posed new designs are obtained using a technique not dissimilar from a classical genetic algorithm
(Goldberg, 1989), where the proposal set are mixed to create new designs, while allowing new
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sited to enter a design randomly. In this step a large part of the proposed designs come from the
set of all possible designs, while the remaining parts comes from a set obtained by mixing the
best sites of previous steps. When we process a new design we check if the information gain has
already been evaluated for that design, and if so we replace that design with a new one. In this
way we do not recompute designs that have already been evaluated. In selecting new designs we
adopt a weighted random selection of the design size to cover all cardinalities.

We next demonstrate the performance of the algorithm via simulation studies and real-world
examples. Simulation examples allow users to gain insight in the statistical properties of the
methods, which are often difficult to attain via theoretical calculations. There have been limited
theoretical studies of the heuristic search algorithms for design problems. It is difficult to provide
generally applicable convergence derivations and asymptotic results. There are a few theoretical
design results for greedy algorithms in the setting with submodular functions in the design crite-
ria (Krause & Golovin, 2014). For the determinant design criteria (D-design), Madan et al. (2019)
present worst-case bounds for the local search exchange algorithm and the greedy algorithm.
In that paper, they further show that similar tight asymptotic guarantees cannot be proven for
the sum of variance criteria (A-design). This means that a locally optimal design solution can
be arbitrarily poor compared with the global optimum. Harman et al. (2020) show that a batch
randomized exchange version of the vertex exchange method converges for the D-design crite-
ria and under special modeling assumptions such as independent measurement errors. Their
numerical experiments indicate that elements of randomness help convergence. In our setting,
we also use a mix of promising directions from previous evaluations as well as random designs
to find sets that are computed in the GP step. As seen in the other papers, the goal of this
heuristic approach is that this will balance the exploitation and exploration of high-value design
points.

4 | SIMULATION STUDY

We study the properties of the design algorithm in a situation with n = 30 spatial sites of interest
(Figure 1). The case is largely inspired by the forestry application (Section 5.1). The profits x; =
x(s;), x; € R,i=1, ... ,n, of the spatial sites are the quantity of interest. The decision-maker can
choose, at each site, not to take any action or to exploit that site. We are hence in a situation where
there is high decision flexibility and decoupled value, meaning that the decision-maker is free
to choose the best alternative in a given site without accounting for the other parts. The set of
alternatives is thus defined by A = {a;;i =1, ... ,n}, where q; = {not exploit, exploit} = {0,1}.
At each site, the two-action value function is then

v(xi, ;) = {0 =0 (12)

X a; =1,

and the PV in (1) involves a separate maximization for each site, that is, PV= Zle max {0, E(x;)}.

The profits x = (x3, ... ,X,) are represented by a hierarchical Gaussian model with mean
E@g|p) = ﬂ0+ﬂ1zi+ﬂ2zi2, where explanatory variable gz; = z(s;) classify the site to one of
four (age) categories, and the regression coefficients have a trivariate Gaussian distribution
B ~ N(uy.Zp). Defining length n vectors z = (21, ... ,z,)" and 2* = (2}, ... ,z;)", the profits x

are multivariate Gaussian with mean and covariance u, = ug, + pp z + g z*, and covariance
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matrix 2y =X+ [1 z 22| Z4[1 z zz]t. The matrix X holds the structural spatial variabil-
ity with entries defined by a stationary variance term and a Matern correlation function: Z;; =
o2 (1+n||si — sj||) exp (—n ||s: — 5||), where 7 is the spatial correlation decay parameter. The
regression uncertainty is set to realistic inputs based on forestry data similar to that presented in
Section 5.1.

Datayy, can be gathered at any subset of |D| < n sites. These data will carry profit information
at the design sites, and at other sites through the spatial dependence in the profits x and via learn-
ing the regression effect. We assume that gathered data will be directly indicative of the profits,
but measured with Gaussian additive noise. The conditional model for the data, given the profits,
is then defined by

Yp=Gpx+e, €~N(@O,Tp), (13)

where the size |D| X n matrix Gp picks the design sites by having one 1 entry in each row at the
index of the sampled site and otherwise 0 entries. Moreover, N(0, Tp) denotes a random Gaussian
vector with zero-mean and covariance matrix Tp = 751|p|.

The optimal design size and configuration are chosen by the decision-maker to maximize the
VOI compared with the costs of data gathering. When the value function is in the form of (12)
and the profits are Gaussian and measured with Gaussian additive noise, it is possible to compute
the VOI in a closed form for each design (Bhattacharjya et al., 2013). The closed form calculation
builds on the distribution of the conditional mean p,), with respect to the random data y,, which
is Gaussian with E(u,,, ) = p, and Var(pu,, ) = ZXGE)(GDEXGE + Tp)"'GpEy; = R. The PoVin (3)
is then

PoV(D) = )'E,, [max{0, E(v(x;, a)lyp)}] = Y </4xi<1> <”7) +rig (%)) . (14

i=1 i=1

where py, is element i in the mean vector for x, and r; = \/R_” is available from the ith diagonal
entry of R.

In this simulation study the costs C(D) increase with the size of the design. We write C(D)
as a weighted sum (C(D) = Zl!D |a)l-C(sD,l-)) of the costs of acquiring data in each site (sp;) of the
design. The cost C(sp;) depends on the covariates. The weights w; are greater than 1, and they
increase as the size of the design grows. If we consider for example a design with |D| = 5, and
assign weights w = (1,1.1,1.2,1.3,1.4), the costs rapidly increase with the size of the design. In
this case for designs with |D| > 5, the VOI never exceeds the cost. This means that we can focus
on all sites combinations up to size 5, and there are then about 1.7 - 10° possible designs. It is
feasible to compute the exact VOI for all designs, and compare the optimal designs with the results
obtained by Algorithm 1. The Bayesian optimization approach is run for 15 iterations and for a
number of replicate restarts. Each batch iteration consists of my = m = 50 evaluations.

Via simulation results we first study convergence over the restarts and as the number of itera-
tions increases. After five iterations none of the restarts reached the maximum value, and overall
they are quite far from the optimal value. After 10 iterations we see improvement; although none
reached the maximum, all the iterations end with values rather close to the optimal one. After
15 iterations, one restart has reached the optimal value and the others are relatively high-ranked.
After 30 iterations two restart have reached the optimal value and all restart show very good per-
formance. Here the number of possible sites is large so several iteration would be necessary to
finally see most of the restarts converging. We also run an experiment with a smaller design set,
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FIGURE 3 Variograms estimated from 10 replicate re-starts of Algorithm 1. The left display is after the
initial batch, while the right display is after 15 iterations of batch evaluations [Colour figure can be viewed at
wileyonlinelibrary.com]

having only a subset of 10 among the 30 sites as feasible locations. When it is never profitable
to select more than five sites, there are only 637 possible designs for this situation. The results
show that already after three iterations (200 evaluations) 4 out of 10 restarts reach the optimal
value. After seven iterations (400 evaluations), six restarts have reaching the maximum value, two
restarts get the second largest value, and one third largest value. Overall, our simulations show
that the suggested algorithm tends to converge quickly to very high-ranked designs, but it might
take many iterations to reach the single best one.

We next study the parameter specification in the GP surrogate model. This is done at every
batch iteration and for each of the ten replicate restarts of the algorithm. Figure 3 shows the fitted
variograms after the initial batch (50 evaluations) and after 15 iterations (800 evaluations). Clearly,
the variability in the variograms is reduced with more evaluations, because there is more data to
infer the model parameters. Also, the variance of the GP surrogate model, which is indicated by
the sill of the variogram, appears to be a bit lower after 15 iterations. This likely occurs because
of the preferential evaluations, where the algorithm tries to find the highest values of I(D).

‘We now compare the results obtained by Algorithm 1 with that of other methods: (i) sequential
selection algorithm, (ii) modified exchange algorithm (Mitchell, 1974; Royle, 2002), and (iii) using
distr (expression (9)) instead of the Hausdorff distance.


http://wileyonlinelibrary.com

14 L. L. PAGLIA ET AL.
Scandinavian Journal of Statistics

Method (i) sequentially chooses the best site in a forward selection: it first evaluates
each of the single sites and selects the one that maximizes information gain I(D). Next, it
looks at all the couples that contain the selected site, and finds which of these couples that
has the largest VOI gain. It proceeds in this way until I(D) does no longer increase. The
computational cost of the sequential algorithm is relatively small as the total number of
VOI evaluations is ZE |1+1(|D| +1 —i) = 140. For our reference model, the sequential selec-
tion algorithm ends up with design (1,9, 23). This is quite far from the global maximum and
also significantly below most of the replicate results achieved using the Bayesian optimization
approach.

Method (ii) iteratively exchanges, adds or removes random sites to an existing design. When a
random site is added to the design, we have cardinality |D| — |D| + 1, while the cardinality |D| —
|D| — 1 when a random site is removed from the design. For a random exchange the cardinality
remains the same. For each suggested design the information gain I(D) is evaluated, and one
keeps track of the best design so far. The solution paths of the exchange algorithm will change
every time because of the random selection of moves. The exchange algorithm is often able to find
the best design in less the 10* iterations, and could probably get there faster with some kind of
weighted resampling. Still, it seems to require more evaluations than the Bayesian optimization
approach, and we believe it is difficult to tune this method for larger-size problems where the
number of required evaluations will also increase dramatically.

Method (iii) using distg has performance very similar to that of using the Hausdorff distance,
but does not reach the optimum as often. The computational cost is about the same.

In our context multidimensional scaling helps to visualize the Hausdorff distances between
designs in a two-dimensional space that largely maintains the distances. Figure 4 shows the best
3000 designs (in grey) projected in this two-dimensional space. The pink star represents the best
design while the green diamond is the design obtained with the sequential selection method. In
this display we indicate typical paths that Algorithm 1 (red) and the exchange algorithm (blue)
take to get their final best results. We clearly see the randomness of the path taken by the exchange
algorithm to reach the maximum. We do not show all the sites explored to get to the maximum,
only the ones of local maximum. Algorithm 1 reaches the maximum following a much more
efficient path.

For further comparison with the exchange algorithm, we study the performances over 100
restarts, and observe the maximum score after 250 (Figure 5a), 500 (Figure 5b), and 800 (Figure 5c)
evaluations of I(D). Figure 5 (red, solid) shows results of Algorithm 1, while dashed blue colors
are used to represent the ones from the exchange algorithm. Here, the spikes at the right end
indicate the fraction of restart replicates that has reached the optimum. The runs yet to reach
this optimum are plotted in a kernel density display. We observe that the Bayesian optimization
method gets larger values of I(D) after relatively few iterations because the exchange algorithm
struggles with its random structure.

We perform sensitivity analysis to gain insight in the effect of having different model and
algorithm input parameters. We modify the prior model variance ¢ of the profits to high and
low values. This represent different models, and we check how the prior variability influences the
optimization results. We further study the effect of the algorithm’s iterations and re-estimation
strategy for GP surrogate model parameter specification. We compare algorithm performance
metrics for combinations of these inputs, in completely independent runs. Metrics include the
highest value for I(D) and how many times we get a score among the best 100 I(D) values over 10
replicate restarts.

Table 1 shows the results of this sensitivity analysis.



PAGLIA ET AL. 15
Scandinavian Journal of Statistics—l—
8 T T
% Best design
0 Sequential selection
6L —o— Algorithm 1 |
—>¢— Exchange algorithm
4
4 - i
2L i
>
0+ i
oL i
4+ i
'6 | | | | | | |
-6 -4 -2 0 2 4 6 8 10

FIGURE 4 Representation of the spatial Hausdorff distance for the best 3000 designs (grey) in a
two-dimensional Euclidean space using multidimensional scaling technique. The pink star represents the best
design and the green diamond the best design from the sequential selection. The red dots and lines represents the
path of Algorithm 1 while the blue crosses and lines represents the results from the exchange algorithm [Colour
figure can be viewed at wileyonlinelibrary.com|
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FIGURE 5 Comparison of the performances of Algorithm 1 (red) and exchange algorithm (dashed blue)
over 100 replicate restarts. The Bayesian optimization approach is able to get large values of I(D) after few
iterations. When the number of evaluations grows the exchange algorithm starts to perform well. (a) 250
evaluations of I(D) (in €); (b) 500 evaluations of I(D) (in €); (c) 800 evaluations of I(D) (in €) [Colour figure can be
viewed at wileyonlinelibrary.com]
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TABLE 1 Sensitivity analysis of different inputs on the algorithm performance. The column
“Algorithm 1” represents the highest I(D) among the 10 replicates, with its rank in parenthesis, the column
“% best 100” indicates the fraction of times we get a score among the best 100 information gain values over
the replicates. Note that low and high o, represent different models with varying value of information and
hence also different values of I(D)

o-i Parameter re-estimation Iterations (Tpyax) Algorithm 1 % best 100
Low off 5 €33,011 (3) 100%
High off 5 €85,740 (1) 20%
Low on 5 €33,012 (1) 100%
High on 5 €84,486 (18) 60%
Low off 15 €33,011 (3) 100%
High off 15 €85,365 (3) 100%
Low on 15 €33,012 (1) 100%
High on 15 €85,740 (1) 100%

Overall, higher prior variability appears to be more difficult for the algorithm, especially with
few iterations, where only 20 and 60% of the runs resulted in the top 100 ranking designs. Still,
one lucky restart run without any re-estimation ended up with the highest rank. The performance
clearly increases with iterations since all restarts are in the top 100 ranking after 15 iterations,
no matter prior variance high/low or re-estimation on/off. Re-estimation of parameters gives
improved performance, especially when there is much prior uncertainty in the profits model. The
running time is a bit more than three times larger for 15 iterations compared with 5, because of
the growing matrix expressions in the GP surrogate calculations. Doing parameter re-estimation
after every batch also takes some additional time, but the empirical variogram calculation and
least squares matching is very fast. The basic assumption of our work is that for real-world set-
tings, most of the computer time is spent on evaluating I(D), and the number of such evaluations
is considered to be the main computational restriction.

5 | EXAMPLES
51 | Forestry

This example regards forest management and conservation (Eyvindson et al., 2017; Kangas
et al., 2008). In this application the decision-maker must choose to conserve forest stands or
not. The decision-maker is here a governmental institute that has a budget for conservation. The
forest stands are owned by private owners who may harvest the timber unless the forest is con-
served. In order to conserve a forest stand, the institute must pay a compensation (b;) to the forest
owner. When a forest stand is conserved, the ecological benefit (;) is proportional to a biodiversity
indicator.

The study is inspired by data analyzed by Eyvindson et al. (2019). The data consist
of 70 forest stands (sites) of various size from the Satakunta region in southwest Finland
(Figure 6a). Each stand is classified according to the age class (1: <= 80, 2: 81 — 95, 3: 96 — 110,
4: > 110 years). Figure 6b sketches forest stands, with colors identifying the different age
groups.
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FIGURE 6 Study area for forest conservation. (a) The region of interest is located in the southwest of
Finland. The red identify the geographic location of the Satakunta region (Wikimedia Commons, 2010). (b)
Forest stands of different size and age numbered from 1 to 70. Each color identify a different age group, orange:
<= 80, yellow: 81-95, violet: 96-110, green: >110 years. The hatched regions correspond to the best design
[Colour figure can be viewed at wileyonlinelibrary.com]

The possible alternatives for the decision-maker are A = {a;;i=1, ... ,n}, where a; =
{not conserve, conserve} = {0, 1} at stand i (Eyvindson et al., 2019). We let x; be the log-intensity
of the number of wood inhabiting fungi at stand i = 1, ... , n. This number is a commonly used
biodiversity indicator. The value function is then

Ve, @) = {0 =0 (15)
resi —-bi a; = 1.

The log-intensities are here modeled with a multivariate Gaussian distribution over the stands.
In doing so, the age of the forest stand is treated as a covariate z in the simulation study. The mean
and the covariance matrix of log intensities vector variable x are computed by double mean and
variance over the regression uncertainty (Section 4).

Designs are constructed to gather information that can assist the decision maker. There are
age-dependent inventory costs, so it is important to plan wisely and obtain effective designs at
a low overall cost. The measurements of species richness in fungi are defined with a Poisson
likelihood function

Yilx; ~ Poisson (%), (16)

assuming conditional independence between the stands and constant area for each inventory.
The VOI is here defined by

VOI(D) = YKy, [max{0, E(re — bilyp)}] — )’ max{0, E(re" — by)}, 17)

i=1 i=1
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and the information gain I(D) is obtained as the difference VOI(D) — C(D) where C(D) denotes the
inventory costs, obtained by accumulating costs over all design sites. The inventory cost depends
on the age of the forest (1: €5100; 2: €5800; 3: €6200; 4: €5600). We use the method developed
by Evangelou and Eidsvik (2017) to compute the VOI in (17). This is an approximation where
the evaluation of VOI(D) relies on iterative matrix linearizations and refitting Gaussian approx-
imations going into the Laplace approximation. Even though this evaluation can be done in
reasonable time for a candidate design, it is relatively time-demanding, and as there is a total
of 1.18 - 10*! possible designs, it is not feasible to calculate the VOI for all of them to find the
optimal design. Instead, we use the suggested Bayesian optimization method to find efficient
designs.

We initiate the algorithm by evaluating m, = 50 random designs of various cardinalities.
The GP surrogate model parameters (o, 0y) are specified for each of 10 such re-starts. Based
on this, the approximate 20 percentiles of these parameters are (€76,750, 0.25) and 80 per-
centiles are (€136,140, 5.4). At each batch of size m = 50, new evaluations are selected using the
EI acquisition function. The parameters are re-estimated at each batch, and after 15 iteration
the approximate 20 percentiles are (€42,430, 0.07) and 80 percentiles are (€135,500, 1.27). The
results show that one gets lower SDs and correlation range by re-estimation at each batch. In
the actual optimization, the re-estimation tends to give slightly faster improvements for I'* in the
algorithm. For the average value u of the GP surrogate model for I(D), the initial approximate 20
percentile is €325,320 and 80 percentile is €354,270. After 15 iterations the approximate 20 per-
centile is €301,520 and 80 percentile is €352,430. It is perhaps surprising that the 20 percentile
decreases when the goal is to maximize the function. However, the exploration elements of the
algorithm can also lead to the evaluation of very poor designs, and possibly outliers with very
small I(D).

The results from the Bayesian optimization are shown in Figure 7.

Here, we plot the optimum evaluation so far, for each restart (different lines). Even though we
do not know the optimal solution in this case, the results improve over batches and this indicates
that the algorithm finds efficient designs within a few batch iterations.

Table 2 provides a list of the top five largest values of I(D) obtained by running the algorithm,
together with the associated design. The best designs have many sites in common, even though
the designs have different cardinalities. In this way the algorithm spots the sites that carry
more information. The highest value of I(D) corresponds to a rather large set of |D| = 26. This
design is illustrated using the hatched areas in Figure 6b, where we observe that the stands
of the design tend to spread and cover both the geographical region and also the various age
levels.

Similar to what was done in the simulation study, we also run both the exchange algorithm
and the sequential selection method. The exchange algorithm gets a largest replicate infor-
mation gain of only I(D) = €491,760 after 800 evaluations, and is not doing so well in this
case. The sequential selection algorithm gives I(D) = €552,930 with 2485 evaluations. The asso-
ciated design is D = (1,2, 3,4, 5, 8,15, 16,19, 24, 26, 32,40, 41, 44,47,49, 57, 59, 60, 66, 69). In this
example the sequential selection algorithm hence performs better than the iterative Bayesian
optimization in Table 2, at a cost of extra VOI evaluations to find the sequential solution. With
this in mind, we added the sequential solution to the evaluations of the Bayesian optimiza-
tion method, and continued to run that algorithm. We then achieved slightly larger information
gain for designs very similar to the one detected with the sequential search, but no significant
improvement. We hence suspect that the sequential method gives a near optimal solution for this
example.
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FIGURE 7 Performance of the Bayesian optimization algorithm for the application in forest conservation.
The algorithm gives improved results over batches for the replicate restarts [Colour figure can be viewed at
wileyonlinelibrary.com]

TABLE 2 The best five designs obtained over 10 re-start replicates of the algorithm in the forestry
example, listed in descending order

Design D I(D)

1,7,8,11, 12, 18, 19, 24, 28, 30, 35, 38, 40, 41, 42, 43, 46, 47, 48, 49, 50, 51, 55, 59, 64, 67 €507,420

3,11,12,13, 15, 16, 17, 18, 21, 22, 26, 28, 30, 32, 39, 44, 47, 48, 49, 50, 52, 56, 57, 59, 62 €500,320

1,4,6,8,9,11,13,15, 16, 17, 20, 24, 25, 26, 27, 28, 31, 32, 34, 44, 45, 48, 49, 50, 51, 53, 57,62,  €495,860
63, 66, 68

2,5,6,8,9,13,14,17, 19, 20, 23, 24, 30, 32, 35, 37, 40, 42, 4, 46, 49, 51, 53, 54, 56, 57, 61,62,  €494,190
66, 69

8,9,12, 13,18, 19, 22, 23, 26, 27, 32, 33, 36, 38, 40, 42, 51, 52, 53, 56, 60, 61, 62, 65, 68 €482,710

5.2 | Petroleum drilling risks

This example regards decision making during drilling operations in the petroleum industry
(Lothe et al., 2019; Paglia et al., 2020). We study a drilling situation in the Alvheim oil field located
in the central part of the North Sea, on the Norwegian continental shelf (Figure 8a). The field is
divided in 68 compartments (Figure 8b) separated by faults. The circles in Figure 8b represent
wells, and Figure 8c highlights these to indicate the decision site (black star) and the potential data
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FIGURE 8 The study area is an offshore oil and gas field in the central part of the North Sea. (a)
Geographical location of Alvheim. The rectangle indicates the position of the field. (b) Map view of the oil field,
circles indicate the locations of wells for data gathering. Different colours are used to identify different geological
compartments. (¢) Three-dimensional view of the location of the measurements in red and the decision site in
black star [Colour figure can be viewed at wileyonlinelibrary.com]

gathering site (red dots) in a three-dimensional plot. In the following we describe this decision
situation and the opportunities for data gathering to make improved decisions.

Drilling operations at the Alvheim field are characterized by the risk of overpressure, which
occurs when the pore pressure in the rock exceeds the hydrostatic pressure. To prevent big
hazards, the drilling mud pressure must be calibrated. We study a specific layer, located at
about 3700 m depth, as marked in black in Figure 8c. This layer is composed of mainly shale
rocks and believed to be at drilling risk. The decision maker, which is the petroleum company
in this case, must decide if it is safe enough to just keep drilling, or if they should set cas-
ing to strengthen the well because of a high risk of blowout. The alternatives are A = {0,1} =
{keep drilling, set casing}. To set casing is an expensive operation and it will reduce the borehole
diameter, so the decision-maker is interested in trying to postpone this operation, if not necessary
because of very high risk. The value function of the decision is v(x,a = 0) = —co(LB(x) — x) and
v(x,a = 1) = —c1(LB(x) — x), where x is the unknown pore pressure variable and LB is the lower
bound of the mud weight drilling window. Here, ¢, is the cost when one keeps drilling, while c; is
the additional cost of casing. We note that the costs stretch the value functions so that it becomes
more valuable to set casing instead of continued drilling for some values of pore pressure. Criti-
cally, the mud weight is used during the drilling of a well to exert a pressure on the borehole wall
and avoid well collapse, and it is difficult to make decisions when the pore pressure is not known.
Please keep in mind that there are a number of other parameters that would also affect LB, but
pore pressure is an important parameter that is always taken into consideration during drilling
operation (Moos et al., 2004).

Figure 8c (red) shows the possible measurement sites. The design will entail any combination
of these sites, and the measurements gathered at the design sites will be informative of the pore
pressure where they are made and at other sites via the statistical model formulation. There are
five wells where accurate measurements of pore pressure can be gathered in four different layers.
The cost of data acquisition is assumed to be the same for each well. However it will be cheaper
to obtain more information from the same well, since the tools for gathering the measurements
have been already been placed into the well.
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TABLE 3 The largest five designs obtained over 10 restarts
of the algorithm in the petroleum drilling risk example, listed in
descending order

Design (D) I(D)

5,6,8,14 €9,115,100
6,7,8,15 €9,115,100
5,7,8,11 €9,115,100
3,5,6,7,8,19, 20 €9,114,900
3,5,6,7,8,9,10,12 €9,114,600

Based on seismic data from the region along with geological simulations of pressure build-up
and release (Borge, 2000; Lothe, 2004; Paglia et al., 2019) we fit an initial multivariate Gaussian
model for the pore pressure at the well location and at neighboring wells. The pore pressure
measurements yj, in neighboring wells will then be indicative of the pore pressure in the target
well via correlations. These modeling assumptions simplify the computation of the conditional
expectation of pore pressure in the well of interest, given data obtained in the other wells. The
main challenge of the VOI evaluation in the current setting is then to compute the expectation
of the nonlinear value function and to find its integral over all possible data y;,. These expecta-
tions required for the PV (expression (1)) and the PoV (expression (3)) are here calculated with
numerical approximations of the integrals. This entails rather time demanding computations
for the value function v over discretized levels of pore pressure, where the LB is then finally
obtained with a spline interpolation. We let Ax; and A,, ) denote the distances between two consec-
utive discretized levels of x and y),, respectively. The VOI approximation can then be computed
from

PV = max {E (v(x,))} ~ max { ;vo@, a)p(xj)ij} :

PoV(D) = By, |max {E(v(x. ) IyD)}] ~ Zglg { Zv(xj, a)p(|yp)Ax; } PYp)Ay,
€ Ya J
VOI(D) = PoV(D) — PV. (18)

Figure 9 shows the performance of Algorithm 1 for this application. As in the first example
we do not know the design with the largest information gain value, but we observe a convergence
of the method toward larger information gain as more batches are evaluated.

Table 3 shows the five largest values of I(D) in descending order, together with the
associated design. Once one starts gathering data at a specific well, acquiring more data
at other depth is relatively cheap. This implies that the cost effective designs suggest to
explore more then one depth for a single well. We notice from the table that there are
designs with the same large value of I(D), but with different sites configurations. All the best
designs have four sites and have some common sites. We believe that these sites are highly
informative.

In this case the sequential selection method gives a solution of €9,114,900 with 210 iterations,
which is rather good but not as high as the best one achieved with the Bayesian optimization
method. The exchange algorithm obtains €9,114,600 with 800 iterations. That small monetary
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FIGURE 9 Performance of the Bayesian optimization algorithm for a drilling application. Over the 10
restarts, the algorithm converges to a large value of VOI-C [Colour figure can be viewed at wileyonlinelibrary.com]

differences for the three methods is due to the symmetry assumption of cost being the same for
sites at the same depth in different wells.

6 | CLOSING REMARKS

The main purpose of this study is to develop an algorithm that can assist a decision-maker in
choosing a spatial design for collecting information. The methodology has its applications in earth
sciences, where data are often distributed over a spatial domain. We illustrated the approach by
presenting one example from the forestry and one from petroleum.

We have adopted the Hausdorff distance to model dissimilarities between designs, and incor-
porate this in the kernel of a GP surrogate model. We demonstrated its use in examples. We believe
that, depending on the field where the methodology is applied, other metrics can work as well.
The Jaccard distance and the metrics introduced by Fujita (2013), can be valid alternatives to the
Hausdorff distance. For instance, the Jaccard distance could work in situations where we are not
too interested in spatial distance between designs, but in a more machine learning oriented con-
text where one must select the appropriate number of sets for training, and because data may
come from different sources it is important to guide the active learning wisely to cover appropri-
ate features (Settles, 2012). The developed methodology could also be applied in subset selection
problems such as the choice of individuals in epidemiological follow-up studies (Reinikainen
et al., 2016) or in genotyping (Karvanen et al., 2009). It would be very useful to gain insight in
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theoretical properties of the algorithm, at least in special situations, or potentially to connect the
mix of design combinations in the algorithm to some useful theoretical properties.

The value function could be extended to include a parametric form. For instance, a possibility
is to focus on learning the regression parameters f in the simulation study, or other parameters.
This will go beyond only expected economic outputs, and rather contain additional (hybrid) terms
in the prior and PoV related with the standard deviation in profits. The common space-covering
geometric designs are sometimes considered robust because they do not use target specific pre-
diction purposes. It is possible to blend our approach with other design constructions to balance
multiple criteria.

It is possible to extend the study considering more challenging probability distributions for
data, where the computation of VOI becomes more difficult. The combination of the VOI analysis
with Bayesian optimization techniques gives us an efficient way to find satisfactory data gather-
ing scheme. With the Bayesian optimization we move the problem of evaluating VOI to that of
computing EI, which requires less computational effort. The total number of evaluation of VOI
is considerably reduced. In situations where computing the information gain is computation-
ally demanding or the number of alternatives to explore is too large, the developed methodology
reduces the time of computation.
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