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Summary

This thesis presents the results of applying modelling theory, estimation, and control for the effi-
cient formulation of drilling system models for real-time implementation and analysis. Together
with modern sensor devices, efficient mathematical models for online estimation and closed-
loop control during offshore drilling are becoming increasingly relevant. Therefore, the work
in this thesis focuses on formulating models applicable to drilling performance optimization
systems, where the models could act as virtual sensors to be used in a drilling control system.
The thesis is organized as a collection of papers, including four journal papers, and a chapter
containing theory for the purpose of exposition.

This thesis presents an unscented Kalman Filter combined with a nonlinear model predictive
controller developed for predicting downhole fluid friction forces during tripping while keeping
bottom-hole and upper well section pressures within their limits. The results of comparing three
offset-error mitigation methods implemented in the controller are presented.

Two new lumped-parameter models of drill-string dynamics are proposed in this thesis. The
first is derived by using Lagrangian mechanics and further structured into a component model
with complete integral causality using the Bond Graph methodology. The assumed mode method
is applied, reducing the dimension of the state-space while representing the distributed properties
in terms of the number of modes included. The second proposed model is developed by using
Kane’s method, with its basis in the Newton-Euler formulation. The dynamics of the discrete
model is a perturbation of a parametric curve in space representing the well path. Extensive
simulation studies are performed to analyze the model transient response in a deviated well.
A numerical solver convergence study for the Runge Kutta order 4 method and Generalized-α
method is performed, and the real-time properties of the model have been investigated.

The thesis includes a stability analysis of a lumped-multi-element drill string model from
previous work, described by axial and torsional dynamics. A nonlinear bit-rock model for pre-
dicting the dynamics of downhole drilling is included, and the stability margins of a decoupled
axial system are presented for six common drill string configurations. Additionally, a simulation
study is performed with a set of drill string configurations.
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Chapter 1

Introduction

The offshore drilling industry has in recent years shifted towards automatic solutions on drilling
rigs. The implication of this is larger attention to condition monitoring of system states and pa-
rameters, and prediction of the transient and steady-state behaviour of a system. Computationally
efficient mathematical models comprising drilling system states and parameters are then consid-
ered vital in systems simulation to assist in safe decision-making and control for automated
drilling.

The development of mathematical models and simulation procedures relevant for offshore
operations is the core of Working Package (WP) 4 Modelling and Simulation in the SFI1 Off-
shore Mechatronics (OM). The doctoral studies resulting in this thesis have been part of this
project since fall 2017 under WP 4.2.

The purpose of SFI OM is to develop new concepts for the next generation of systems for
autonomous operation and condition monitoring of topside drilling systems with land-based
control, minimizing the need for manual intervention. The results will contribute to reducing
the risk and cost related to the operation of offshore drilling systems, along with increasing op-
erational efficiency in deeper waters and harsh weather. Joining together academic institutions,
research institutes, along with industry partners, SFI OM contributes with both practical and
theoretical research and development for the offshore industry.

1.1 Background

The offshore drilling industry is at the front line of establishing oil and gas production on the
continental shelves, to meet the worldwide demand of energy. According to the forecast in [28],
performed pre Covid-19 pandemic, a decline in the fossil fuel energy sources will occur after
2022 for oil and 2035 for natural gas. However, in the same report, fossil fuels have been pre-
dicted to be the dominant source of energy towards 2050, in addition to, e.g., wind, nuclear, and
solar power generation.

1Senter for forskningsdrevet innovasjon (English: Centre for Research-based Innovation).
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1. Introduction

The uncertainty following the Covid-19 pandemic adds to the complexity for future activity
of offshore operations. Measures such as the tax-reliefs for oil & gas exploration and develop-
ment on the Norwegian Continental Shelf (NCS), given by the Norwegian government, have
increased investment activity and startup of new projects [78]. With new offshore fields or new
production wells on existing fields, offshore drilling will be required. Hence, it is important
that continued drilling activities achieve increased operational efficiency to limit the impact on
the environment. To reduce emissions, risk, and cost, together with increasing the performance
related to drilling, digital solutions, such as the application of mathematical process models,
and automation have been highlighted in [28]. These two topics are included as important tasks
for research and development by Norway‘s technology strategy for the petroleum sector, OG21
[79].

Since the middle of the 20th century, mobile drilling rigs have been situated in open-ocean
deep waters to explore potential oil and gas reserves and establish production wells. Facilities
are then typically installed on fixed, large steel structures, or by floating production units often
including a drilling unit to be able to extend the number of wells in the future. An overview
of the systems connected to an offshore drilling rig and a production platform is provided in
Figure 1.1.

Recent developments in offshore technology allow for tie-in of remote subsea production
wells, or unmanned topside installations to the production facilities. These remote fields can be
located in both arctic environments and at large depths, creating a challenging environment for

Figure 1.1: Drilling from stationary or floating facilities, and production from surface and subsea
solutions, from [20]. A remotely operated underwater vehicle (ROV) is shown next to the subsea
wellhead.

2



1.1. Background

the operation of a drilling rig.
The drilling rigs can be categorised as submersibles, jack-ups, semi-submersible (as seen in

Figure 1.1), or drillships where the latter two are floating units [22]. Rig configuration relates
to the water depths it is supposed to operate in. The depths on the NCS reach about 1200 m,
and overseas fields, such as the Gulf of Mexico or Brazil, drilling rigs are often required to be
able to operate in depths of up to 3000 m [87]. Floating units are typically applied for drilling
offshore wells in deep waters, with depths more than approximately 300 m [108]. This can
involve challenges such as keeping the rig stationary in rough sea without the possibility of
anchoring and heave motion compensation of a drilling riser fixed in position at the seabed [20].

1.1.1 Drilling systems

During field exploration and production preparation of a well, a drill string is used to excavate
the rock formation on the path to the reservoir. The drill string is a complex structure ranging
several kilometres long, comprising of steel pipes, stabilizers, tools for conditioning the bore-
hole, instrumentation, and the drill bit for cutting rock. The drill bit is located at the end of the
bottom-hole assembly (BHA), being the lowest section of the drill string. Figure 1.2a provides
an overview of the components included in drilling a well.

(a) Offshore drilling from a jack-up rig, and com-
munication link to onshore facility [29].

(b) Formation fracture Pf and pore Pp pressure mar-
gins, adapted with modifications [67, 97]. Note that it
is common to replace the pressure gradient axis with
equivalent mud weight, for estimating required fluid
density to ensure stability.

Figure 1.2: Sketch of an offshore drilling rig and wellbore geopressure margins. Drilling a well,
either offshore or onshore, requires installation of a casing (larger diameter pipes) being ce-
mented into the drilled well to withstand the different pressure zones.

The drilling rig includes the machinery for rotating and hoisting the drill string in the well, as
well as utility systems for conditioning of the well (fluid injection and retrieval) during drilling,
and communication to shore. Measurements and actuating signals for monitoring and control

3



1. Introduction

purposes of the drill string and formation are exchanged through the telemetry link to the BHA
instrumentation [29, 86].

Towards the target reservoir, distinct pressure and temperature zones need to be analysed
to plan and execute safe drilling procedures. During the first phases of drilling, a preliminary
depth is reached before the drilling rig at the sea surface is connected with a seabed frame for
installation of a blowout preventer (BOP) and riser. The BOP includes several safety valves for
sealing off the well in case of dangerous well situations, and the riser acts as a guide for the drill
string and return-path for the fluid called the drilling mud [20].

To drill a well within the margins of fracture (rock fracture resulting in fluid loss to forma-
tion), collapse (formation collapses into the well), and pore pressure (leakage of fluid trapped
inside the formation into the wellbore) (Figure 1.2b), installed casings at specific depths and
weighted mud are used while drilling further into the formation. The rig mud pump unit ensures
the circulation of the mud from top-side through the drill string, and down to the drill bit. The
mud is then forced to return through the annular section of the well back to the rig. During the
return, rock cuttings are transported with the mud being filtered out topside before the mud is
reused. If sudden uncontrolled pressure outbreaks in well occur, such that the drilling mud can-
not counter-act the wellbore pressure, the BOP seals off the borehole and isolates the well from
the surface installation.

Drilling operations related to pulling out or running a drill string into the well (tripping)
and connecting stands while keeping the drill string fixed to the rig floor are subject to induced
surge and swab pressures [42]. The drill string up- and downwards motion due to hoisting, and
un-compensated rig motion creates a piston effect in the well. Ultimately instabilities due to
pressure transients may jeopardize well integrity while drilling.

1.2 Motivation

Challenges faced while drilling for oil & gas offshore are such as accurate wellbore pressure
control, minimizing drill string failure due to vibrations, compensation of heave due to waves,
reducing friction and drag, and optimal transport of cuttings for hole-cleaning. Using automatic
control to overcome these challenges relies on fast and accurate sensor measurements available
topside and down-hole, together with a properly designed drilling control system.

Tools integrated into the drill string BHA for supplying measurements of down-hole con-
ditions are called measurement-while-drilling (MWD), and logging-while-drilling (LWD) in-
struments. Rotational speed, position readings, force and torque measurements at the drill bit,
and fluid and formation data are then measured by a sensor device, transmitting signals by the
telemetry link. Traditionally, the telemetry link has been the fluid in the well (i.e., the mud),
hence, signal pulses travel with the mud flow in the well up to a receiver at the rig surface
[5]. Comparatively, wired drill pipes (WDP) capable of a higher signal transmission rate are
now more commonly applied while drilling [36, 77]. An advantage of applying the WDP is bi-
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1.2. Motivation

directional information exchange between surface and downhole, for simultaneous transmission
of measurements and commands [77].

Recent sensor developments together with the introduction of WDP have ensured real-time
capabilities in the interchange of information and commands with the rig control system and
the drill string devices [82]. These factors, together with machinery suitable for computer-based
control, are further taken advantage of in the implementation of automated control and assisted
monitoring on drilling rigs [54]. Recent progress has resulted in advanced field-tested systems
for decision support and drilling performance optimization [35, 55]. Evidently, the implementa-
tion of such systems reduces cost related to downtime and increases safety in operations, being
some of the main reasons for implementing automated process control [99].

Closely coupled with the sensors and high-speed data transfer available in drilling systems
are mathematical models formulated for real-time simulation of closed-loop control and estima-
tion. For a dynamic drilling model intended for estimation and control purposes, it is argued in
[57] that the complexity should be kept low and parameters difficult to distinguish from mea-
surements should be lumped together. Moreover, parameters in a model intended for real-time
purposes can be calibrated online to sensor measurements, while drilling is ongoing [54]. This is
mentioned to increase robustness of the model towards multiple scenarios [57]. Implementation
aspects regarding the mathematical formulation and numerical solver robustness and efficiency
are important. Furthermore, accurate definitions of model inputs and outputs used for actuator
and sensor systems are required [35].

1.2.1 Automatic control

Automatic control of travelling block velocity, mud pumps, and the mud-return choke valve
are measures being implemented to ensure reduced pressure transients during tripping. These
control requirements are similar to managed pressure drilling (MPD), where the mud pumps
and mud-return valve is applied to control the back-pressure of the wellbore annulus (see e.g.,
[30, 43]).

Multi-variable control design applies to automatic tripping due to critical constraints on
pressure margins, actuator limits, and decision making on behalf of available measurements,
sensor estimates, and required sequences. In Cayeux et al. [16], a system assisting the driller
with manipulation of tripping speed and top drive rotation including safeguards was tested on an
offshore drilling rig with positive results. Hydraulic models (see e.g., the work in Gjerstad et al.
[41], Kaasa et al. [57]) to estimate downhole conditions, coupled with the mechanical model of
top side rig and drill string dynamics, can be combined with model-predictive-control (MPC).

The MPC is a widely applied advanced process control method for both linear and nonlin-
ear applications, using receeding horizon control where the measured output at a specific time
instant, together with current and future constraints, are taken into account [34, 45]. Being an
industry-standard in process control, where process constraints are important [83], the MPC has
received large attention in the field of offshore MPD [11]. An automatic system applying this
control law method, coupled with state estimation, has been proposed to use in tripping opera-
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1. Introduction

tions in this thesis. State estimates of unmeasured states are given by a nonlinear variant of the
classical Kalman filter [58].

1.2.2 Modelling of drill string dynamics

Keeping the wellbore intact and ensuring stability is closely coupled to the motion of the drill
string while longitudinal motion and rotation are ongoing. Being several kilometres long, large
length-to-diameter ratios of the drill string are common, making it resemble a thin guitar string.
The geometric complexity of the drill-string increases with the added stabilizers, reamers, and
equipment down-hole. A challenge regarding increasing drill string length is decreased structural
stiffness. The implication of this is complex vibration patterns, influencing the ability to achieve
steady drilling velocities. Axial, lateral, and torsional vibrations are present.

In literature, a large range of models for drill string dynamics exists, depending on the ap-
plication and desired accuracy towards realistic behavior. The type of drill string models can be
divided into distributed models, Finite Element Method (FEM) models, and lumped-parameter
models.

Distributed drill string models (see e.g., Aarrestad et al. [2], Aarsnes and Shor [3], Goicoechea
et al. [44], Wang and Tucker [107]) can be described by partial differential equations (PDE) de-
pending on spatial coordinates and time along the drill string length. PDE models are often
complex, and according to [93] accuracy relies on the chosen boundary conditions. For linear
PDEs, analytical solutions can be obtained; however, this is not always the case for nonlinear
PDEs. Therefore, a numerical approximation can be obtained through, e.g., the FEM framework
(FEM drill string models have been proposed in, e.g., Feng et al. [33], Germay et al. [38], Khulief
and Al-Naser [63], Vromen et al. [106]). These types of models serve the purpose of accurate
vibration analysis, but can become complex and create a larger state-space, which can be compu-
tationally heavy with increased simulation time. However, with the increased capabilities of the
modern computer, FEM models applied to describe drill string dynamics become more relevant,
also discussed in the implementation in Butlin and Langley [14].

For real-time applications, control design, and parameter identification, the dynamics of drill
strings are often modelled based on the lumped-parameter method. The models developed on
the basis of this method comprise a system described by ordinary differential equations (ODE),
typically in a second-order form (see for example Besselink et al. [10], Cayeux [15], Hovda
[51, 52], Zhao and Sangesland [109], where the two latter are rewritten on a semi-analytical
form). The distributed properties are represented by finite lumps, where the elasticity and inertia
characteristics depend on the number of chosen model elements. Furthermore, as the model state
variables depend on time only, signal input and output mapping is simplified.

Well-defined signal flow in simulation models is important in terms of identifying how a
subsystem interacts with its connected systems. In terms of drilling system simulators, this mo-
tivated the work of constructing a component formulation of a drill string in this thesis work.
The Bond Graph (BG) methodology (see, e.g., Karnopp et al. [61], and a lumped mass BG for-
mulation of a drill string in Sarker et al. [94]), has been shown to be efficient in establishing
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1.2. Motivation

component models. The BG method considers the exchange of power between the model com-
ponents by transmitting an effort e signal and a flow f signal. The product ef then constitutes
the transferred power. Systematic definition of causality is applied to describe the computational
inputs and outputs of a model. Causality defines whether the state equations are formulated for
integration or differentiation. Hence, for numerical simulation, a model with integral causality
is preferred; however, assumptions applied in formulating the model can yield algebraic state
dependencies giving differential causality [61]. It is worthwhile to mention the acausal model-
ing method, which in turn is unspecific regarding the input and outputs of a component model.
Moreover, the component is specified by a system of equations instead of causal input and output
assignments, and the context where the model is applied defines what are the necessary input-
outputs [37]. The causality is then fixed when the corresponding equation system is solved. The
Modelica language is utilizing this approach, and in Dadfar et al. [21], a Modelica library was
proposed for use in wellbore construction with applications such as estimating friction during
drilling. Hence, component models serve as building blocks in these libraries.

In recent years, simplified models to analyse the drill string dynamics in directional wells
have been proposed, such as the work by Hovda [52], Zhao et al. [110]. These models are similar
to the field of drill string torque- and drag analysis, where the focus is on optimizing top-side
torque and hook loads to achieve minimal friction-induced forces and torques in directional
wells. Separation of the models are mainly denoted soft- or stiff-string models in terms of taking
into account the borehole stiffness and the point-wise contact with the wellbore [95]. It has been
argued that soft-string models (see, e.g., Aadnøy et al. [1] in terms of an analytical approach)
are computationally favourable, as existing stiff-string models are often requiring the use of FE
analysis. However, work has been made to bridge the gap between accuracy and computational
effort [15].

1.2.3 Analysing stability in drilling systems

The drill string models and their coupling to the environment form the basis of designing control
laws to maintain optimal drilling velocities and avoiding excessive vibrations. As such, system
stability is typically related to the drill string coupling with friction and contact behaviour arising
from drilling a well. Special attention has been directed towards investigating drilling stability
relating to axial vibrations when applying a type of drill bit denoted PDC or drag bits. These
are equipped with fixed blades (as opposed to roller-cone bits with three rotating cones), and
analysis has shown that this bit is prone to self-excited axial vibrations. According to [23],
this phenomenon stems from the regenerative cutting process between the bit and formation.
Moreover, an unstable equilibrium point of the system can trigger self-excited vibrations. This
may eventually result in axial bit bouncing and torsional stick-slip cycles, due to coupled axial
and torsional dynamics [39].

For vertical wellbores, under the assumption of limiting the drill string model to a two-
degree-of-freedom system in axial and torsional motion, the part describing the process of cut-
ting rock is commonly denoted the bit-rock interaction [9, 26]. Hence, the friction phenomena
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1. Introduction

in these models are often limited to the bit. For wellbores described by changes in inclination
for the path towards the reservoir, friction cannot be neglected above the bit due to, e.g., contact
with the borehole in bends [71].

A recent shift in dealing with the discontinuous effects of drilling came with the work in
Richard et al. [88]. This work proposed a model coupling axial and torsional dynamics through
a state-dependent delay for the force and torques of rock-cutting and contact due to friction,
based on the work in [27]. An interesting work on characterizing the stability for a lumped
single element system was also done in Besselink et al. [9, 10], where effort is made to analyse
the decoupled influence of axial motion on the torsional dynamics, for the bit-rock model in
[88]. Stability maps originating from a linear time-invariant time-delay equation were drawn for
changing system parameters. Moreover, axial stick-slip limit cycles were described thoroughly
in the paper. Coupled axial and torsional system stability was addressed in Nandakumar and
Wiercigroch [73], which also performed an analysis on a lumped single element models.

Distributed stability analysis in form of analysing the stability of models described by PDEs
has been performed previously, such as in the work by Aarsnes and van de Wouw [4]. The model
in [4] yields a distributed parameter model where the coupled axial and torsional stability was
analysed. In their work, it is argued that the low-order models (two-degree- of-freedom with one
lumped element) are inadequate to analyse stability properties. Hence, motivated by the applica-
bility of higher-order lumped models for real-time implementation, findings from the decoupled
axial and torsional stability conditions for lumped-multi-element models are presented in this
thesis.

1.3 List of publications

This thesis is structured as a collection of the published and submitted papers produced during
the doctoral studies. The thesis is based on four peer-reviewed journal papers, where two are
published, and two are submitted and under review in international journals. The publications
are listed below:

Paper I [100] N. Tengesdal and C. Holden. Identification and optimal control for surge and
swab pressure reduction while performing offshore drilling operations. Modeling,
Identification and Control, 41(3):165–184, 2020

Paper II [104] N. K. Tengesdal, C. Holden, and E. Pedersen. Component-based modeling
and simulation of nonlinear drill-string dynamics (submitted). Journal of Offshore
Mechanics and Arctic Engineering, 2021

Paper III [103] N. K. Tengesdal, G. Fotland, C. Holden, and B. Haugen. Modeling of drill
string dynamics in deviated wells for real-time simulation (submitted). SIMU-
LATION: Transactions of the Society for Modeling and Simulation International,
2021.
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1.4. Contributions

Paper IV [105] N. K. Tengesdal, S. Hovda, and C. Holden. A discussion on the decou-
pling assumption of axial and torsional dynamics in bit-rock models. Journal of
Petroleum Science and Engineering, 202, 2021.

The author has additionally written two peer-reviewed research papers which are not part of this
thesis:

[101] N. Tengesdal, T. T. Kristoffersen, and C. Holden. Applied nonlinear compressor
control with gain scheduling and state estimation. IFAC-PapersOnLine, 51:151–157, 2018

[102] N. Tengesdal, C. Holden, and E. Pedersen. Component-based modeling and sim-
ulation of nonlinear drill-string dynamics. In ASME 2019 38th International Conference
on Ocean, Offshore and Arctic Engineering. American Society of Mechanical Engineers
Digital Collection, 2019

The papers are included in Chapter I–IV.

1.4 Contributions

A summary of the contributions from the work in this thesis is given below. The reader is referred
to Chapter 3 for more details regarding each contribution.

Paper I An automatic drill string tripping system based on an unscented Kalman filter and
nonlinear-model predictive controller for reducing surge and swab pressures.

Paper II A dynamic drill string model formulated in component-form by Bond Graphs for
large-scale system simulation studies.

Paper III A lumped-parameter drill string model for analysing coupled transient behaviour
in arbitrary three-dimensional directional wells.

Paper IV A discussion on dynamic model coupling of axial stability and lumped-parameter
elements for on-bottom analysis, including a lumped multi-element parameter model
for on-bottom drilling analysis.

1.5 Thesis structure

The rest of the thesis is organized as follows. Chapter 2 includes relevant background theory for
the material presented in the papers included in this thesis. The contributions from each work are
summarised in Chapter 3, before the concluding remarks and proposed future work are presented
in Chapter 4. In the second part of the thesis, Chapters I–IV includes the pre-print or published
versions of the scientific papers written during the doctoral studies.
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Chapter 2

Theory
“Everything should be made as simple as possible, but no simpler.¨

— Albert Einstein
This chapter includes theory relevant to the work presented in this thesis. Section 2.1 establishes
some common notations. In Section 2.2, a classification of the distributed parameter models of
vibrations is given. Motivated by the definitions made in this section, a lumped-element approx-
imation of the distributed models is presented in Section 2.2.6. Section 2.3 includes fundamental
friction models being important in implementation and analysis of drilling simulation systems.
A brief discussion of stability for linear time-delay systems is given in Section 2.4. Finally,
in Section 2.5 introductory numerical methods relevant to perform simulation studies with the
developed models and systems are given.

2.1 Preliminaries

Simulation can be described as the practice of experimenting on a model. In this thesis work,
the aspect of performing experiments on mathematical models is considered. Furthermore, the
response or behaviour at specific operating conditions, and system stability are then investigated
using numerical or analytical techniques, or a combination of the two.

System models for analysis and simulation can be represented as ODEs, which in the deter-
ministic case are expressed as

ẋ(t) = f(x(t),u(t), t) (2.1)

where f is the nonlinear time-varying model of an nonautonomous system [62], ẋ ∈ Rnx×1 is
the differential states of the system in vector form, x ∈ Rnx×1 is the state vector, andu ∈ Rnu×1

is the system input(s). A special case of (2.1) is the linear time-invariant system, expressed as

ẋ(t) = Ax(t) + Bu(t) (2.2)

where A ∈ Rnx×nx is the linear system matrix (the Jacobian of the system states), and B ∈
Rnx×nu is the input matrix (Jacobian of the inputs).
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2. Theory

Stability analysis is in its most common form an investigating of the system equilibrium
point, defined as the state of which the system do not change in time. For the time-invariant,
unforced system in (2.1), i.e., f(x,u, t) = f(x), the equilibrium point x = x? is obtained by

f(x?) = 0 (2.3)

where the equilibrium point is then a solution for all t. Without loss of generality in assuming that
the stability of every equilibrium point is studied at the origin, hence, f(x) satisfies f(0) = 0
and the stability of x = 0 is investigated. For non-zero equilibrium points, a change of variables
can be performed to shift the equilibrium to the origin. A definition of stability for x = 0 is
given as

Definition 2.1 (Khalil [62, Def. 4.1]). The equilibrium of x = 0 of ẋ = f(x) is
• Stable if, for each ε > 0, there is δ = δ(ε) > 0 such that

||x(0)|| < δ =⇒ ||x(t)|| < ε,∀t ≤ 0

• Unstable if it is not stable

• Asymptotically stable if it is stable and δ can be chosen such that

||x(0)|| < δ =⇒ lim
t→∞

x(t) = 0

An asymptotically stable system then returns to x? if subject to small disturbances, and is
bound to stay there for all future time [62]. For the linear system in (2.2), asymptotic stability is
ensured if all eigenvalues λi of A has negative real part, i.e., Reλi < 0.

2.2 Vibrations in mechanical systems

Long, slender mechanical structures found in offshore drilling operations involve systems such
as oil & gas drill strings, and long-reach crane arms for lightweight payloads. A common charac-
teristic for these systems is a large length-to-diameter ratio and high elasticity, which can make
these systems prone to large oscillations under abnormal operating conditions.

The continuum properties of large length-to-diameter structures can be described by a dis-
tributed parameter description, given by PDEs dependent on a spatial coordinate and time. Clas-
sical texts on mechanical vibrations are Meirovitch [69] and Rao [84]. These references give an
excellent description of the topic, and we will in the following section include material relevant
to the research done in this thesis work. A general form of the lumped-parameter model given
in Section 2.2.6 will then be expressed from the spatially distributed finite lumps introduced in
this section.

The purpose of this section is then to address the axial, transverse, and torsional vibration
modes in distributed form as scalar PDEs, in their decoupled state defined in space by a position
along the structure and time. Each vibration mode is treated separately and is then assumed to
be decoupled when considering only the perturbation in elastic displacements.
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2.2. Vibrations in mechanical systems

2.2.1 Distributed descriptions

A long elastic structure with length L is described relative to a fixed based frame with unit vec-
tors ~ei, i = 1, 2, 3, seen in Figure 2.1. The continuous variable z denotes the position along the
longitudinal length of the elastic structure, with z = L being the end of the structure. Moreover,
the structure can be used to describe a drill string including a BHA, where the latter is illustrated
as the section with a larger cross-section.

The motion of an infinitesimal segment of the drill string can be given by the spatial coordi-
nates χ(z, t), ζ(z, t), and ξ(z, t) along ~e1, ~e2, and ~e3, respectively, given position z and time t.
Hence, the spatial variables χ(z, t), ζ(z, t), and ξ(z, t) are then describing the motion in trans-
verse normal, transverse bi-normal, and longitudinal direction, respectively, and the coordinate
ϕ(z, t) describes the segment twist. Note that the coordinate frame has a positive ~e3 pointing
down along the straight vertical.

Figure 2.1: Spatial description of an infinitesimal drill string element.

To establish the dynamics of axial, transverse, and torsional motion of the drill string, the
longitudinal axis is assumed to point along the length of the drill string. Following the notation
of [61, Ch. 10], the force equilibrium of the spatially distributed finite lump of the drill string
with length ∆z will be presented. Furthermore, as this lump becomes infinitesimal in size, the
distributed equations of motion are given.

Considering that the fixed base frame is an inertial frame of reference, the distributed axial
and lateral equations of motion can be derived by the use of Newton’s second law in terms of
force equilibrium. As stated previously, the decoupled vibration states are presented such that
the motion is assumed to take place in one plane [84]. A summation of all external forces and
the element inertia force yields the force equilibrium given as

k∑

i=1

~Fi = m~a (2.4)
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2. Theory

where ~Fi is ith external force acting on the system, m is the element mass, ~a is the linear
acceleration and −m~a denotes the inertia force1. As such, when the system undergoes positive
acceleration (velocity increases), the inertia force acts in the opposite direction. We will further
on assume that the drill string has a uniform cross-sectional area, simplifying the derivations
[61].

2.2.2 Axial vibrations

The axial forces acting on the finite element of mass seen in Figure 2.2 is expressed from the
normal stresses σ(z) across the element, in the direction of ~e3. Additionally, we assume that
gravitational forces and external forces are present.

Figure 2.2: Axial finite element [61].

From (2.4), the equation of motion for the longitudinal spatial coordinate ξ(z, t) can be
expressed as

m∆z
∂2ξ

∂t2
= Aσ(z + ∆z)−Aσ(z) + f(z, t)∆z +mg∆z (2.5)

where f(z, t) is an external force per unit length acting on the element, m = ρA is the mass per
unit length, g is the acceleration of gravity, A is the cross-sectional area of the element. Note
that the normal stress is related to the strain as σ(z) = Eε(z), where E is the Young’s modulus
characterizing the elasticity of the material and ε is the strain over the element. The strain is
defined as the ratio of the deformation to the undeformed length of the element [108].

Suppose that we divide by ∆z in (2.5) to obtain

m
∂2ξ

∂t2
= EA

ε(z + ∆z)− ε(z)
∆z

+ f +mg (2.6)

where we have inserted for σ = Eε. The distributed representation can be given by letting
∆z → 0 in (2.5). Furthermore, the infinitesimal strain is given as

ε(z + dz)− ε(z)
dz

=
∂ξ(z, t)

∂z
(2.7)

1Hence, m~a = md~v/dt is the rate-of-change of linear momentum of the system.
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2.2. Vibrations in mechanical systems

and the PDE of the longitudinal equation of motion for a uniform drill string can then be written
as

m
∂2ξ

∂t2
= EA

∂2ξ

∂z2
+ f +mg (2.8)

being subject to external forces. The common one-dimensional wave equation is obtained by
f = 0 and neglecting the gravitational forces.

2.2.3 Lateral vibrations

Consider the transverse motion of the spatially distributed finite element ∆z in Figure 2.3, in the
~e1-~e3 plane.

A neutral axis is defined as the axis along the centroid of the pipe. The arrow notation
follows the convention of clockwise rotation defined by a positive shear force, generating a
positive bending moment at the left boundary, about a local axis in the direction of ~e2. The shear
force equilibrium of the finite element of mass undergoing transverse motion is given as

ρA∆z
∂2χ

∂t2
= V (z)− V (z + ∆z) + f(z, t)∆z (2.9)

where V (z) is the shear force, f(z, t) is a external transverse force per unit length acting per-
pendicular to the neutral axis of the element, and χ(z, t) is the spatial lateral coordinate defined
along the element ~e1 direction.

From Figure 2.3, the moment balance about an axis passing through a, in the direction of ~e2,
considering the rotational inertia of the element can be expressed according to [61] as

∆zIcyy
∂2φ

∂t2
= M(z + ∆z)−M(z)− V (z + ∆z)∆z (2.10)

Figure 2.3: Transverse element in bending and shear [61].
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2. Theory

where M(z) is the moment, Icyy is the moment of inertia per unit length about the element
principal axis y, in the direction of ~e2, with superscript denoting the centre of mass, and φ(z, t)
is the angle between the cross-section and a vertical reference axis (along ~e1).

The angle between the neutral axis along the element and the horizontal reference axis ~e3
can be defined as

θ(z) =
χ(z + ∆z)− χ(z)

∆z
(2.11)

such that the shear angle can be given according to [61]

γ = θ − φ. (2.12)

The shear force at the location z along the element can then be expressed as

V = ksGAγ (2.13)

where ks is the shearing coefficient, and G is the shear modulus of the element.
If we divide by ∆z in (2.9) and (2.10), we get

ρA
∂2χ

∂t2
= f(z, t)− V (z + ∆z)− V (z)

∆z
(2.14)

Icyy
∂2φ

∂t2
=
M(z + ∆z)−M(z)

∆z
− V (z + ∆z) (2.15)

and the distributed representation is obtained by taking the limit as ∆z → 0, yielding

ρA
∂2χ

∂t2
= f(z, t)− ∂

∂z
(ksGAγ) (2.16)

Icyy
∂2φ

∂t2
=
∂M(z, t)

∂z
− ksGAγ (2.17)

where we have inserted for (2.13). Hence, (2.16) and (2.17) constitutes two PDEs with two
unknowns in χ(z, t) and φ(z, t).

Using Euler-Bernoulli beam theory, the rotational inertia of the element is neglected by con-
sidering that the plane cross-sectional area do not change (infinite shear stiffness [61]). Hence,
θ = φ = ∂χ/∂z from (2.11). Furthermore, by assuming pure bending conditions, the moment
can be given

M(z, t) = EIy
∂φ

∂z
= EIy

∂2χ

∂z2
(2.18)

where Iy is the second moment of area, the shear angles of the infinitesimal element is φ = θ =
∂ζ/∂z. Note that Iy = Ix by assuming a symmetric cross-section. Using this assumption, and
substituting (2.18) into (2.17), we get

EIy
∂3χ

∂z3
= ksGAγ (2.19)
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2.2. Vibrations in mechanical systems

which in turn is inserted into (2.16) from which we obtain

EIy
∂4χ

∂z4
+ ρA

∂2χ

∂t2
= f(z, t) (2.20)

constituting the PDE of forced lateral vibration of a uniform drill string section.

2.2.4 Torsional vibrations

The Newton’s second law of linear momentum can be further used to derive the dynamic equi-
librium of angular momentum, by studying the rotational motion separately from the element
translational motion. This will be done next.

The torque is defined as rate-of-change of angular momentum generated around the element
centroid axis. Furthermore, considering the planar motion of an element, Newton’s second law
of motion for the net torque can be expressed as [84]

k∑

i=1

Ti = Iczzϕ̈ (2.21)

where Ti is the ith torque acting on the centroid axis of the system, Iczz is the moment of inertia
of the element about its centroid axis, and ϕ̈ is the angular acceleration.

For the finite element ∆z subject to torsion in Fig. 2.4, the net torque balance about the
centroid axis can be given as

Iczz∆z
∂2ϕ

∂t2
= T (z + ∆z)− T (z) + Ta(z, t)∆z (2.22)

where Ta is the external applied torque on the element, and ϕ(z, t) is the angular displacement
along the length of the element.

Figure 2.4: Spatially distributed finite element subject to torsion.

Dividing by ∆z followed by letting ∆z → 0 in (2.22), we get

Iczz
∂2ϕ

∂t2
=
∂T (z, t)

∂z
+ Ta. (2.23)
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2. Theory

The uniform element is subject to torsional shear stress relating the angular displacement
to the torque along the infinitesimal distributed element. The angular displacement, or twist, is
then given as [108]

∂ϕ(z, t)

∂z
=
T (z, t)

GJ
(2.24)

where J = Iz = Ix + Iy is the torsional constant being equal to the polar moment of area
since symmetry for the cross-section was assumed. Furthermore, we can rewrite (2.23) yielding
equation of motion

Iczz
∂2ϕ(z, t)

∂t2
=
∂2ϕ(z, t)

∂z2
GJ + Ta (2.25)

which can be described as the PDE of a torsional wave, subject to an external torque.

2.2.5 Boundary conditions

As mentioned in the preliminaries of this section, the distributed equations of motion for axial,
transverse and torsional domain are defined by the chosen boundary conditions. These will then
depend on the modelling assumptions made, based on the physical interpretation of the system
under study. Moreover, to analyse the response of (2.8), (2.20), and (2.25), specific boundary
conditions must be applied to solve the equations of motion for t ∈ [0,∞).

2.2.6 Lumped element descriptions

The spatially distributed finite element descriptions for the axial, lateral and torsional dynam-
ics in Section 2.2.2, 2.2.3 and 2.2.4 form the basis for the derivations in this section. The same
assumption of an uniform drill string element with symmetric cross-section is made in this sec-
tion, hence, we can simplify the mathematical modelling of the lumped model. Furthermore, the
forces and torques are assumed to act on the mass centre of the element ∆z.

2.2.6.1 Lumped axial and torsional systems

We will in this section derive a lumped element approximation of (2.8) and (2.25). Consider the
equilibrium equation in (2.5). We define the time-dependent acceleration of mass element i as
q̈i(t) = ∂2ξ/∂t2. Furthermore, the finite element is assumed to be subjected to uniform load
distribution as shown in Figure 2.5a. This is further used to define the uniaxial strain.

The strain due to compression or elongation can be given according to [61] as

ε(z) =
ξ(z)− ξ(z −∆z)

∆z
(2.26)

and the force from normal stress can be given as

F = Aσ = EAε (2.27)
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2.2. Vibrations in mechanical systems

(a) Uniaxial loading. (b) Lumped model representation.

Figure 2.5: Axial finite element and lumped-parameter model.

which reflects the ability of the structure to restore its original state. The relative displacement
between the ith and i−1 element can be given by qi − qi−1, where qi = ξi. This can be used to
obtain the force acting on the mass point i from i− 1 as

Fi =
EAi
∆z

(qi − qi−1) (2.28)

where ∆z is the distance between each lumped mass. By defining the lumped coefficient of
stiffness ki = EAi/∆z, we use (2.28) to rewrite (2.5) as

miq̈i + ki(qi − qi−1)− ki+1(qi+1 − qi) = fi +mig (2.29)

where mi = ρAih, and fi is an externally applied force on the lumped element.
A lumped-parameter axial model with multiple elements from (2.29) is illustrated in Fig-

ure 2.5b, where mass-less springs attached between the elements represent the distributed elas-
ticity. The stiffness of the spring then characterises its ability to compress or extend, which
relates to the restoring properties the structure. If fi = 0, (2.29) comprises of a linear second-
order ordinary differential equation of a harmonic oscillator with attached massless springs to
the mass points.

Similarly for (2.22), we can define the angular acceleration as θ̈ = ∂2ϕ(z, t)/∂t2, and the
torsional stiffness from the applied torque over dz as

T (z) = GJ
ϕ(z)− ϕ(z −∆z)

∆z
(2.30)

which is used to define the torque acting on i from i−1, given by the relative angular displacement
as

Ti =
GJi
∆z

(θi − θi−1). (2.31)
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From this, we obtain the same second-order ODE in terms of the angular displacement, or
twist, given as

Ici θ̈ + κi(θi − θi−1)− κi+1(θi+1 − θi) = Ta,i (2.32)

where Ici = ρJi∆z (note that the subscript for Iczz is dropped), and κi = GJi/∆z. A lumped
multi-element torsional pendulum model divided into n elements can be written from (2.32), in
coordinate form as

Iθ̈(t) + Kθ(t) = t(t) (2.33)

where I ∈ Rn×n = diag([Ic1, . . . , I
c
n]) is the moment of inertia matrix, K ∈ Rn×n is the

torsional stiffness matrix, θ ∈ Rn×1 is the angular displacements for each element, t ∈ Rn×1
is the vector of input and external torques. Note that velocity proportional viscous damping can
be included by adding Dθ̇(t) to the left-hand side of (2.33). The torsional stiffness matrix is
defined as a tri-diagonal matrix given by

K =




(κ1 + κ2) −κ2 0 . . . 0 0
−κ2 (κ2 + κ3) −κ3 . . . 0 0

...
...

. . .
...

...
0 . . . 0 −κn−1 (κn−1 + κn) −κn
0 . . . 0 −κn κn



.

The system in (2.33) can be defined by its the input-output mapping of each lumped element.
The input at i = 1 yields the angular velocity θ̇0(t), and the output is the torque T0(t) =
κ1(θ1 − θ0). However, note that the input torque is given as Ta,1 = κ1θ0(t). The input-output
for each lumped element is then given by Ti(t), θ̇i(t), respectively. Such configuration describes
a lumped hybrid two-port system of a fixed-free drill string [31].

The lumped models presented in this section are formulated for simplicity, being derived
from a distributed finite lump description. Hence, only the conservative forces such as inertia
forces, restoring forces due to elasticity (not including permanent deformation) and gravity was
included. In Tengesdal et al. [105] a generalization of (2.32), and (2.29) including forces and
torques for a drilling system has been developed. The lumped-parameter approach to describe a
drill string model for directional wells was given in Tengesdal et al. [103].

2.2.7 Assumed mode methods for torsional vibrations

An efficient solution procedure for linear PDEs in vibration analysis is the separation of vari-
ables (SV) technique. A description of this procedure can be found in Rao [84, Chapter 6.3], and
an example from this reference is presented with minor modifications in this section for com-
pleteness. Besides directly imposing the lumped conditions of a finite element, by dividing into
a finite set of segments, we will in this section introduce the assumed modes method, yielding a
decoupled set of equations which can be used to characterize the vibrations in structures.
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2.2. Vibrations in mechanical systems

Consider the linear PDE of a torsional shear wave in (2.25), and its analytical solution by
SV given as

ϕ(z, t) = ψ(z)ν(t) (2.34)

where ψ(z) is the mode shape function required to satisfy the boundary conditions, and ν(t) is
a time-dependent function to satisfy initial conditions. In SV the unforced response is analysed,
yielding Ta(z, t) = 0. By substituting (2.34) into (2.25) we get

∂2ν(t)

∂t2
1

ν(t)
=
∂2ψ(z)

∂z2
GJ

Iczψ(z)
(2.35)

where we have divided by ψ(z)ν(t)Icz . For (2.35) to be valid in the sense of SV, both the left-
hand and right-hand side must be equal to some constant, yielding

∂2ν(t)

∂t2
1

ν(t)
= −ω2,

∂2ν(t)

∂t2
+ ν(t)ω2 = 0 (2.36)

∂2ψ(z)

∂z2
GJ

Iczψ(z)
= −ω2,

∂2ψ(z)

∂z2
+
ω2

c2s
ψ(z) = 0 (2.37)

where c2s = G/ρ is the speed of sound of a shear wave in the material, and Icz = ρJ due to
symmetry. Hence, the solutions of (2.36) and (2.37) can be substituted into (2.34) yielding the
free vibration response of a bar. What is of interest is to investigate the solution of (2.37), as it
describes the torsional vibration pattern over the length of the structure. Its solution yields

ψ(z) = a1 cos(κz) + a2 sin(κz) (2.38)

where κ = ω/ct. This implies that we have to determine the boundary conditions applying for
our model, as mentioned in Section 2.2.5. We assume that the bar is fixed in one end, and free
to vibrate in the other end2. This gives the following constraints on ψ(z),

ϕ(0, t) = 0 =⇒ ψ(0) = 0

GJ
∂ϕ

∂z
(L, t) = 0 =⇒ ∂ψ

∂z
(L) = 0

(2.39)

where the first states that no angular displacement is occurring at z = 0, and the external torque
at z = L is zero. Applying the conditions in (2.39) to (2.38), we obtain the frequency equation
of the bar yielding

cos(κL) = 0 (2.40)

2This end-boundary can in the simple case resemble rotation of a drill string in an off-bottom setting, for a
vertical wellbore.
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Figure 2.6: First four φk(z) for a bar fixed in z = 0 and free at z = L. The cross denotes the
antinodes, and the circle denotes the nodes.

where a1 = 0 and a2 = 1 is assumed. The solution yields

κkL =
(2k − 1)π

2
, k = 1, . . . ,∞ (2.41)

hence the associated natural frequencies are obtained from κ2k = ω2
k/c

2
s as

ωk =

√
G

ρ

(2k − 1)π

2L
, k = 1, . . . ,∞ (2.42)

and its associated mode shape is then obtained from (2.38)

ψk(z) = sin

(
ωkz

cs

)
(2.43)

The physical interpretation of the mode shape of angular deformation in (2.43) is that this
is the twist along z described by ψk when the bar is vibrating at the natural frequency ωk. A
graph showing the first four mode shapes and their respective natural frequencies are presented
in Figure 2.6.

The decoupled system of equations is derived next. Now we have defined how the model
boundary conditions affect the deformation along z, and we will use this result in obtaining a
representation of the velocities and accelerations along z. In the assumed mode formulation, the
linear combination of the mode shapes, ψk(z), represents the motion during time from any given
initial condition. Hence,

ϕ(z, t) =
∞∑

k=1

ψk(z)ηk(t) (2.44)

where ηk(t) is a generalized coordinate associated with the specific mode shape. These coordi-
nates can then be structured into the total number of system generalized coordinates to describe
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2.2. Vibrations in mechanical systems

the configuration in time. Furthermore, by inserting (2.44) into (2.25), we get

Icz

∞∑

k

ψk(z)η̈k(t)−GJ
∞∑

k

ψ′′kηk(t) = Ta(z, t) (2.45)

where ψ′′k(z) = ∂2ψk(z)/∂z
2. Inserting for (2.37) in the second term of (2.45), multiplying with

the mode shape ψi, and integrating over the length, yields
∞∑

k

(
Icz

∫ L

0
ψkψidzη̈k(t) + Iczω

2
k

∫ L

0
ψkψidzηk(t)

)
=

∫ L

0
Ta(z, t)ψidz (2.46)

where Icz = ρJ . By performing the summation, we get

Icz

∫ L

0
ψ2
i dzη̈k(t) + Iczω

2
i

∫ L

0
ψ2
i dzηk(t) =

∫ L

0
Ta(z, t)ψidz (2.47)

where the orthogonality of the mode shapes [61] has been used, given by
∫ L

0
ψkψi = 0, k 6= i. (2.48)

Replacing the integrated term on the right-hand side of (2.47) with Ta(t)δ(z − zi)ψi(z)dz,
where δ is the Dirac-delta function. This ensures that Ta(t) is applied at zi, a point along z which
the torque is directed to. This yields Ta(t)ψi(zi) on the right-hand side of (2.46). The simplified
linear second-order modal decoupled equations of motion is then written as

Ici η̈i(t) + κiηi(t) = Ta(t)ψi(zi) (2.49)

where Ici = IczL/2 is the modal moment of inertia, κi = Iczω
2
i is the modal stiffness.

The assumed mode method was applied to describe the coupled torsional-lateral vibrations
of a drill string segment, presented in Tengesdal et al. [104]. The mode shapes in (2.43) are
then incorporated in the formulation of the inertia and stiffness matrices of the model. From a
computational perspective, the number of included modes for representation of wanted system
frequencies resulted in a smaller model state-space, compared to dividing the structure into a
large number of lumped elements. Using the assumed mode method with a finite number of
modes in combination with the Bond Graph methodology (see, e.g., Karnopp et al. [61, Chapter
10] and Margolis and Karnopp [68])), can provide useful lumped-parameter models being easily
coupled to other systems.

2.2.8 Natural frequencies

An undamped torsional pendulum is obtained by setting n = 1 in (2.32), assuming a symmetric
cross-section, and that θ0(t) = 0, the equation of motion is given as

ρJLθ̈(t) +
GJ

L
θ(t) = 0 (2.50)
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where ρJ = Icz , and L = ∆z. From (2.50), the fundamental frequency is given by ω =√
(G/ρ)/L. From (2.42), the exact fundamental frequency (k = 1) is

ω1 =
π

2L

√
G

ρ
=

π

2L
cs. (2.51)

Suppose that Icz,1 = . . . = Icz,n = Icz , and that for κ1 = . . . = κn = κ. Consider n discrete
elements with distance l = L/n between each lumped element. Using modal analysis, we can
obtain the lumped system natural frequencies by assuming that θ = ṽ cos(ωt−Φ), i.e., that the
masses oscillates with the same frequency ω. The lumped system natural frequencies from the
eigenvalue decomposition are obtained by

I−1Kṽ = λṽ (2.52)

where ṽ is the amplitude of the oscillations for each mode, and λ = ω2
i . For increasing n, using

J = 1 m4, L = 1000 m, G = 8000 MPa and ρ = 8000 kg m−3, the natural frequencies are
displayed in Table 2.1.

Table 2.1: Natural frequencies of an idealized undamped lumped torsional model.

(2.42) (2.52)
- n = 2 n = 10 n = 100

ω1 [rad s−1] 4.97 3.91 4.73 4.94

From the values in Table 2.1, it is clear that the natural frequencies of the lumped system
are under estimating the fundamental frequency if n is small. However, larger n will bring the
discretized system closer to its true continuum solution, with the cost of a larger state-space for
the model.

2.3 Friction modelling

In the modelling of drilling systems, the most immediate part of the system to characterizing
the uncertain nature by cutting rock is the friction forces and torques generated at the boundary
between the drill string and the borehole. Extensive progress has been made in the recent years
on empirical models representing the phenomena observed both in the field and by experiments,
and a good overview is given in [93].

Friction occurs as a counter-acting force or torque from the imposed movement of two sur-
faces in contact. In material sciences, the term asperities are used to characterize the rugged
surface on a microscopic scale.

Friction interaction can roughly be divided into a stiction, a break-away and a slip phase. In
the first phase, the friction given by the relative motion is larger than the object applied force.
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2.3. Friction modelling

As soon as the external forces reaches the break-away force, the object starts to slip. This effect
is denoted stick-slip motion. Simulations of systems modelled with strong friction interaction
such as stick-slip, can be challenging in terms of stability in numerical solvers, correct physical
interpretation, and input-output mapping [60].

2.3.1 Static models

Static friction models represent the friction being dependent on the relative velocity of the sur-
faces. Static in the sense that the model form an input-output map with no internal history of the
applied inputs, state variables, and its output. In its most common form, the friction of two dry
sliding surfaces is a force proportional to the direction of the velocity, given as

Ff = Fcosign(vr) (2.53)

where Fco denotes the Coulomb friction force – a friction shear force from the asperities between
the surfaces, vr = v − vs is the relative velocity of the surfaces, v is the velocity of the moving
object, vs is the surface velocity, and sign(vr) is the set-valued signum function defined as

sign(x) =





1 x > 0

0 x = 0

−1 x < 0

. (2.54)

The Coulomb friction force in (2.53) is given by the load Fn of the object perpendicular to
the sliding surface, and a coefficient of friction µk denoted the kinetic friction factor (subscript
k). Hence (2.53) is rewritten

Ff = µkFnsign(vr) (2.55)

where Fco = µkFn. Note that stiction applies when the relative velocity is zero, and |Ff | < Fs
where Fs is the static friction force. The static friction force is limited to |Fs| ≤ µs|Fn|, hence,
it will oppose the objects ability to move as long as the external forces from the system are
below its threshold. Note that the static and Coulomb friction are separated by µk < µs where
subscript k indicate kinetic while s denote static.

The friction force in (2.55) is for dry friction, while in the domain of oil & gas drilling,
most of the surfaces in contact are lubricated by a fluid film. As such, including a viscous effect
is beneficial to improve the model. Viscous friction are typically modelled proportional to the
magnitude and direction of the relative velocity, and in combination with (2.55), gives the force

Fcv = Ff + cvvr (2.56)

where cv is a coefficient of viscous friction typically dependent on the surface lubricant, geom-
etry of the surfaces in contact, etc. (In the case of drilling, this coefficient represent effects such
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as lumped drag forces due to pipe motion in mud). An observation that friction decreased to a
low point when vr 6= 0, as the dry contact between the object and surface were fully lubricated,
is denoted the Stribeck effect first described by Stribeck in 1902 [56]. One approach to model
this nonlinear effect is given as [6]

Fcv = Ff + (Fs − Fco)e−(vr/ṽ)
2
sign(vr) + cvvr (2.57)

where Fs is the static friction force, and ṽ is the characteristic Stribeck-velocity defining the
slope of the friction force decay. Note that for vr → 0, |Fcv| approaches |Fs|.

For implementation in simulation and use in control systems, the condition for zero velocity
needs to be addressed. For the static models implemented with the sign function the friction
forces is zero in the instant of vr = 0. In a simulation model, the external and inertia forces in
the system will then start to accelerate the object. The implication of this is an oscillatory system
state for vr in the neighbourhood of the origin, which has nothing to do with the physics of the
system. Hence, this means that the object should, in the moment of zero velocity, be at rest as
the friction counteracts the entire motion of the object.

A simplified modification of the friction force to overcome the challenges of system im-
plementation was presented by Karnopp [60]. In this approach, a zone around vr close to zero
defined by δv was included to capture frictional stiction at zero velocity.

The applied forces in the system are taken into account. In terms of (2.57) and noting that
the system applied force must overcome the static friction Fs to move, we have

FK =





F∑, |vr| ≤ δv, |F∑| ≤ Fs
Fssign(F∑), |vr| ≤ δv, |F∑| > Fs

Fcv (2.57), |vr| > δv

(2.58)

where F∑ is the sum of all of the external forces from the system computed when |vr| ≤ δv,
which is approximated by the zone δv. The first condition yields stiction, where the external
forces are too small to overcome the static friction. The second condition yields a stick-slip
transition, since at this moment the static force exceeds the break-away force and the friction
force is characterized by the magnitude of the Fs and the direction of the sum of forces. After
break-away, the object starts to slide (condition three), and Coulomb friction, viscous friction
and the Stribeck effect describes the friction force. The three static friction models discussed
until this point are sketched in Figure 2.7a.

In [65], a switch model was proposed. Instead of generating the friction force based on
a conditional statement, the system state x = [x, v]> where x, v is the object position and
velocity, was given by three conditions in the case of stick, transition stick-to-slip, and in the
slip phase. It was argued that this approach was numerically more stable. Two interesting models
was also proposed in [64], applying the parameters of the system model and the fixed time-step
to determine the friction force such that the velocity reaches zero in finite time.

Continuous representations of the discontinuous curve in Figure 2.7a, have been proposed
in literature (see, e.g., [18, 65, 72]). Hence, the Coulomb friction curve can be approximated by
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−vs
vs

−Fs

Fs

Fco

Fcv

δv
cv

vr

Ff

(a) Coulomb (solid line), viscous plus
Stribeck (dash-dotted) in (2.57), and the
zero-velocity zone in the Karnopp model
(dashed-grey area marks δv , with Fcv as the
slip friction force) from (2.58). The upper
limit given by the static friction is marked
with a cross.

(b) The definition of bristle displace-
ment in dynamic friction models.
Adapted with modifications from
[81].

Figure 2.7: Friction force curves, and the bristle displacement.

a smooth function, such as

F̃co = µkFn
2arctan(γ1vr)

π(1 + γ2|vr|)
(2.59)

where γ1 and γ2 represent the steepness and exponential decay of the Stribeck effect for the
continuous friction force. In the simplest case, F̃co = µkFn arctan(vr/v0) where v0 is a velocity
tolerance [81].

As a final note to this section, typically modern numerical solvers include zero-crossing
detection for vr, with adaptive time-step algorithms. Hence, static friction models such as (2.55)
can be utilized. When using constant time-step in numerical integration, commonly applied in
explicit solvers such as the Forward Euler and Runge-Kutta (see Section 2.5), the time step is
often required to be very small due to the discontinuity of the friction model. Hence, lower time-
steps are used to capture the stiction effects when the relative velocity approaches zero. In those
cases, the Karnopp model can be more efficient. However, it serves as an approximation due to
the zero-velocity zone.

2.3.2 Dynamic models

A disadvantage with the use of static friction models is the switching required at zero veloc-
ity. Additionally, dynamic effects reported in experiments such as variations in displacement
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(referred to as pre-sliding) during stiction, friction lag, and hysteresis are not present in static
models [80]. Dynamic models have been argued to be more accurate than static models, provided
that the parameters representing the dynamic effects are adequately given [64].

The Dahl model was one of the earliest dynamic models, including the static Coulomb fric-
tion and an approximation of the pre-sliding effect. This model created the basis for further
dynamic model development. The physical interpretation of the model is drawn towards the
stiffness of asperities represented by elastic bristles, shown in Figure 2.7b. Further on, we as-
sume that one surface is stationary such that vr(t) = v(t), which is typically the case when
material is being cut. The Dahl model can be expressed as a first-order low-pass filter given as
[80]

ḞD = −σ0
|v(t)|
Fco

FD + σ0sign(v(t)) (2.60)

where σ0 is described as the stiffness of the bristle, and it is noted that the model time-constant
TD = Fco/σ0|v| → ∞ as velocity approaches zero.

Let F̄D denote the steady-state friction force, and for ḞD = 0 we get

0 = −σ0
|v(t)|
Fco

FD + σ0sign(v(t)) =⇒ F̄D = Fco
v

|v| (2.61)

which is the Coulomb friction given in (2.53). The Dahl model can be considered efficient both
in terms of implementation and simulation. However, this model does not include stiction and
the Stribeck effect as described in [47, 80]. In [98], they propose a model building on the smooth
approximations of the static laws from Section 2.3.1, and additionally model the hysteresis effect
and memory by including a first-order low-pass filter similar to (2.60).

A generalization of the Dahl model in (2.60), was developed by de Wit et al. [24] and named
the Lund-Grenoble (LuGre) model. The same physical interpretation that the bristles acts as
springs, deforming during an increase in internal loading, is applied. The bristle deflection is
introduced as a model state, and the governing equations are given as

Flg = σ0η + σ1η̇ + σ2v (2.62)

η̇ = v − σ0
|v|

hlg(v)
η (2.63)

hlg(v) = (Fco + (Fs − Fco)e−|v/vs|
2

) (2.64)

where η is the internal friction state representing the mean deflection between the surfaces in
contact, σ0 is the spring stiffness coefficient of the bristle, σ1 is the corresponding damping co-
efficient, σ2 is the viscous frictional damping coefficient, and hlg(v) > 0 is a nonlinear function
typically representing the Stribeck effect.

In steady-state, when η̇ = 0, the bristle deflection η̄ is given as

η̄ =
v

σ0|v|
hlg (2.65)
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which gives the steady-state friction force from (2.62) as

F̄lg = σ0η̄ = hlg(v)sign(v) + σ2v (2.66)

which combines Coulomb friction and the Stribeck effects together with viscous friction as in
(2.57).

Dynamic friction models have the advantage of being accurate in describing hysteresis and
friction lag, and are well-defined for vr = 0. In terms of simulation, in large-scale simulations
where friction is influencing the equations of motion of many states, the dynamic model will
increase the state-space of the overall system. As such, implementations of static friction models
has received larger attention in systems with an already large state-space experiencing stick-slip
[81].

A Bond graph approach of the LuGre model was formulated in Tengesdal et al. [104], to
be included in the component-simulation study. Hence, the bristle velocity and relative surface
velocity was rearranged as

φ̇− ϕ̇(L, t) = −σ0hlg(ϕ̇(L, t), Fn) (2.67)

where φ̇ is the angular velocity of the bristle deflection, ϕ̇(L, t) is the angular velocity of the
drill string bit, and Fn represents the normal force, i.e., the weight-on-bit. Furthermore, the BG
element zero junction, an element for summing up the velocities of adjacent inertias, could be
applied.

2.4 Linear time-delay systems

In literature, the bit-rock models are often represented by a variant of Coulomb friction with
viscous effects due to the lubrication effect of the mud flow in the wellbore (see, e.g., de Wit
et al. [25] for proposing a control law using a dynamic friction model, Navarro-Lopez and Suarez
[74] for an application of the Karnopp zero-velocity model [60], and Real et al. [85] proposing
a regularization of a friction model). A friction model being discontinuous, which is commonly
the case for static models, will then yield a system with a set of equilibrium points.

The process of drilling rock is closely related to the dynamics of material cutting, where the
volume of material being cut by the tool, is typically dependent on the rotational speed of the
work-piece. Time-delays in the system dynamics appear due to the cutting tool being stuck on
the material for a period of time [46]. The effect of time-delays to describe the stability in axial
and torsional drilling systems has previously been addressed [23, 32, 88].

In the presence of a time-delay, the linear system in (2.2) can be written as

ẋ = Ax+ Aτx(t− τ) (2.68)

where Aτ ∈ Rnx×nx is the state delay matrix, and τ is the delay in the time unit of the system.
As described in Sipahi [96], t = 0 is assumed to be the common reference point in time.
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Compared to (2.2), where a finite set of initial conditions applies, the explicit nature of the
introduced time-delay yields an infinite-dimensional solution space, requiring definition of an
initial condition function [96]. Moreover, for the solution of (2.68) to be uniquely defined, an
initial continuous history function given by wi(t) ∈ {[−τ, 0),R} is needed, in which xi(t) =
wi(t) for t ∈ [−τ, 0) and xi is a vector component of x.

Methods of characterizing stability in linear time-invariant systems are well known, and
commonly confined to investigating the characteristic polynomial obtained from (2.68). This
equation determines behaviour of the system.

Using the Laplace transform of ẋ(t) given as

L(ẋ(t)) = sX(s)− x(0) (2.69)

where L is the Laplace operator, and noting that L(x(t− τ)) = X(s)e−sτ , the characteristic
equation of (2.68) is given by

f(s, τ) , det(sI−A−Aτe
−τs) (2.70)

where s is the Laplace variable, and x(0) = 0 is assumed for the time-domain system dy-
namics. This equation is commonly referred to as a quasi-characteristic polynomial due to the
exponential term [96]. The polynomial in (2.70) generates an infinite number of roots due to
the exponential function [46]. In order to investigate the stability of this system, with τ ≥ 0,
the critical roots and time-delays generating crossings are investigated. These are defined by the
frequency ω at the imaginary axis for s = jω, where j is the imaginary unit defined by j2 = −1.

Building on the material from previous work, a discussion of the stability for a drilling
system related to nominal critical speed margins for second-order lumped-multi-element models
was given in Tengesdal et al. [105]. The nominal critical speed margins were then inversely
proportional to the time-delay τ .

2.5 Numerical methods

A model consisting of ODEs developed from first principles or by empirical methods is either
solved analytically or by numerical integration to examine the model behaviour in time. The first
approach is often based on the application of the Laplace transform, hence, the model is linear
and can be structured as (2.2). For nonlinear models, exact solutions by analytical derivation
might be challenging or even impossible to obtain. For these models, numerical integration
methods are more convenient. Moreover, methods for solving (2.1) forward in time, with initial
value x(t0).

The mth-order Taylor expansion of ẋ(tk + h) around tk being a discrete time-sample with
h being a defined time-step is expressed as

x(tk + h) = x(tk) + hẋ(tk) +
1

2
h2ẍ(tk) + . . .+

1

(m)!
h(m)x(m) (2.71)
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where x(m) denotes themth time-derivative of x. Inserting for the unforced function in (2.1) for
ẋ, and only including the linear terms, a numerical approximation of the solution can be given
as

xk+1 = xk + hf(xk, tk) (2.72)

where xk+1 is the states of the system at tk + h, tk is the time for the sampled states, and
h = tk+1 − tk can be defined as the time-step. Equation (2.72) is the one-step Forward Euler
method.

The local error is defined as the error between the numerical solution and the exact solution
for tk to tk + h, i.e., one time step. For the Euler method, the local error can be given as

ek+1 = x(tk + h)− xk+1. (2.73)

Assuming that at least the second derivative of x can be obtained, (2.71) can be expressed
as

x(tk + h) = x(tk) + hẋ(tk) +
1

2
h2ẍ(tk) + . . . (2.74)

= xk + hf(x(tk), tk) +O(h2) (2.75)

where xk = x(tk), and the notation O(hm) denotes the higher-order terms. The order notation
is given as

Definition 2.2 ([62, Def. 10.1]). δ1(ε) = O(δ2(ε)), if there exist positive constants k and c such
that

|δ1(ε)| ≤ k|δ2(ε)|, |ε| ≤ c

Moreover, if the error is of order O(ε) the norm of the error is less than k|ε|.
To obtain the local error of the Euler method, (2.72) and (2.75) are substituted into (2.73),

yielding

ek+1 = O(h2) (2.76)

stating that the local error is of order O(h2), and according to [31], ek+1 = O(hσ+1) where σ
is the order of the method. Hence, the Euler method in (2.72) is of first order.

The global error can be defined by the difference of the numerical and exact solution from
t0 to tk + h, which according to [13] is of order O(h) for the Euler method, meaning that h is
proportional to the order of accuracy desired.
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Numerical stability for integrators can be studied under the assumption of a linear test sys-
tem, formally known as the Dahlquist test equation ẋ(t) = λx(t) [48]. Applying this equation
to a scalar version of the Euler method in (2.72), we get

xk+1 = xk + hλxk = (1 + hλ)xk (2.77)

and its stability function is then defined according to [31] as

R = 1 + hλ. (2.78)

A set characterizing the stability domain of the numerical method is given as [48]

S = {λh ∈ C; |R(λh)| ≤ 1} (2.79)

and for the Euler method, the stability domain is then obtained as

|R| = |1 + hλ| ≤ 1 (2.80)

which is a circle of radius 1, with centre in -1. Moreover, the time-step is required to be h ≤
−2/λi for real eigenvalues of the system, to ensure numerical stability.

A robust numerical method can be referred to as A-stable, if the method is stable in the entire
left-half plane for Re(λh) < 0, denoting the real part, i.e., no restrictions on the Dahlquist test
system [48]. For an extensive discussion on the topic of numerical integrator stability, including
stability regions for several methods, the interested reader is referred to, e.g., Hairer and Wanner
[48] and Egeland and Gravdahl [31, Ch. 14].

2.5.1 Runge-Kutta methods

A Runge-Kutta method computes the function values of (2.1) for points on the interval tk + h.
As such, the method is of higher-order given the number of stages being computed, and a final
calculation is a linear approximation of all the stages for xk+1. The stage computations and state
vector solutions for the next time-step are given as

ki = f(xk + h
σ∑

j=1

aijkj , tk + cih)

xk+1 = xk + h

σ∑

i=1

biki (2.81)

where aij is the weighting parameters for stage computations, bj weights the individual contri-
butions in the total solution, cj denotes the interpolation parameters. Note that

∑σ
i bi = 1 is

required for consistency, and necessary fo the RK method to be convergent [13].
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The Runge-Kutta coefficients are collected in a Butcher array with dimensions depending
on the order σ, given on the form

c1 a11 . . . a1σ
...

...
. . .

...
cσ aσ,1 . . . aσ,σ

b1 . . . bσ

=
c A

b>
(2.82)

where 0 ≤ c1 ≤ . . . ≤ cσ ≤ 1, c = Al, where A = {aij}, l = [1, . . . , 1]>, and an explicit RK
method is achieved by aij = 0 for i ≤ j, i.e., the elements aij in (2.82) are zero in the upper
triangle.

A common RK configuration is the order four explicit method with σ = 4. The matrix of
aij coefficients, ci and bi are given as

A =




0 0 0 0
1
2 0 0 0
0 1

2 0 0
0 0 1 0


, c =

[
0 1

2
1
2 1

]
, b =

[
1
6

1
3

1
3

1
6

]
(2.83)

By applying the method in (2.72) and (2.81) to obtain a solution forward in time for second
order systems, the state vector needs to be rewritten in first-order form.

2.5.2 Variations of Euler and Runge-Kutta methods for stochastic systems

In cases where the effects of uncertainty in the system is important, models described by Stochas-
tic Differential Equations (SDE) are relevant. This section includes two variations of the Euler
and RK method for SDEs. The general form of an unforced system described by an SDE is given
as

dx(t) = f(x, t)dt+ g(x, t)dv(t) (2.84)

where f is the deterministic part (equal to (2.1)) of the SDE denoted the drift function, g ∈
Rnx×nv is a matrix of diffusion terms, v ∈ Rnv×1 is a vector of standard Wiener processes, given
on the time interval t ∈ [t0, tf ]. Moreover, if g depend linearly on x the noise is multiplicative,
and if g is a matrix of constant values, the noise is additive.

The standard Wiener process v(t), or Brownian motion, is defined by its increments v(t)−
v(s), where s, t ∈ R, being normally distributed with zero mean and variance σ2 = I(t − s)
[12].

It is convenient to express discretized Brownian motion v(t)3 for tk to be evaluated by
numerical integration methods. The discretized Brownian motion with individual discrete incre-
ments is given as

∆vk = vk − vk−1, v0 = 0, k = 1, . . . , N (2.85)
3Note that in [100], the dvk notation was used on the discrete Brownian motion, hence, the separation of the

continuous counterpart was indicated by the subscript k.
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where ∆vk ∼ N (0, I
√
h), tk = kh, and N = tf/h is the number of increments from t0 to tf .

The numerical integration of an SDE in (2.84) have been based on approximating the inte-
grand of the diffusion term. An approximation of the stochastic part of (2.84) and its integral
is necessary due to the nondifferentiable state of dv (the variable is not related to any past or
present values). The stochastic integral is expressed according to [49]

∫ tf

0
g(x, t)dv = lim

h→0

N−1∑

k=0

g(xk, tk)

(
v(tk+1)− v(tk)

)
(2.86)

where tk = kh, and the right-hand side is the Riemann Sum. Note that (2.86) evaluates the
integral at tk, i.e., the left-hand points on the interval, denoted the Itô form, and a mid-point
evaluation of the integral is denoted the Stratonovich form [17]. Consequently, the methods of
approximating (2.84) are based on one of the two. A mapping is possible between the two, and
the choice depend on the analysis [13]. In this section we consider the Itô form, as this form is
the basis for the RK method applied in Tengesdal and Holden [100].

The Euler-Maruyama method can be applied for numerical integration of (2.84), being easy
to implement, and is given as

xk+1 = xk + hf(xk, t) + g(xk, t)∆vk (2.87)

where the ∆vk noise increments can be computed by a random number generator for N (0, 1)
scaled with

√
h. The Euler-Maruyama method has convergence4 of order 1/2 and reduces to

(2.72) for g = 0.
For increased accuracy of approximating the stochastic integral, stochastic methods of the

Runge-Kutta integrators have been developed ([91] for convergence to the Itô solution, [13] for
the Stratonovich solution, and [92] for both). A stochastic Runge-Kutta (SRK) method of order
3 was developed by Rößler [91], given as

xk+1 = xk +
σ∑

i=1

hαif(k̄i,0, ti,0) + γi,1g(ti,1, k̄i,1)∆vk + γi,2g(k̄i,1, ti,1)
1

2
√
h
v̂k (2.88)

where ti,p = tk + ci,ph for p = 0, 1, cp = A
[p]
s l is the weights, with A

[p]
s = {a[p]ij }, and the

elements of the vector v̂k are given by ∆v2·,k − h, and the stage computations are given as

k̄i,0 = xk +
σ∑

j=1

ha
[0]
ij f(k̄j,0, tj,0) +

σ∑

j=1

b
[1][0]
ij g(k̄j,1, tj,1)∆vk (2.89)

k̄i,1 = xk +
σ∑

j=1

ha
[1]
ij f(k̄j,0, tj,0) +

σ∑

j=1

b
[3][1]
ij g(k̄j,1, tj,1)h̄ (2.90)

4The order of convergence is defined as strong. See e.g., [13], for the definitions related to strong or weak order
of convergence for the SDEs. This is not further elaborated in this thesis.
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where the elements of the vector h̄ = [
√
h, . . . ,

√
h]>. Note that if g = 0 the scheme reduces to

the RK methods presented in Section 2.5.1. The modified Butcher table for the SRK in Rößler
[91] is given as

c10 a
[0]
11 a

[0]
1σ b

[1][0]
11 b

[1][0]
1σ

...
...

. . .
...

...
. . .

...
cσ0 a

[0]
σ1 a

[0]
σσ b

[1][0]
σ1 b

[1][0]
σσ

c11 a
[1]
11 a

[1]
1σ b

[3][1]
11 b

[3][1]
1σ

...
...

. . .
...

...
. . .

...
cσ1 a

[1]
σ1 a

[1]
σσ b

[3][1]
σ1 b

[3][1]
σσ

α1 . . . ασ γ11 . . . γσ1 γ12 . . . γσ2

(2.91)

where an explicit method is given by a[0]ij = a
[1]
ij = b

[1][0]
ij = b

[3][1]
ij = 0 for i ≤ j. Suppose σ = 1,

a
[0]
11 = a

[1]
11 = 0, b

[1][0]
11 = b

[3][1]
11 = 0, α1 = γ11 = 1 and γ12 = 0, then, (2.87) is obtained.

An explicit SRK method RI1W1 of deterministic order 3 and SRK order of 2 [91], is given
by

0 0 0 0 0 0 0
2
3

2
3 0 0 1 0 0

2
3 −1

3 1 0 0 0 0

0 0 0 0 0 0 0
1 1 0 0 1 0 0
1 1 0 0 −1 0 0

1
4

1
2

1
4

1
2

1
4

1
4 0 1

2 −1
2

(2.92)

Useful toolboxes have been developed including the two methods and methods of higher-order
convergence involving implicit methods. The reader is referred to [40], for the SDELab package
for MATLAB.

2.5.3 Numerical integration of second-order systems

One of the earlier numerical algorithms for solving structural systems described by second-
order ODEs was proposed by Newmark [75]. Instead of formulating the second-order system
into a state-space vector as (2.1), the matrices derived in Section 2.2.6 are used directly in the
integration method. This is favourable in terms of not increasing the dimension of the simulated
system.

The second-order system given in (2.29) from Section 2.2.6 is rewritten in a general matrix
form including proportional damping as

Mq̈(t) + Dq̇(t) + Kq(t) = τ (t) (2.93)
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where q̈ ∈ Rn×1 is the vector linear accelerations, q ∈ Rn×1 is the vector of linear displace-
ments, M ∈ Rn×n is inertia matrix, K ∈ Rn×n is the system stiffness matrix, D ∈ Rn×n is the
proportional damping matrix, and τ ∈ Rn×1 is the vector of external forces, and n is the num-
ber of lumped masses. Equation (2.93) represents an undamped mechanical system, and will be
used further on in this section.

An implicit method forms the Newmark accelerations, velocities and displacements of (2.93),
given as

qk+1 = qk + hq̇k +

(
1

2
− βN

)
h2q̈k + βNh

2q̈k+1

q̇k+1 = q̇k + (1− γN )hq̈k + γNhq̈k+1 (2.94)

where the initial position qk, velocity q̇k and acceleration qk at tk are approximations of q(tk),
q̇(tk), and q̈(tk), and βN and γN are the Newmark algorithm parameters. Furthermore, the
equations of motion of (2.93) are solved for the tk + h step

Mq̈k+1 + Dq̇k+1 + Kqk+1 = τk+1 (2.95)

and by inserting (2.94) into the above, we obtain the implicit equation for the accelerations as

(M + γNhD + βNh
2K)q̈k+1 = τk+1

−K
(
qk + hq̇k +

(
1

2
− βN

)
h2q̈k

)
−D (q̇k + (1− γN )hq̈k) (2.96)

where the two right-most term on the right-hand side in the brackets are denoted the predictor,
hence, the corrector equations are given as

qk+1 = qk + βNh
2q̈k+1 (2.97)

q̇k+1 = q̇k + γNhq̈k+1. (2.98)

For a linear second-order system, the Newmark method is described as A-stable, or uncon-
ditionally stable5 provided that the coefficients are given as [76]

γN ≥
1

2
, βN ≥ (γN + 1/2)2/4 (2.99)

where second-order accuracy in terms of an Trapezoidal rule [66] (which can be deduced by an
implicit two-stage Runge-Kutta method [31]) is obtained by choosing and γN = 1

2 and βN = 1
4 .

The displacements, velocities and accelerations can be expressed in an incremental form as

qk+1 = qk + ∆qk, q̇k+1 = q̇k + ∆q̇k, q̈k+1 = q̈k + ∆q̈k (2.100)
5See for example the analysis on a second-order linear test system in Chung and Hulbert [19], where uncondi-

tional stability relates to investigating the spectral radius ρ(A) = max(|λ1|, . . . , |λn|), where λi are the eigenvalues
of the amplification matrix A.
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where the increment in the forces are obtained in a similar manner, such that the incremental
equations of motion are given as

M∆q̈k + D∆q̇k + K∆qk = ∆τk (2.101)

A further rewrite of (2.100) using (2.94) yields the updated displacements and velocities
given as

∆qk = hq̇k +
1

2
h2q̈k + βNh

2∆q̈k (2.102)

∆q̇k = hq̈k + hγN∆q̈k. (2.103)

Using (2.102), the incremental accelerations are given as

∆q̈k =
1

βh2
∆qk −

1

hβN
q̇k −

1

2βN
q̈k (2.104)

where the solution of the unknown incremental displacement ∆qk are to be obtained next. Fur-
thermore, the incremental form of the velocities can be given by inserting (2.104) into (2.103),
yielding

∆q̇k =
γN
βNh

∆qk −
γN
βN
q̇k + h

(
1− γN

2βN

)
q̈k. (2.105)

To solve for the unknown incremental discplacement, necessary for updating the next it-
eration displacement, velocities and accelerations, we insert (2.104) together with (2.105) into
(2.101) yielding

M

(
1

βh2
∆qk −

1

hβN
q̇k −

1

2βN
q̈k

)
+

D

(
γN
βNh

∆qk −
γN
βN
q̇k + h(1− γN

2βN
)q̈k

)
+ K∆qk = ∆τk (2.106)

and re-arranging the latter yields the set of linear weighted equations to be solved for ∆qk,
expressed as

St∆qk = ∆τ̃k (2.107)

St =
1

βh2
M +

γN
βNh

D + K (2.108)

∆τ̃k = ∆τk +

(
1

hβN
M +

γN
βN

D

)
q̇k +

(
h(1− γN

2βN
)D +

1

2βN
M

)
q̈k

where St denotes the iteration matrix, and after obtaining ∆qk the accelerations are computed
from (2.104), the velocities are computed according to (2.103), and finally the states are up-
dated to tk + h for the ith iteration by (2.100). Moreover, user defined tolerance criteria can be
implemented to stop the iteration when the residual of the iteration is satisfactory.
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2.5.4 The generalized-α method

Variations with a basis in the method proposed by Newmark [75] have been made to allow for
controlling the numerical damping of the high-frequency modes in the systems. As such, the
interest is to achieve optimal numerical dissipation effects for a vibratory system without losing
accuracy. A method providing these features was proposed in Hilber et al. [50], and further
generalized in Chung and Hulbert [19] where the latter method was named the Generalized-α.
The α parameters are reformulations of the βN , γN to control the numerical damping in the
algorithm. According to Chung and Hulbert [19], the method is second-order accurate for an
unconstrained system.

Two αf and αm parameters are introduced, and we distinguish between the Newmark pa-
rameters γN and βN from Section 2.5.3 and γα, and βα presented in this section. The tk + h
time-step displacement and velocities from [19] are equal to (2.94), whereas the tk+h equations
of motion yields

Mq̈αm
k+1 + Dq̇

αf

k+1 + Kq
αf

k+1 = τ (t
αf

k+1) (2.109)

and the modified displacements, velocities and accelerations are given as

q̈αm
k+1 = (1− αm)q̈k+1 + αmq̈k (2.110a)

q̇
αf

k+1 = (1− αf )q̈k+1 + αf q̇k (2.110b)

q
αf

k+1 = (1− αf )qk+1 + αfqk (2.110c)

t
αf

k+1 = (1− αf )tk+1 + αf tk (2.110d)

and note that if choosing αf = 0, only the tk + h time step is accounted for; αm is used for the
inertia forces, and αf is used for restoring, damping and external forces.

The second-order accuracy of the method is provided by setting γα as [19]

γα =
1

2
− αm + αf (2.111)

whereas unconditional linear stability for the method is achieved by [66]

αm ≤ αf ≤
1

2
(2.112)

βα ≥
1

4
+

1

2
(αf − αm) (2.113)

hence, αf = αm = 0 reduces the Generalized-α method to the trapezoidal rule, equal to the
Newmark method.

For second-order ODEs, the proposed algorithmic parameters for optimal combination of
low-frequency and high-frequency dissipation in the Generalized-α method are given as

αm =
2ρ∞ − 1

ρ∞ + 1
, αf =

ρ∞
ρ∞ + 1

, βα =
1

4

(
γα +

1

2

)2

(2.114)
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where ρ∞ ∈ [0, 1] is a parameter for adjusting the amount of high-frequency dissipation [19],
and γα is calculated according to (2.111).

A modification to the method by Chung and Hulbert [19] was proposed by Arnold and Brüls
[7] for a generalized class of structural systems with non-constant mass matrices, including
constrained systems. Instead of computing the weighted formulation in (2.107), the residual of
(2.95) is iterated until a user-defined tolerance is met. Furthermore, this implies that dynamic
equilibrium is enforced at every time-step.

An auxiliary variable â used as an acceleration-estimate, in constrast to q̈αm
k+1, given as

(1− αm)âk+1 + αmâk = (1− αf )q̈k+1 + αf q̈k (2.115)

which is used to update the Newmark equations in (2.94). Moreover, at the first iteration of
each tk + h iteration procedure, q̈k+1 = 0 and âk is given by the previous time-step iteration.
Otherwise âk = αf q̈0. The Newmark equations are then rewritten yielding

qk+1 = qk + hq̇kn +

(
1

2
− βα

)
h2âk + βαh

2âk+1 (2.116)

q̇k+1 = q̇k + (1− γα)hâk + γαhâk+1 (2.117)

Suppose that the residual of a second-order system in its general form is expressed as

τ̃ (t) = M(q)q̈(t)− τ (q̇, q, t) (2.118)

where τ can be a vector of forces and torques acting upon a system, including restoring, damping
and external forces and torques. For the algorithm presented in [7], the iteration matrix St takes
the form of

St = Mβ′α + Dtγ
′
α + Kt (2.119)

where β′ and γ′ are defined as

β′α =
1− αm

βαh2(1− αf )
, γ′α =

γα
βαh

(2.120)

where it is noted that St is similar to (2.108), with the corresponding Generalized-α scaling. The
iteration matrix in the Generalized-α algorithm [7] is given by the partial differentiations of the
residual, yielding

Dt =
∂τ̃

∂q̇
, Kt =

∂τ̃

∂q
(2.121)

where Dt and Kt denotes the tangent damping and stiffness matrices, respectively. Again, for
αm = αf = 0, and if (2.118) comprise of a second-order linear system, St reduces to (2.108).
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2.5.5 Remarks on the presented methods

Four existing methods for numerical integration of ODEs have been presented, along with two
for integration of SDEs. The first two, forward Euler and Runge-Kutta, are introductory methods
commonly applied to linear and non-stiff nonlinear systems (Stiff in the sense of large magni-
tude difference for the system eigenvalues). These methods are implementation friendly in the
sense of low complexity and additionally being derivative-free, as opposed to implicit methods.
The forward Euler and Runge-Kutta method have been applied to systems such as drill string
models in [38, 110], and [70] (RK4 with variable time-step). For real-time applications, fixed
step methods are required as the real-time system simulation is performed in discrete time. The
CPU time it takes to calculate the system states and produce the output is required to be within
the time step of the simulation, hence, shorter than the wall-clock duration of a time-step [8].
Hence, if it’s the case that the Euler or the RK method is numerically stable for the system, these
are computationally favourable methods for real-time simulation.

To maintain the state-space dimension, the Newmark and Generalized-αmethods are formu-
lated to integrate the second-order systems directly. This is convenient, considering the structure
of the drill string models can be described as second-order ODEs on the form of a scalar har-
monic oscillator given as ẍ(t) + ω2

nx(t) = 0. Recall the stability definitions in Section 2.5;
the harmonic oscillator eigenvalues are ±jωn, evidently leading to an amplification of the nu-
merical solution using an Euler method. The Newmark and Generalized-α methods are implicit
methods, requiring solving of the displacement increments at every time-step. Additionally, the
Generalized-αmethod requires derivation of the iteration matrix, St, by partial differentiation of
the residual forces and torques of the system, in the worst case performed online. For a nonlin-
ear system, this not always a trivial case. If approximations are used the equilibrium conditions
during the internal iteration by balancing the forces might not be met. However, in the aspect of
drilling systems, the Generalized-α showed to be comparable in terms of computational speed
with a fixed-step RK4 method in [103].
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Chapter 3

Contributions

The work in this thesis has presented new applications targeted for simulation & control of
drilling systems. Three dynamic drill string models have been developed, and additionally, a
system for automating tripping while ensuring stable wellbore parameters is proposed. The main
contributions in this thesis are summarized in the following sections.

3.1 Identification and Optimal Control for Surge and Swab
Pressure Reduction While Performing Offshore Drilling
Operations

In this paper, an automatic drill string tripping system is proposed based on an unscented Kalman
filter and nonlinear-model predictive controller (NMPC) for reducing surge and swab pressure.
A stochastic differential equation (SDE) system is used to formulate the simulation model, being
a discrete hybrid mechanical and hydraulic model. The hydraulic model is drawn from [41]. The
frictional pressure forces in the wellbore and inside the drill-string are inherently coupled with
the drill string velocity in the applied friction model.

To effectively compensate for pressure transients and achieving desired wellbore pressure
profile, a supervisory control system was developed in terms of an NMPC, with state and pa-
rameter estimates supplied by an UKF. The SDE formulation is used to derive the estimator
model. The estimated parameters are coupled to the nonlinear pressure forces due to friction in
the annulus, hence, the UKF only assumes a quadratic flow velocity friction model. Performance
of the suggested control system is shown by extensive simulations comparing three implemen-
tations for offset-free tracking of bottom-hole pressure.
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3.2 Component-based Modeling and Simulation of Nonlinear
Drill-String Dynamics

This work proposes a dynamic drill string model formulated in component form by Bond Graphs.
Furthermore, the lumped parameter model comprises the dynamics for coupled torsional and lat-
eral motion. The Bond Graph methodology provides a systematic method of interfacing submod-
els in larger system simulation applications. Compared to previous related work, the presented
work yields a model comprising of assumed modes. As such, the accuracy is dictated by the
number of modes included. Hence, the state-space is reduced compared to using the lumped-
mass formulation for vibration analysis, and relevant system frequencies are better estimated
from the input of the subsystems.

The mode shape functions are derived by solving the eigenvalue problem for a fixed-free
Euler Bernoulli beam, longitudinal bar, and shaft. The paper also includes a formulation of the
Lund-Grenoble friction model in terms of Bond Graph elements, coupled with the drill string
component model. The drill string model presented in this work can be included in system
simulation case studies.

3.3 Modeling of Drill String Dynamics in Deviated Wells for
Real-time Simulation

In this work, a lumped-parameter drill string model was developed for analysing coupled tran-
sient behaviour in arbitrary three-dimensional wellbores. The wellbore is effectively a paramet-
ric curve, and the dynamics are modelled as a perturbation from the nominal wellbore config-
uration. Previous work and models for three-dimensional analysis and simulation tend to be
complex and in many cases require Finite Element analysis to be solved numerically. The pro-
posed model is developed by applying Kane’s method based on the Newton-Euler formulation,
shown to be sufficient for real-time simulation and control in robotics.

By comparing the Generalized-α method and the Runge Kutta method of order 4 (RK4), a
perspective of solver accuracy and error propagation when increasing the time-step is discussed.
Using RK4 as the base case, it was shown that Generalized-α is an attractive solver both in terms
of simulation speed and robustness to larger time-steps. The benefit of introducing a methodol-
ogy related to robotics is in the application of tools to analyse stability and establish control laws
for directional drilling, as an example. Furthermore, a feature of this work is relating the topic
of drill string modelling with robotic manipulators.
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3.4 A Discussion on the Decoupling Assumption of Axial and
Torsional Dynamics in Bit-rock Models

This paper presents a discussion on the model coupling of axial stability and lumped-parameter
elements and a two-degree of freedom lumped-multi-element model for on-bottom drill string
analysis. The proposed model is a generalization of the previous lumped single element drill
string models being coupled with the bit-rock model from [88]. For previous lumped-parameter
models, such as [9, 10], the axial stability is a special case with a single lumped element. An
extension was analysed in Nandakumar and Wiercigroch [73], for the coupled axial and torsional
stability with a single lumped element. The stability in these works is also discussed in terms of
changing system parameters such as damping and eigenfrequency.

The work presented in [105] is a generalization of these models including coupling to the
number of model elements. As such, the stability conditions downhole for higher-order models
are shown to be dependent on the included number of lumped elements, together with the system
parameters. The purpose of the paper is to extend the analysis of single element stability of two-
degree of freedom models towards the higher-order lumped element models.

The higher-order lumped models are relevant in implementing real-time drilling models in
either semi-analytical form or as ordinary differential equation systems. As such, towards the
new digital field of drilling with computer assistance and control, the work in this paper con-
tributes with a discussion of the stability of lumped element models.

3.5 Comparison of the proposed models

The work in this thesis comprises of four models being modified or extended (Paper I and IV)
and two new models (Paper II and III). To compare relevant performance measures for these
models, Table 3.1 gives an overview of the proposed models concerning the measures of real-
time applicability, control, and implementation complexity.

Table 3.1: Overview of the evaluated characteristics for the proposed models.

Model RTA Control Complexity

Paper I Intermediate High Intermediate
Paper II Low Intermediate High
Paper III High Intermediate Intermediate
Paper IV Intermediate High Low

The measures evaluated as low, intermediate or high being shown in columns two to four in
Table 3.1 correspond to the following explanations:
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Real-time Applicability (RTA) here the measure of model ability to approach real-time
characteristics for implementation in control systems or
for parameter estimation purposes.

Control Applicability here the measure of model applicability towards control
system design and implementation.

Complexity (Implementation) here the level of model complexity for implementation in
computer simulation environment (MATLAB, Modelica,
Python etc.)
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Chapter 4

Concluding remarks and outlook

Each section in this chapter summarizes the conclusions for each field of study and provides
suggestions for future work regarding the material presented in the four included papers.

4.1 Wellbore integrity and control

The work in [100] presented an automated tripping and wellbore pressure attenuation system
based on combining an unscented Kalman filter (UKF) with a nonlinear model-predictive con-
troller (NMPC). The longitudinal drill string motion was modeled by a lumped parameter model
with one element, as input to a hydraulic model drawn from [41] modified to include choke flow.
To include the uncertain nature of the wellbore dynamics and facilitate state- and parameter es-
timation, the dynamics were represented as a set of stochastic differential equations. Hence,
average fluctuations which can be interpreted as modelling errors, or process noise are imple-
mented. To investigate the behaviour of the stochastic system, a stochastic RK method detailed
in [91] was applied.

Since the estimator was proposed to predict the nonlinear frictional pressure forces arising
from fluid shear stresses, system observability was shown to be limited when mud circulation
was shut off. The simulator with NMPC control for automatic tripping was analysed through
three simulation studies, comparing three methods of handling offset-free tracking of pressure
set-points and drill string trajectory. Including the integrated error directly into the cost function
for the NMPC, as compared to using a disturbance model, showed the best results in terms of
tracking. Additionally, the results of tracking pressure set-points at two locations in the wellbore
were presented.

The estimator-controller system proposed in [100] applied a field-data-validated hydraulic
model. However, computer experiments were only provided in this work and the cases were not
replicating any realistic field data from tripping in an offshore well. This is considered future
work, hence, the result and discussions provided in the paper may provide insight into optimal
control design and applicability of SDEs for drilling simulators.
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4.2 Dynamic modelling of drill strings

Lagrangian mechanics were used to expressing the dynamics for a drill string in a vertical well-
bore in Tengesdal et al. [104]. Furthermore, this work was an extension of [102]. The equations
of motion were developed by considering a spatial disc-element under torsion and using the
method of assumed modes to describe the elastic deformation over the entire drill string length.
Within the Bond Graph (BG) framework, the equations of motion were structured using vector
BG elements to form a component model of the drill string. The BG elements were defined from
the Lagrangian, comprising momentum and generalized velocities as state variables. Hence, the
model is reformulated to a first-order form particularly useful for numerical simulation.

The model included dynamics governed by lateral bending, longitudinal motion, and tor-
sional deformation. Features considering coupled torsional and lateral vibrations were analysed
by model reduction and in terms of simulator performance. The results from [102] were revised
and extended to also include a study on applied friction at the bit by including the LuGre friction
model. It was assumed that the cross-section was uniform along the length of the drill string.
The implication of this is that isolated studies on configurations only including drill pipes or a
BHA are available in this model.

Further work regarding this model should allow for at least the coupling of two different sec-
tions on the shaft, to be able to include BHA in analyzing realistic drill string configurations. It
is also suggested to include a realistic friction model illustrating the on-bottom drilling process.
Hence, further studies can be based on the work in Detournay et al. [27] for the deterministic
case. Moreover, it can be interesting to expand the model into a stochastic system due to the
uncertainty of the drilling process (see, e.g., the work by Ritto et al. [89, 90]). It is worthwhile to
mention that the work in [104] may not be limited to oil & gas drilling, hence, implementation
to study the twisting of shafts in machinery system can be a relevant application.

4.2.1 Dynamics in directional wells

Based on both the formulation of a rigid and elastic body in space used in [104] and the lumped-
multi-element model presented in [105], the last paper introduced a link between the robotic
framework of describing manipulator systems and drill strings. In Tengesdal et al. [103], Kane’s
method was used to propose a lumped multi-element drill string model suitable for directional
well configurations confined to parametric curves. Moreover, having established the desired tra-
jectory of an offshore or onshore well, the dynamics of the drill string being “placed” onto it is
readily formulated.

Unlike formulating the system energy to derive the equation of motion, Kane’s method is
based on the Newton-Euler formulation. The forces of constraint are eliminated by using the
principle of virtual work, which is formulated by the quantities known as partial velocities.
These are in turn used to direct the inertia and external forces and torques in the direction of
the generalized speeds selected for the system, which have no direction and only a magnitude.
The generalized speeds can be a linear combination of, or just selected equal to, the system
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generalized velocities, as was done for the drill string system [103]. In the latter, the model
equations could have equally been obtained by the Lagrangian, as was done in [104]. However,
the number of coupling terms for multiple-element systems being interconnected can increase
by deriving the equations of motion using the system energy and partial differential equations in
the Lagrangian. In some cases, the magnitude of these are small, and could only lead to increased
computational demand [59].

The real-time characteristics of the model and numerical solver were compared with a
Generalized-α method and an RK4 method, investigating the error of the Euclidean norm of
the bit trajectory. Numerical stability was shown to be dictated by the contact stiffness in the
model. From the applied input sequence at the rig-block, it was seen that the Generalized-α
solver was robust to larger time-steps, and in a similar range for simulation time as the RK4.
The RK4 diverged for time-steps larger than 10−2, exceeding its numerical stability limit.

Due to space limitations in the paper (and time limitations for the doctoral studies), future
work should be performed to expand the wellbore curve while performing a numerical simula-
tion. This could provide an interesting feature during online simulation of the model in parallel
with drilling operations, to predict behaviour in new well segments in future time. An extended
simulator study could also bring to evidence an optimal model-solver configuration suitable for
implementation in practical scenarios.

4.3 Stability for lumped multi-element drill string models

The work in Tengesdal et al. [105] provided a formulation and stability analysis of a higher-order
lumped-parameter drill string model coupled with a bit-rock interaction model. Properties of the
off-bottom models presented in Hovda [52, 53] were used and extended to the on-bottom case
described by ODEs. The drill string was modelled as a series of alternating springs and point
masses. The analysis has its basis in the bit-rock model from the work in Richard et al. [88]
and relates to previous work in Besselink et al. [9], and [26, 73] using single lumped-element
models. As such, [105] extends this to lumped-multi-element models, and stability on behalf of
decoupling the axial and torsional model is discussed.

By incorporating the bit-rock model from [88], the system described in brought to a state-
dependent delay differential equation form with a time-delay term, dictating the stability of the
system. It is proposed in [105] that the decoupled generalized system stability indicates that the
stable region is reduced with an increased number of lumped model elements, and trends towards
zero. Furthermore, it was concluded from the analysis on the model that including the nonlinear
coupling in axial and torsional dynamics when discussing the stability of operating points would
be advisable. Finally, a simulation of two wellbore configurations is presented with a stability
map when including a BHA.

Validation of model stability boundary towards vibration measurements during drilling should
be performed. Isolating the field data from axial and torsional motion may be one approach
for comparison. However, as the vibrations are coupled, extending the analysis to a three-
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dimensional model with lateral motion (as discussed in [105]) might be a better option before
experimental validation is performed. Furthermore, future work can be to extend the stability
analysis to the model proposed in [103] included in this thesis.

4.4 General outlook

The work presented in this thesis is mainly based on simulation to analyse system behaviour.
The largest part of the thesis work has been devoted to establishing the modelling framework
and development of the models. Applicable to all the work in this thesis is model verification, in
the sense of efficient implementation in software such as MATLAB, Python or Modelica based
tools, benchmarking with acknowledged models in the literature, and validation of the model
behaviour compared to what is observed in the field. These topics should be of main concern in
future work on the subject.

A final note is on the topic of control for the proposed drill string models. Except for the
model predictive controller proposed for the combined hydraulic and mechanical model in [100],
the models have been analysed with the proportional-integral-derivative (PID) controller, in form
of supplying the torque input to the drill string. It would be interesting to proceed with control
law design, specifically for [105] and [103], including designing laws with increased capabilities
of damping excessive vibrations during drilling.
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Paper I

Identification and Optimal Control for Surge and Swab
Pressure Reduction While Performing Offshore Drilling
Operations

N. K. Tengesdal and C. Holden.
Identification and Optimal Control for Surge and Swab Pressure Reduction While Performing
Offshore Drilling Operations
2020, Modeling, Identification and Control (MIC), Vol. 41, No. 3, pp. 165-184

Errata

In Section 4.2, page 174, 4th paragraph: The applied integration method was mentioned to be
the Runge-Kutta Maruyama order 4 from [91]. This was incorrect. The correct description of the
method applied in the paper is a 3rd order Stochastic Runge Kutta (SRK) method RI1W1, with
convergence of order 2, from [91].
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Abstract

In this paper, an unscented Kalman filter (UKF) coupled with a nonlinear model-predictive controller
(NMPC) for a hydraulic wellbore model with multi-variable control and tracking is presented. In a
wellbore, high drill string velocities in operational sequences such as tripping might result in surge and swab
pressures in the annular section of the wellbore. To overcome these challenges, a controller incorporating
safety and actuator limits should be used. A second-order model is used to predict axial drill string velocity
downhole. With a NMPC specifying the block position trajectory, choke flow reference, desired back-
pressure pump flowrate and stand-pipe pressure, we can automatically supervise and control the pressure
in the wellbore. To compensate for unmeasured states, an estimator is designed to predict the frictional
pressure forces in the wellbore and filter noisy measurements. A stochastic approach for the hydraulic
model is taken, including variance of the average fluctuations for the flow and pressure states. Comparing
three NMPC configurations, the result of using an integration of the tracking error in the prediction model
gave best offset-free tracking of the bottom-hole pressure. The controller compensates for the unknown
fluctuations, and is shown to be robust towards model mismatch. Including the mechanical system in the
NMPC prediction model, we can effectively constrain the predicted axial drill string velocity to reduce
the pressure oscillations and achieve tracking of bottom hole pressure and choke differential pressure. The
outcome is shown through extensive simulations to be an effective control strategy, reducing the pressure
spikes while tripping.

Keywords: Offshore-drilling, Nonlinear Estimation, MPC, Nonlinear Control, Offset-free control

1 Introduction

Drilling an offshore well is comprised of sequences to
be executed in a safe and efficient manner to reduce
pressure fluctuations in the wellbore. Tripping, either
running-in or running-out sections of drill string (DS)
pipe, are done to extend or shorten the DS assem-
bly while drilling a well. In these operations, typi-
cally the cost due to time is larger than the production
costs, requiring the highest rate-of-penetration possi-
ble. Furthermore, increasing tripping speed might lead

to instability in the wellbore known as surge, and swab
pressures occurring in the annular section (Rasmussen
and Sangesland, 2007; Lyons et al., 2015). An offshore
drilling process is illustrated in Figure 1.

Automatic pressure control is a measure of stabi-
lizing the transient pressure in the wellbore. Im-
plemented in the process control of the drilling-
rig, the conventional Proportional-Integral-Derivative
(PID) controller is used to control the subsea or top-
side choke valve, creating a back-pressure in the well
to effectively control the bottom hole pressure (BHP)

doi:10.4173/mic.2020.3.3 c© 2020 Norwegian Society of Automatic Control
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(Gravdal et al., 2018). However, as pointed out in
Gravdal et al. (2018), changing conditions in the well-
bore due to well geometry, open-hole sections, forma-
tion and fluid properties, along with changing tempera-
ture profile along the well can limit the PID controller
in terms of required re-tuning during the operations.
These quantities are in many cases dependent on the
movement of the DS, and it is emphasized that the
control law should oppose limitations on the mechani-
cal side of the drilling operation (Cayeux et al., 2014).
Application of automatic control to obtain reference
tracking of the bottom-hole pressure (BHP) with tight
pressure margins is commonly referred to as Managed
Pressure Drilling (MPD). On the other hand, for wider
margins the fluid density is typically adjusted to main-
tain desired well pressure (Nygaard et al., 2007b).

The challenges of maintaining a stable wellbore are
connected to the reliability of the measurement data
and the physical model used for real-time wellbore
state prediction (Cayeux et al., 2014). Sensors used
for well control are mud-pulse telemetry, wired drill-
pipe transmitting pressure measurements to the sur-
face, and the gyro in the bottom-hole assembly (BHA).
Mud-pulse is restricted to cases where sufficient flow
is maintained. Currently, drilling-rigs are equipped
with higher fidelity sensor packages, such that more ad-
vanced control systems can be utilized (Cayeux et al.,
2010). As such, a broad research field on soft sen-
sors is available in terms of observer-based applications
(e.g Stamnes et al. (2008)) and the use of Kalman fil-
ters (KF) (e.g. Nygaard et al. (2006); Gravdal et al.
(2010)). Filtering techniques are methods to provide
additional insight, parameter estimates of unobserved
process variables with minimum variance and bring re-
dundancy in the measurement data.

Control design in MPD applications traditionally re-
strict to the use of the choke valve (Meglio and Aarsnes,
2015). The choke valve is the variable restriction in the
mud return flow from the annulus. A rotating circula-
tion device is included at the top of the well to seal off
the annulus between the DS and borehole wall (Down-
ton, 2012). However, an advantage is to combine the
choke with the mud circulation system and draw works
to further increase the capabilities when tight pressure
margins are present and longer reach wells are drilled
(Godhavn, 2009). In terms of choke control, see for
example Nygaard et al. (2007a); Stakvik et al. (2016);
Zhou (2018).

In multi-variable control, a supervisory control sys-
tem is included to set reference points to sub-level
controllers (typically PID) directly actuating valves,
pumps, etc. In MPD applications for controlling pres-
sures at defined locations, model-based schemes are
commonly applied. Typically, a first-order model com-

Rig floor Mud pump

Choke valve

vs

qc

qbpp

∆pc, uc

pin

dw

q2

p1

qi

pi

qi+1

qn−1

pn−1
qn

−qv
pn

vs

dw,2

dw,i

dp, Ap

dj, Aj

dw,n, dc, Ac

db, Ab

Figure 1: A sketch of an offshore drilling operation.
The variable vs denotes the tripping speed.
Green dashed lines mark the boundary of
each segment in the model.

prised of ordinary differential equations is sufficient for
capturing the transient pressure and flow effects (Kaasa
et al., 2012; Gjerstad et al., 2013).

Linear model-based control schemes have been stud-
ied extensively in Nygaard et al. (2007b); Breyholtz
and Nygaard (2009); Breyholtz et al. (2010) and
Møgster et al. (2013). The latter utilizes the WeMod
high fidelity well simulator with Equinor’s SEPTIC
Model Predicitive Control (MPC) software. In these
studies, the DS velocity is manipulated directly.

In terms of nonlinear multi-variable control, the non-
linear MPC is using a nonlinear model to calculate
the process inputs. A comparsion between a PI con-
troller and a NMPC using a low-order model is given
in Breyholtz et al. (2009), were the control design was
additionally tested on a high-fidelity dynamic model
used in offshore drilling. In Pedersen et al. (2018),
choke pressure, pump flow and the separator are con-
trolled to achieve multi-objective control with no DS
dynamics. The work considers underbalanced drilling
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which is a variant of the MPD, allowing reservoir pro-
duction during drilling. The work of Nandan and Im-
tiaz (2017) includes an NMPC for switching between
tracking of BHP and kick-attenuation in the wellbore,
showing promising results by using the choke valve for
control when performing pipe connections.

In this paper, we combine both the mechanical and
fluid domains by means of a hoisting model for the axial
DS dynamics, along with a first-order lumped parame-
ter model with first-principles mud flow dynamics from
Gjerstad et al. (2013). The frictional pressure forces
in the wellbore and inside DS are inherently coupled
with the DS velocity in this model. To effectively com-
pensate for pressure transients and achieving desired
wellbore conditions, we develop a supervisory control
system in terms of a NMPC, with state and parame-
ter estimates supplied by an UKF. We assume sparse
knowledge of the frictional pressure forces in the annu-
lus, and show the performance of the suggested control
strategy through extensive simulations.

The rest of the paper is organized as follows: Sec-
tion 2 gives the preliminaries of the methods and theory
used in this paper. Section 3 gives an overview of the
hydraulic wellbore model which is extended with dy-
namics of the hoisting system. Section 4 includes a sur-
vey on the aspect of system identification for the well-
bore when the flow is limited through the bit nozzle,
the estimator design and a test case. Section 5 presents
the control design, with nonlinear model-predictive
control. Section 6 shows the result of the work through
extensive simulation case studies with Section 6.3 giv-
ing a discussion on the results. Section 7 gives the
concluding remarks on the work.

The nomenclature used in the paper is summarized
in Table 1.

2 Preliminaries

In this section, we present the preliminaries on mod-
elling of lumped fluid flow in a pipe, the general
stochastic differential equation with continuous Wiener
processes, and finally an overview of nonlinear estima-
tion in terms of the unscented Kalman filter. This is
intended to give the reader some familiarity with the
topics presented and the developed material in this pa-
per.

Conservation of mass in a control volume is defined
by the continuity laws, which are given as (Egeland
and Gravdahl, 2002)

Vc
β
ṗ = −V̇c − q1 + q2 (1)

where Vc is the volume, β is the bulk modulus, p is
the pressure, q2 is flow into the volume and q1 is the

Table 1: Nomenclature

DS Drill string
PID Proportional-integral-derivative
BHP Bottom-hole pressure
BHA Bottom-hole assembly
MPD Managed-pressure drilling
KF Kalman filter

MPC Model predictive control
NMPC Nonlinear MPC
UKF Unscented Kalman Filter
SDE Stochastic Differential Equation
EKF Extended Kalman Filter
SP Sigma Points

RIH Run-in-hole
POOH Pull-out-of-hole
OCP Optimal control problem
NLP Nonlinear programming problem

RMSE Root-mean-square-of-error

flow out of the volume. Using dρ = ρ
βdp, and assuming

equal density at the inlet and outlet of Vc, we con-
sider positive flow direction upwards in the vertically
oriented control volume.

Equivalently, we can express the momentum balance
in terms of the rate-of-change of flow rate as a func-
tion of the net fluid pressure in the control volume (as-
suming that pressure is uniform in the volume) (Kaasa
et al., 2012)

Mq̇ = pf (q) + p1 − p2 (2)

where M is a fluid constant, pf is the frictional pressure
losses, p1 is the upstream pressure in the control vol-
ume and p2 is the pressure downstream of the control
volume.

2.1 Stochastic differential equations

In general, many systems express a stochastic nature
and therefore need to be treated with a deterministic
and a stochastic part. A stochastic differential equa-
tion (SDE) in general form is given as

dx(t) = f(x,u,θ, t)dt+ g(x,u,θ, t)dv(t) (3)

where f is the deterministic part of the SDE, g is the
diffusion term, θ is a system parameter vector, v(t)
is a standard Wiener process (Brownian motion) de-
pending on the time interval t ∈ [t0, tf ]. The difference
v(t)−v(s) is normally distributed with zero mean and
variance σ2 = I(t − s). Then, defining h as the time
step h = (tf−t0)/N and N is the number of increments
from t0 to tf , we have

vj,k − vj,k−1 = dvj,k, v0 = 0, k = 1, . . . , N (4)
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where j is the number of noise variables, dvk ∼
N (0,

√
h) and tk = k h.1 To integrate the second

part, including the diffusion term, an approximation
of the stochastic integral is used due to the nondif-
ferentiable state of dv (the term is not related to any
past or present values) commonly either the Itô or the
Stratonovich form (Chirikjian, 2009).

The SDE in (3), is then approximated numerically by
a Taylor series expansion of defined order (here order
1, Euler or Runge Kutta-Maruyama) to simulate the
stochastic behaviour.

The discrete-time measurement is formulated as

yk = h(xk) + wk (5)

where yk is the sampled measurement values, h is the
observation model, wk ∼ N (0,R) is the zero-mean
discrete-time measurement noise and R is the noise
covariance.

2.2 The unscented Kalman filter

Physical states are in many cases not observable di-
rectly from the measurements. The system identifica-
tion tool to obtain the system states or parameters (or
combined) are the estimator. Estimation schemes ap-
plicable to nonlinear dynamics include the Extended
KF (EKF) and the UKF. The EKF involves lineariza-
tion of the system and observation model, to propa-
gate the state and error covariance in time. However,
divergence of the filter estimates can occur if the lin-
earized model poorly represents the actual model and
when large steps out from the linearized point (x∗,u∗)
are taken (Brown and Hwang, 2012, Chapter 7). The
linearization is performed as

φ =
∂f

∂x>

∣∣∣∣
x̂,u

, H =
∂h

∂x>

∣∣∣∣
x̂,u

where φ is the linearized system transition matrix, H
is the linearized output mapping matrix. To overcome
the challenges, the UKF was introduced in Julier and
Uhlmann (1997).

Using a nonlinear transform, the UKF estimates the
system probability density function through a deter-
ministic, minimal set of sigma points (SP). The use of
SPs enables better approximation of the true mean and
covariance by using a 2nd-order approximation, unlike
the 1st-order approximation of the extended KF.

In this section, we consider the discrete-time dynam-
ics of xk and additive noise in the system. The notation
xk|k−1 denotes the current sample given last sample
time information about the mean. The time-update

1The Wiener process has infinite variance when t→∞.

starts with a new draw of estimator SPs, Xk, calcu-
lated according to the initial estimated mean of x̂k−1

from last sample-time tk as

X 0
k = x̂k−1,

X ik= x̂k−1+
√

(nx+λ) coli(U),

X i+nx

k = x̂k−1−
√

(nx+λ) coli(U)

(6)

where U = chol(P̂)> is the Cholesky factorization of
the state covariance matrix2, coli(U) is the ith column
and nx is the number of system states. The weights,
determining the impact of each SP state is given as

ω0
µ =

λ

nx + λ
, ω0

P = ω0
µ + 1− α2 + β

ωiµ = ωi+nx
µ = ωiP = ωi+nx

P =
1

2(nx + λ)

where ωiµ is the mean weights, ωiP is the covariance
weights, λ = α2(nx +κ)−nx, α determines the spread
around the mean, β = 2 assuming Gaussian distribu-
tion of x̂k, and κ = 3−nx is the scaling factor (Brown
and Hwang, 2012).

The predicted mean xk and covariance Pk are com-
puted based on the nonlinear transformed stochastic
variable, expressed as

xik|k−1 = f̃(X ik,uk), (7)

xk|k−1 =

p∑

i=0

ωiµx
i
k (8)

Pk|k−1 =

p∑

i=0

ωiP (xik−xk)(xik−xk)> + Qk (9)

where f̃ is the nonlinear discrete-time state transition
function, uk is the discrete input, p = 2mx + 1 and Q
is the UKF covariance matrix. Furthermore, the pre-
dicted observation and its covariance and the resulting
cross-covariance are computed according to

yik|k−1 = h̃(X ik,uk), (10)

yk|k−1 =

p∑

i=0

ωiµy
i
k (11)

Pyy,k|k−1 =

p∑

i=0

ωiP (yik−yk)(y
[i]
k −yk)> + R (12)

Pxy,k|k−1 =

p∑

i=0

ωiP (xik−xk)(yik−yk)> (13)

where h̃ is the (nonlinear) discrete-time observation
model, yik is the predicted sigma point measurement,

2U = Chol(P)> ⇐⇒ UU> = P
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yk is the predicted, weighted measurement, Pyy,k is the
observation covariance, Pxy,k is the cross-covariance
and R is the UKF measurement covariance.

When a new measurement sampling from the pro-
cess sensors is obtained, a filter measurement update
is performed. The a posteriori estimates are given by
the Kalman filter update equations (Haug, 2012)

Kk|k−1 = Pxy,kP
−1
yy,k (14)

P̂k+1|k = Pk −KkP
−1
yy,kK

>
k (15)

x̂k+1|k = xk + Kk(yk − yk) (16)

where Kk is the Kalman gain at time tk, P̂k+1 is the
a posteriori covariance estimate of xk, x̂k+1 is the a
posteriori estimate of the system states, and yk is the
measurement obtained at tk. During each measure-
ment sample-time interval, the filter prediction is up-
dated using the current input and last iteration pre-
dicted mean xk−1.

3 System modelling

Referring to Figure 1, the wellbore is discretized into
a 2n− 1 degrees of freedom fluid dynamic model. The
boundaries are q1 = qc and the injection flow rate from
the bit nozzle. The segments are explained as follows:

• segments 1 to n− 1 consist of drill pipes,

• the last wellbore segment is the BHA, consisting of
drill collars, the cutter, and various logging tools,

• positive flow direction is defined upwards in the
annulus,

• the lumped control volume pressure pi is uniform
in each segment.

The wellbore representation is drawn from (Gjer-
stad et al., 2013), which derived a discretized hydraulic
model where the frame of reference is fixed to the well-
bore formation, such that the movement of the DS is
assumed to alter the volumetric flow rate for the two
lowermost segments. These consist of the largest ge-
ometrical changes of the DS assembly, causing larger
flow variations when movement occurs.

The model was also derived considering two different
diameters in each wellbore segment. This corresponds
to two different flow rates and pressure states at these
points in the annulus, which was included to approx-
imate the pressure loss in terms of both laminar and
turbulent flow in the annulus and DS. To reduce the
number of states in the model, being derived from (1)
and (2), the pressure forces for the main and sec-
ondary sections are lumped together. The main sec-
tion (index 1) is either the drill pipe or collar, and the

secondary section (index 2) is either the tool-joint or
BHA. For annular flow, the secondary flow rate is the
difference between the main section flow rate and the
portion following the moving wall, yielding

q2 = q1 − (Af1 −Af2)vs (17)

where Af1 and Af2 are the cross-sectional flow areas.
The averaged flow velocity in each section of the annu-
lar segment is then given as

v1 =
q1

Af1
, v2 =

q2

Af2
(18)

The model in this paper includes the above-
mentioned properties, and we extended it to include
the choke flow rate and the dynamics for the DS. We
consider the case of no influx from the reservoir and
that the wellbore is closed down-hole, i.e., the last con-
trol volume is closed. The normal forces of the fluid is
then assumed to cancel the gravitational forces (also in
the case of inclination), for each control volume. The
length of the wellbore is assumed to be fixed during
the time instant of tripping, such that we do not con-
sider the extension due to drilling (i.e., the number of
segments is fixed during operations).

3.1 Conservation of mass and momentum
in wellbore

From Figure 1, the mass and momentum balances for
each segment can be expressed as

ε

γ

V1

β1
ṗ1 = q2 + qbpp − qc,

ε

γ

V1

βi
ṗi = qi+1 − qi,

γ

ε
Miq̇i = Ff,iγ +Aeq,i(pi − pi−1),

(19)

ε

γ

Vn−1

βn−1
ṗn−1 = −V̇n−1ε+ qn − qn−1, (20)

ε

γ

Vn
βn
ṗn = −V̇nε− qv(pn, pI ,∆pb)− qn (21)

where i ∈ {2, . . . , n}, γ and ε are conversion factors
(Pa and m3·s−1 to bar and l·min−1, p = γp, , q = εq)3,
Vi is the segment volume, βi is the bulk modulus of
the segment, pi segment pressure, qi is the flow rate
out from the segment, q1 = qc is the choke flow, qbpp is
the input flow rate from the back pressure pump unit
topside, V̇i is the volume change due to surge and swab
effects of a moving DS, Mi is a fluid constant, Ff,i are
the frictional pressure forces, Aeq,i is the equivalent
area for the acting pressure forces, and qv is the flow

3The bar over the variables are from here on omitted for con-
venience.
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out from bit nozzle valves into the annular segment n,
which will be further explained in Section 3.2.

The flow rate out of segment 1 is equal to the choke
flow through the valve and is then subject to the pres-
sure downstream, i.e. the pressure in the mud tank
(being atmospheric for open tanks). The valve flow is
expressed as

qc = ucCc
√
|p1 − p0|sign(p1 − p0) (22)

where uc ∈ [0, 1] is the valve control signal and Cc
is the lumped choke valve coefficient. The differential
pressure over the choke is p1 − p0, where p0 is the at-
mospheric pressure in the mud tank.

Drill string movement results in pressure fluctuations
in the annulus. These pressure changes are largest in
the region where the geometrical changes of the DS
are largest, specifically when the DS geometry changes
from pipe to collar and the BHA (Gjerstad et al., 2013).
This is due to the fluid velocity being larger when the
annulus volume in the collar/BHA section is small. To
account for the increase/decrease in rate of change for
the pressure in the control volume for the last two seg-
ments, the time derivative of V is expressed as

V̇n−1 = (Ap −Ac)vs, (23)

V̇n = Acvs (24)

where vs is the axial DS velocity, Ac is the collar cross-
sectional area and Ap is the pipe cross-sectional area.

The pressure forces in each segment are expressed
with the equivalent flow area, defined as

Aeq,i = π(d2
w,i − d2

k,i)/4 (25)

where dw,i is the wellbore diameter and dk,i, k ∈
{p, j, c, b} is the outer string diameter, at segment i.
The constant Mi is expressed as

Mi=Aeq,iρm

(∫ li+1

li

1

Af1,i
dx+

∫ li+1

li

1

Af2,i
dx

)
(26)

where ρmdx = dm1,i is the infinitesimal fluid density
per length in each section of the segment integrated
for the flow path dx in the well. Furthermore, we as-
sume uniform density in the sections, and according
to (Kaasa et al., 2012), the parameter Mi is approx-
imated in lumped hydraulic systems. Hence, in (26)
Mi ≈m1,i/Af1,i+m2,i/Af2,i.

In Gjerstad et al. (2013), the frictional pressure
forces are derived with Herschel-Bulkley fluid proper-
ties. These type of fluids reflect closely the properties
of mud flow, being an approximation with fluid yield
point related to the Bingham plastic and the power law
model (Whittaker and EXLOG Staff, 1985). We will
not repeat the derivations of the wall-shear stresses,

and hence, the reader is referred to the work in Gjer-
stad et al. (2013).

The frictional forces arise from the wall shear stress
from the fluid and is given as

Ff,i = Au1,iτw1,i(v1e, vs) +Au2,iτw2,i(v2e, vs)

where Au1,i is the boundary surface between mud and
the surrounding borehole wall and DS in the main sec-
tion, τw1,i is the corresponding averaged shear stress
value over the main section wall surface area, Au2,i is
the boundary surface between the mud and the sec-
ondary section and τw2,i is the averaged wall shear
stress value for the secondary section, ve is the effec-
tive flow velocity in the annular segment being the sum
of velocity for the moving component in the control
volume and actual flow velocity. The two components
τw1,i and τw2,i are approximated by the laminar and
turbulent flow regime for the mud flow with moving
wall. The transition between these to regimes is mod-
elled as

τiiw,i = τw,i,lamftr + τw,i,turb(1− ftr)

where ii= {1, 2}, and ftr is a transition function de-
pending on the equivalent Reynolds number for Non-
Newtonian fluid.

3.2 Conservation of mass and momentum
in the drill string

The inner volume of the DS is presented in Figure 2.
The inner volume of the DS is lumped into a single

control volume, assuming a uniform pressure inside the
string (Kaasa et al., 2012). The averaged flow velocities
relative to the moving DS are given as

v̄r1 =
qI
Af1

− vs, v̄r2 =
Af1

Af2
v̄r1. (27)

Similar to the dynamics of a control volume in the
annulus, the inner volume of the DS is comprised of
the flow rate and pressure state, given as

ε

γ

VI
βI
ṗI = qv − qI + vsAI1ε (28)

γ

ε
MI q̇I = FI,fγ +Aeq,I(pI − pin) (29)

where subscript I is for inner, the change in pressure
from of DS heave is modelled with V̇I , MI = mI1/AI1+
mI2/AI2, AI1 is the main inner cross-sectional area
and Aeq,I = πd2

p,i/4 is the equivalent area for the inner
section with dp,i being the drill-pipe outer diameter for
segment i. The inner frictional forces are defined as

Ff,I = Au1,Iτw,I1 +Au2,Iτw,I2 (30)
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where Au[1−2],I are the boundary surfaces of the fluid
flow for the main and secondary sections, and τw,I1−2

are the averaged shear stress value. Furthermore, the
transition functions defines the contribution for each
wall shear stress section for the inner control volume,
expressed as

τw,I[1,2] = τw,I,lamftr + τw,I,turb(1− ftr). (31)

In the case of running mud through the DS,
pin = pspp, where pspp is the stand-pipe pressure.
When the stand pipe is disconnected, the pressure at
the inlet of the DS is atmospheric.

The inner DS control volume is defined as a single
section. The diameters for this segment are defined by
dI,k, k ∈ {j, c, b} for the secondary section and dI,p is
the main section diameter (1).

In rotary drilling for high deviation wells, mud-motor
or BHA turbines are applied to achieve high rotation
speeds at the BHA. This is done by high pressure
pumps topside, forcing large amounts of drilling mud
into the string, rotating the turbines in the BHA for
increased bit rotation speed (Black et al., 1986). The
total pressure drop over the BHA is defined by the pres-
sure drop over the turbine in the BHA lumped with
other restrictions. We can then express the pressure
drop over the BHA as

∆pb = KbqI(t) (32)

where Kb is a constant. The nozzle contains check
valves, such that the flow is directed only out from the

pin

dI,p

AI,p

dI,j

AI,j

dI,c

AI,c

dI,b

AI,b

qI

pI

−qv

Figure 2: The inner DS control volume. The dynamics
is lumped to one segment.

DS to the wellbore. Thus, the pressure drop over the
valve is then

∆pv = pI −∆pb − pn. (33)

The flow out from the nozzles is then a conditional
function, which can be expressed by the valve equation
as

qv=

{
−Kv

√
2∆pv
γρI

ε,∆pv>0

0,∆pv ≤ 0
(34)

where Kv is the lumped nozzle valve constant.

3.3 Rig travelling block dynamics

To account for the interaction between the DS and
travelling block, we assume that we can represent the
dynamics of vs as a second-order mass spring damper
model. The rig system is represented as a fixed element
with an attached spring and mass, as seen in Figure 3.

ẋs

keq ceq

mds

ub(0) = 0

g

Figure 3: The rig and DS system.

The sum of forces for the point mass mds with sign
convention equal to what is defined in the previous
sections, the DS dynamics is derived as

−mdsẍs − keq(xs − ub)− ceqẋs −mdsgFb = 0 (35)

where xs is the perturbation in DS position, vs = ẋs,
mds is the mass of the DS, keq is the equivalent DS
stiffness, ub is the position of the travelling block, ceq

is the equivalent damping to the surrounding fluid and
formation, g is the gravitational constant and Fb is the
buoyancy factor.

Using the transform ξ = xs− 1
keq
mdsgFb and dividing

by mds, we can express (35) as

− ξ̈ − keq

mds
(ξ − ub)−

ceq

mds
ξ̇ = 0 (36)
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where ξ is the deviation from the suspended equilib-
rium point, in tension due to the gravitational forces
acting on the DS. We proceed to define the system
s1 = ξ, s2 = ξ̇ and

ṡ =

[
s2

−ω2
ns1 − 2ωnζs2 + ω2

nub

]
(37)

where ωn =
√
keq/mds is the natural frequency of the

system, and ζ = ceq/(2
√
mdskeq) is the relative damp-

ing factor. Increased damping due to increasing mud
flow is not included in this analysis, as we assume a
constant damping factor for the mechanical system.

The reference trajectory controller for the travelling
block can be derived to fully complete the rig dynam-
ics. With a linear system representation for the rig
dynamics, we choose common methods to define ub as

ub = −k1(s1 − ur)− k2s2 − k3σ

σ̇ = s1 − ur
(38)

where k1, k3 and k2 is the proportional, integral and
derivative gains respectively constituting a common
PID control law (Khalil, 1996). The gains are chosen
such that the system P = A− BK is Hurwitz, and

A =

[
Az,0

[1, 0], 0

]
, B = [0, 1, 0]>, K = [k1, k2, k3]

where Az = ∂f(s)/∂s|si,ss,ub,ss
, and f(s) is given by

(37).
Then, following the Routh-Hurwitz Criterion for

a stable characteristic polynomial det(Is − P) = 0
(Khalil, 1996, Chapter 12.4), the gains

k1 >
k3

ω2
nk2 + 2ωnζ

, k2 > 0, k3 > 0

ensures the Hurwitz condition.
Inserting (38) into (37), the DS and travelling block

model constitutes then

ż1 = z2

ż2 =−ω2
n(1+k1)z1+ω

2
nk1ur−ωn(2ζ+ωnk2)z2−ω2

nk3z3

ż3 = z1 − ur (39)

where z1 = s1, z2 = s2, z3 = σ, and the supervisory
control input is actuating the reference ur.

3.4 State-space formulation

The wellbore and DS model from Section 3 can be for-
mulated as a 2n + 1 degrees of freedom state-space
model, where the wellbore is modelled with n pressure
states and n − 1 flow rate states, and the inner DS
contains two states.

Let nx = 2n+ 1, x1 = [p1, q2, p2, . . . , qn, pn]>, x2 =
[qI , pI ]

>, u = [vs, qc, qbpp, pin]> be the state vectors
and input vector, then the wellbore dynamics can be
formulated in state-space form as

ẋ1 =A1x1+B1u+F1f1(z2,x1)+e1qv(x1,x2) (40)

where the system matrices and vectors are derived as

A1 =




0 B1 0 0 . . .
−M̃2 0 M̃2 0 . . .

0 −B2 0 B2. . .
...

...
. . .

...
...

. . . 0 Bn−1 0

. . .−M̃n 0 M̃n

. . . 0 −Bn 0



,

B1 =




0 −B1B1 0
...

...
0 0 0 0

−(Ap−Ac)Bn−1ε 0 0 0
0 0 0 0

−AcBnε 0 0 0



,

F1 =diag(
[
0,M−1

2 , 0, . . . 0,M
−1
n

]>)ε
f1 = [0, Ff,1, 0,. . . 0, Ff,n]

>
,

e1 = [0, . . . , 0,−Bn]
>
.

Similarly, for the inner DS we have

ẋ2 = A2x2+B2u+
ε

MI
f2+e2qv(x1,x2), (41)

where the x2 system matrices are defined as

A2 =
[

0 M̃I−BI 0

]
, B2 =

[
0 0−M̃I

AI1BIε0 0

]
,

f2 = [Ff,I(z2, qI), 0]
>
, e2 = [0, BI ]

>

where Bk = γβk/(εVk), BI = γβI/(εVI), M̃k =
Aeq,kε/(γMk), M̃I = AIeqε/(γMI), and k ∈ {1, . . . , n}.

The rig dynamics is already in a state-space formu-
lation, and the total system is then given by the vector
x̃ = [z>,x>1 ,x

>
2 ]>

4 System identification

In this section, we address the system identification for
the offshore drilling operations with special attention
to running connections. This is due to having no cir-
culation of mud flow when performing this operation,
which implies that the nozzle flow through the bit is
reduced or zero. We wish to obtain estimates of the sys-
tem states to monitor the pressures in the discretized
wellbore along with the wellbore flow. To design a
state controller, we require full-state knowledge of the
system.

The measured outputs when circulating mud are as-
sumed to be y = {z1,∆p, pn, qI}, and y = {z1,∆p, pn}
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otherwise, where ∆p = p1 − p0 is the differential pres-
sure over the choke. The observation model h during
circulation is defined as

yk = h(x̃k) =




1 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0


 x̃−




0
p0

0
0


 , (42)

where k is the discrete time index, and in the case of
no circulation, pin = p0 and h is reduced by removing
the fourth row.

In terms of the proposed model for the drilling oper-
ations, linearization of (22) and (34) leads to a singu-
larity. When the pressure difference is negative or zero
in (34), the expression becomes invalid and requires
special numerical treatment when evaluating the sim-
ulation model. Due to this, we design a state and pa-
rameter estimator with the UKF. The UKF uses the
nonlinear model directly in time propagation of the
mean at its covariance from (40) and (41).

4.1 Observability

We must ensure that the deterministic systems (39),
(40) and (41) are observable with (42) at time tk when
sampling is performed. Observability is a measure of
the system property to reconstruct the state xk given
an input-output map yk, uk. For a linear system, this
implies that the observability matrix formed by the sys-
tem and output matrices has full rank (see e.g., Chen
(2013, Chapter 6.3)). For nonlinear systems this is
not a straight forward procedure, and often reduces to
the previously mentioned rank test for linear systems.
The conditions for nonlinear observability is addressed
in Hermann and Krener (1977); Kou et al. (1973)

According to Hermann and Krener (1977), we can
show locally weak observability by calculating the Lie
derivatives4 up to nx − 1, and check the rank of the
resulting Jacobian.

The linear second-order system comprising the rig
dynamics in (37) can be shown to be observable for
the measurement z1. The hydraulic system has a po-
tential observability problem, with too few linearly in-
dependent measurements compared to the number of
estimated states in the x1,x2 system. Therefore, be-
fore designing the estimator we need to ensure system
observability with the limited measurements. Consider
a wellbore DS system with n = 2 (two segments),
annular frictional pressure force are assumed to be
quadratic in flow rate fj = −kfjx2

j , where j = {2, 4}
and kf is a constant (Kaasa et al., 2012). Using
u = [uz2 , (qc+ qbpp), pin], we can arrange (40) and (41)

4For a more detailed description of Lie derivatives, see e.g.,
Slotine and Weiping (1991).

as

ẋ =

[
A1 0
0 A2

]
x+

[
F1 0
0 F2

]
f(x)+

[
B1

B2

]
u+eqv(x)

y =h(x) = [x1 − p0, x3]>
(43)

where x = [x>1 ,x
>
2 ]>, F1 = diag([0,−kf,2, 0]), F2 =

diag([−kf,4, 0]), f(x) = [0, x2
2, 0, x

2
4, 0]>, B1 and B2 are

given as in (40) and (41) by removing the third column,
e = [0,0,−B3, 0,−BI ]>, and qv ∈ C1 from (34) being a
nonlinear function in x. The state x3 then corresponds
to pn and x5 is the inner drill string pressure, pI .

The system in (43) is observable if the following
input-output map exists

H(x) =
[
h(x)> Lfh . . . L

nx−1
f h

]>
(44)

and the Jacobian of H has full rank, i.e rank(O) = nx,
where Lifh = (( ∂Li−1

f h/∂x ) ẋ)> is the ith Lie deriva-

tive and L0
fh = h>.

The system is nonlinear and due to this, the results
only show local weak observability at the operating
point xss. Using the symbolic toolbox in MATLAB we
see that the system in (43) is locally weakly observ-
able for qv > 0 and that O does not have full rank for
qv = 0.

In that case, the state x4 = qI , x5 = pI are nonob-
servable from the output y. This is reasonable, due to
qv(x) connecting the inner DS system to the wellbore
system. Hence, when circulation is off, the system is
only locally weakly observable for cases x5 > Kbx4+x3.

4.2 State and parameter estimator design

The deterministic systems (39)–(41) can be used to
formulate a continuous-discrete SDE state transition
and observation model as in (3) and (5). This is done
to include a diffusion term g, representing the model
errors and fluctuations in the state x capturing random
effects of the wellbore system.

The frictional pressure drop in the annulus is com-
monly estimated by running tests, fitting an n-th or-
der polynomial to the data and using this in the model
(Kaasa et al., 2012; Landet et al., 2012). Due to the
uncertain nature of the wellbore dynamics, we choose
to represent the first-principles friction model in (40)
by a quadratic estimate of the pressure forces arising
from the friction in the annular volumes. The estima-
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tion model is then given as

dz= fz(z, ur)dt+ g(z, t)dvz

dx1=(A1x1+F1f̂1+B1u+e1qv)dt+g(x1,t)dv1 (45)

dx2=(A2x2+
ε

MI
f2+B2u+e2qv)dt+g(x2,t)dv2

f̂1 = [F̂f,2, . . . , F̂f,n]>

F̂f,i = θ̂i|v̄i +Kcz2|(v̄i +Kcz2) (46)

where dθ̂i−1 = dvθi−1
, i = 2, 3, . . . , nx − 3, fz is the

deterministic part from (39), g is the diffusion terms
determining the average fluctuations in x, v are Wiener
processes satisfying v(t) − v(s) ∼ N (0, Idt), F̂f,i is
the annular segment estimated pressure force set up
by friction with θ̂ being the estimated coefficient for
each annular wellbore section, v̄i = qi/Af1,i and Kc

is the clinging constant for the fluid attached to the
moving DS. We assume to have prior knowledge of Kc,
which can be calculated for laminar flow as

Kc =
1

2 lnαi
+

α2
i

(1− α2
i )

(47)

where αi = d1,i/dw and dw is the wellbore diameter,
and d1,i is the main diameter for the segment. The
term between the brackets in (46) is referred to as the
effective velocity (Whittaker and EXLOG Staff, 1985).
The number of parameters to be estimated should cor-
relate with the number of measurements or be driven
by a persistent excitation signal. Hence, we assume full
knowledge of the fluid behavior in the DS volume. The
parameters are assumed to be random walk processes
with equal distribution as the Wiener process.

The measured outputs are given by the criteria for
operation (from Section 4), given as

yk =
[
z1, x1,1 − p0, x1,2n−1, x2,1

]>
+ wk (48)

where w = [w1, w2, w3, w4]>,∼ N (0,σ2
w), σ2

w is the
measurement noise variance.

The discrete-time estimation model in (45) is ob-
tained by using the Runge-Kutta Maruyama order 4 in-
tegration method from Rößler (2006), with step length
equal to the plant simulation model.

The estimator propagates the stochastic state vec-
tor X i through the nonlinear process model. Following
the notation defined in the preliminaries of Section 2.2,
the filtering algorithm is summarized in Alg. 1. The
UKF algorithm runs at the same frequency as the plant
model. However, the UKF measurement update is in
this work set at a different frequency. The measure-
ment sampling time in the UKF is denoted tm.

The algorithm assumes additive uncorrelated white
noise (E[wv>] = E[wx>0 ] = 0 and E[vx>0 ] = 0). This

Algorithm 1 Unscented Kalman filter

1: Initialize: P̂0, x̂0,Q,R
2: while Run-time: do
3: if mod(time, tm) 6= 0 then

4: Time-update: x̂k−1, P̂k−1
5: Compute a new set of sigma points X ik from (6)
6: for i = 0 to p do
7: Predict xik in (7)
8: end for
9: Predict new weighted mean xk (8)

10: Compute the predicted covariance Pk (9)
11: Return: xk,Pk
12: else
13: Measurement-update: yk is sampled
14: Compute Kk, x̂k and P̂k from (14), (16) and (15)

15: Return: x̂k, P̂k
16: end if
17: end while

allows us to simplify the computations by not calcu-
lating additional sigma points for vk,wk to be pro-
jected through the nonlinear transform and observation
model.

4.3 State estimation with no mud
circulation

Consider a wellbore system with n = 4 number of
pressure states (discretizing the wellbore into four seg-
ments). To confirm our predictions on observability,
we sample the plant model in (45) at 100 Hz, running-
in-hole (RIH) with circulation off. The wellbore and
DS data are given in Table 2, based on Lyons et al.
(2015, Ch. 4.6.4), and the scenario is similar to what
is seen in Figure 5 and 6 in (Gjerstad et al., 2013).

The estimator data and initial conditions are given
in Table 3. The measurement noise variance is calcu-
lated as σ2

i,w = (Wiyi,nom)2 where σw is the standard
deviation, yi,nom is a chosen nominal signal value for
the individual measurement and Wi is corresponding
signal noise amplitude.

The pressure at the top of the DS is set to atmo-
spheric pressure, and the choke position is set to 50%.
The imperfect model estimates resulting from driving
the block 28 meters downwards, simulating run-in of
the drill string in the wellbore.

The estimated pressure state and true values are seen
in Figure 4. The pressure estimate p̂I does converge,
but is seen to have a constant bias. It is seen that the
inner DS flow rate is excited by the DS velocity and is
closer to its true value.

The back-pressure pump kept is ramped up at t = 2
min to 400 l/min. The DS velocity is negative when
RIH is performed, and the velocity returns to zero as
the new pipe section is put in place. The estimated
states are seen to converge close to their true values.
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Table 2: Wellbore and drill string data. TJ - Tool joint,
DC - drill collar.

Number of segments n 4 [-]
Length, segment i 1092 [m]
Length, segment n 344.1 [m]
LTJ, LDC, LBHA 0.25, 251.1, 60 [m]

LDS total 3607.8 [m]
dp, dj 0.1270, 0.1684 [m]
dc, db 0.1270, 0.1740 [m]

dws (uniform) 0.245 [m]
dI,p, dI,j 0.1087, 0.0825 [m]
dI,c, dI,b 0.0810, 0.0988 [m]
Aeq, Aeq,I 0.0343, 0.0449 [m]

Kv 5.199·10−4 [-]
Cc 0.0016 [-]
Kb 0.005 bar min L−1

ρm, ρs 1800, 7850 [kg m−3]
βi 6.5 · 109 [Pa]

Parameters modified from Fig. 2 in (Gjerstad et al., 2013):
a, b 0.1, 0.2 [-,-]
aI , bI 0.024, 0.21 [-,-]
τy,I 15 [Pa]
nf , k 0.79, 0.15 [-,-]

Table 3: Noise and estimator parameters.

gp,gq 0.0025, 10 [-]
Wi [1%, 5%, 10%] [-]

yi,nom [1, 1, 1] [m, bar, bar]
qθ [104, 104, 104]> [-]
Q blkdiag([10−5, 10−5, 10−5],g,qθ) [-]
R diag(σ2

w) [-]
tm,
αukf

0.01, 1 [s,-]

The variance and measurement noise of the system gen-
erates a rapidly varying frictional pressure force for the
inner-DS, as seen in Figure 5.

Constant deviations for the estimated frictional pres-
sure forces from the true value are seen, in the right-
most of Figure 5 for F̂f,i. However, the estimates con-
verge but with a significant bias.

From this study, some of the uncertainties in the
process of RIH or making pipe connection to process
disturbances are seen. To properly address the issue of
a nonobservable x2 system, in the specific case of no
mud-circulation, we will have to treat qv as a distur-
bance in the control system when circulation is off.

5 Control design for drilling
operations

This section presents the controller design for the trip-
ping operations in offshore drilling. As discussed in
Section 4, in the case of no circulation (such as running
pipe connections), an estimator control design must be

built around the assumption of a disturbance flow from
the bit nozzle.

We assume that we have all the available measure-
ments (mud circulation is on) and concern this work
with maintaining BHP pressure at reference, while
pulling out or running in the DS. The main focus is
then to control the BHP, actuating the travelling block,
z1, back-pressure pump qbpp, stand-pipe pressure pspp

and choke valve opening uc, keeping the actuator and
process constraints intact. The block position is used
for pull-out-of-hole (POOH) or RIH, maintaining the
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Figure 5: RIH flow rates, and wellbore friction force
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constraints on DS velocity in the wellbore. Multi-
variable control, with both ∆p and pn is presented in
the last simulation case study.

A natural choice of control law with the requirements
discussed above is the MPC. The MPC is a widely ap-
plied process control law for both linear and nonlinear
applications. It is an advanced method of optimal con-
trol with receeding horizon control, meaning that the
measured output at sample-time ts together with cur-
rent and future constraints on x, y and u are taken
into account. For a thorough discussion on the topic
of nonlinear optimal control, see e.g., Findeisen and
Allgoewer (2002); Grune and Pannek (2011).

The MPC has become an industry standard in pro-
cess control, with special focus on advanced applica-
tion where process constraints are important (Qin and
Badgwell, 2003). The MPC control algorithm uses
a form of the actual plant model (either true or es-
timated), to predict future behaviour of the process
and optimal inputs. At each sampling instant, process
states are obtained (given by a estimator/observer and
sensors) and the MPC utilizes a state prediction to
form the optimal control input ū on an extended pro-
cess horizon (Findeisen and Allgoewer, 2002). A disad-
vantage is that the MPC can be influenced by modeling
errors (Grune and Pannek, 2011). Vital ingredients in
an MPC algorithm is process and actuator constraints,
a cost function and a model.

5.1 Constrained BHP Control

To constrain the inputs and system, we choose to de-
sign the control law around the MPC framework. We
can either linearize and use the conventional linear
MPC, or use the nonlinear model in predicting fu-
ture process behaviour. The latter seems to be the
better choice due to the nonlinearity of the bit nozzle
and choke valves. Also, a nonlinear version will be ro-
bust on a broader range of operating points than the
linearized MPC. The disturbance from DS heave and
eventually the flow through qv is then included when
predicting future optimal inputs for the process.

The NMPC is based on using a plant model to pre-
dict the future control inputs, leading the measure-
ment values to their respective references. An optimal
control problem (OCP) is defined, based on a nonlin-
ear prediction model, system equality and inequality
constraints. This involves either a continuous or dis-
crete nonlinear programming problem (NLP), which
the NMPC solves to obtain the optimal, constrained
input. An important real-time criterion for the NLP
is that the solution must be obtained before the next
sampling time occurs. For each future sample-time,
the input is open-loop applied in the prediction model
x̃j+1 = f(x̃j ,uj ,θk), in a finite prediction interval.

The NMPC uses the discretized augmented deter-
ministic nonlinear model in (45) to predict future states
and outputs. The discrete-time OCP for the NMPC is
defined as (in the following, the tilde notation on x is
removed for convenience)

min
u, ξ

Np∑

j=0

(
(yj−yref

j )>Wc(yj−yref
j )+ξ>j Tξj

)
+

Nc∑

j=0

(
∆u>j Rc∆uj+(uj−uref

j )>Rr(uj−uref
j )

)
(49)

where j is sample interval index, Np = Tp/ts and
Nc = Tc/ts is the discrete prediction and control in-
tervals respectively, Tp is the prediction horizon, Tc
is the control horizon, ts is the MPC sampling time,
Wc is the set-point weight matrix, ξj are the slack
variables, T is the slack variable weight matrix, Rc

is the weighting matrix for the slew in control input,
Rr is the input reference trajectory weight matrix, and
∆uj = uj −uj−1. The subscript c is used on the MPC
to distinguish its variables from those of the UKF.

The state, output and input constraints are defined
as

s.t., x0 = xk,u0 = uk−1,

xj+1 = f(xj ,uj ,θk) (50)

yj = h(xj), j=0, . . . , Np

u− ≤ uj ≤ u+, j = 0, . . . , Nc

∆u−j ≤ ∆uj ≤ ∆u+
j j = 0, . . . , Nc (51)

uj − uj−1 = 0, j ≥ Nc.

The hard constraints are in this case the upper and
lower bound on the inputs. The rest are subject to
slack variables. The prediction in f(xj ,uj ,θk) is given
by (45). The NLP is then implemented as a sequential
approach, using finite parametrization of the control
inputs (Findeisen and Allgoewer, 2002).

The following additional constraints are defined:

z2,L − ξ1,j ≤ z2,j ≤ z2,H + ξ2,j (52a)

(pn + kbqI)− ξ4,j ≤ pI,j (52b)

∆pn,L − ξ5,j ≤ ∆pj ≤ ∆pH + ξ6,j , (52c)

pn,L − ξ7,j ≤ pn,j ≤ pn,H + ξ8,j , (52d)

0 ≤ ξj ≤ ξmax, j=0,. . . , Np, (52e)

where the subscripts, L,H are the low and high band
control limits, respectively.

In addition to constraining the input change on
the travelling block movement, the first constraint in
(52a) denotes the maximum and minimum DS veloc-
ity, which is calculated from (39). Rapid changes in the
travelling block might result in large pressure spikes. In
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(52b) the requirement is to keep the pressure in the DS
higher than the turbine loss and BHP pressure, such
that flow spikes into the wellbore are avoided while
circulating. The slack variables ξ > 0 define soft con-
straints in (52a)-(52e). These are included to allow
minor violation in short intervals of the constraints on
xj , such that a feasible solution is found. However, it
is important to enforce hard constraints on actuator
limitations. The band control limits on the BHP and
choke differential pressure can be set in (52d).

A PI-controller is used to adjust the choke valve
opening. The NMPC sends the desired choke flow
rate to the controller, adjusting the choke to comply
with the requirement. To constrain the flow control
algorithm, we implement a nonlinear constraint on the
choke flow in the NMPC. The flow constraint given as

qref
c,j ≤ qmax

c,j + ξ3,j

qmax
c,j = Cc

√
|∆pj |sign(∆pj)

(53)

The discrete form of (49) and (50) are approximated
by repeated forward Euler integration on the interval
[tk, tk +Np]. An intermediate step-length for integrat-
ing the differential equation in (45) is implemented,
such that the sampling interval from start to end is
divided into τs = ts/M . The scheme is formulated in
Alg. 2. Similarly, a Runge Kutta method, or any other
discretization scheme, can be used. Exact discretiza-
tion is only applicable if linearization of (45) is done
prior to discretization. The input uj is held constant
on the intermediate integration interval.

Algorithm 2 Euler-discretization of f

1: Input: xa, u, θ, tk, ts, M
2: Set step length τs = ts/M , M : Number of iterations
3: x1

0 = xa
4: for k = 0 to M − 1 do
5: t = tk + kts

6: xa,k+1 =

[
xk
θk

]
+ τs

[
f(t,xk,uk,θk)

0

]

7: end for
8: Return [xa,k+1]

Solving (49) gives the optimal ūk for the process,
based on the initial guess. The initial guess is effec-
tively drawn from the previous sample time control se-
quence. The NMPC is implemented in MATLAB, using
fmincon with SQP. The NMPC algorithm can be sum-
marized as in Alg. 3.

In (50), we utilize the forward Euler integration for
the prediction model as described in Alg. 2. We choose
to distinguish between the prediction and control inter-
vals, and set Nc = Tc/ts. This implies that we use the
linear equality constraint, defined in (51).

The topography of the system is presented in Fig-
ure 6. The NMPC sends the calculated reference flow

Algorithm 3 NMPC

1: Initialization: ū0, x̂0, ts, Tp, Tc
2: while Run-time: do
3: Input: ūk−1, x̂k,yk
4: if mod(time,ts)= 0 then
5: Solve the optimal control problem (49), with

(45), and constraints from (50),(51), and (52a).
6: if Convergence or max MPC iterations then
7: Apply first column of input vector: uk = ūk,1
8: Update ūk by one time shift: ūk,[tk+ts,tsNp]

and pad last element with ūk,Np−1
(Grune and Pannek, 2011)

9: else
10: Try again with relaxed constraints:

Reduce constraints to (52a) and (52d)
and ∆uj , j = 0, . . . , Nc from (51)

11: end if
12: else
13: Use previous sample-time input: ūk = ūk−1

14: end if
15: end while

rate to the PI-flow control law, changing the choke
valve opening. The auxiliary systems, being the mud
circulation system (pumps), draw-works and choke
valve, have been included as first-order transfer func-
tions. The dynamics of these systems are not included
in the NMPC prediction model.

NMPC
Algorithm

r(t)

u0, ts,M, Tp, Tc

prefspp

qrefbpp

ur

qrefc

uc

Estimator
UKF

ŷk,u(tk)

yk, x̂k|k+1, P̂k|k+1 x̂0, P̂0

α, β, κ

Plantu(t)

g(x̃, t), dv(t)

˙̃x

Sensor

wk

hk(x̃k)

Mud
-system
pin, qbpp

Draw
-works
ub(t)

PI
Flow-
Control

Choke valve

Figure 6: The simulation model. The NMPC predic-
tion model comprises of the estimated plant
model from (45), leaving the auxiliary system
dynamics unknown.

6 Simulation study

The wellbore and DS system together with estimator
and controller, were implemented in MATLAB. The pri-
mary goal of the study is to reduce surge and swab
pressures while performing tripping, along with multi-
target tracking of pressures in the annular wellbore. As
seen in Figure 4, the surge pressures while RIH cause
rapid fluctuations in the pressure states. The target is
given as

pn,L ≤ pn(t) ≤ pn,H (54)
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where the upper (H) and lower (L) bounds can repre-
sent the bottom-hole fracture and pore pressures, re-
spectively.

As described in Gravdal et al. (2018), the system un-
der consideration is limited in the sense of sensor mea-
surements, time-delay, and under constant change due
to geo-physical effects in the wellbore. We consider an
ideal setting where measurements are not time-delayed
and are aware that this effect may give a considerable
performance decrease in the system identification and
control of the pressure and flow in the wellbore.

The designed estimator and control configuration
performance is tested in extensive simulation, with four
case studies. The initial conditions in each case study
are equal. The common system parameters are shown
in Table 4, where the auxillary system time constants
(see Section 5.1) are Tdw, Tch, Tbpp and Tspp, denoting
the draw-works, choke valve, stand-pipe pressure, and
back-pressure pump, respectively.

Table 4: System parameters.

gz [0, 0, 0]> [-,-,-]
gp,gq 0.0025, 10 [-]
Wi [1, 5, 10, 10] [%]

yi,nom [1, 5, 10, 100] [m, bar, bar, L min−1]
K [0.0168, 1.2, 0.15]> [-,-,-]

ceq, keq 25.0, 563 [kN s m−1, kN m−1]
kch,p, kch,i 0.08, 2 [-, s]
Tdw,ch,bpp,spp 4, 2, 30, 5 [s]

All the case studies presented here are based on data
from the test well in Table 2. The tuning for predic-
tion, control horizon, sample-time and weighted set-
point tracking Wc,Rc are based on trial and error.
However, we use scaling values, based on the nominal
output values and the individual actuator range. Fur-
thermore, tuning factors are used to adjust the weights
given as

Wc,[i,i] =
w̃c,i
y2
i,span

, Rc,[j,j] =
r̃c,j

u2
j,span

(55)

where yi,span is the span of the output set-point values,
uj,span is the span of the input (actuator incremental
change) and w̃c,i, r̃c,j are tuning factors for the diagonal
elements of Wc and Rc, and Rr = Rc.

The simulation study is broken down in four case
studies. The three first case studies compare the
NMPC performance in three configurations, related to
how model-errors and disturbances are handled. The
first method is adopted from Kwakernaak and Sivan
(1974, Chapter 3.7.2) for offset-free LQR, by augment-

ing the state vector with the tracking error given as

x̃ =




z
x1

x2

e


 , e =

∫ t

t0





z
x1

x2


−




zref

x1,ref

x2,ref




dτ (56)

where e is the integral error and zref,x1,ref,x2,ref are
the desired state trajectory for the rig system, wellbore
and drill-string states, respectively. The term e>Qce
is included in (49), where Qc,[i,i] = q̃iWc,[i,i], with q̃
denoting the tuning factor.

The second method includes a disturbance state esti-
mator as proposed in Pannocchia et al. (2015), yielding

x̂k = f(x̂k−1,θk−1,uk−1, d̂k−1) + Kx(yk − ŷk)

d̂k = d̂k−1 + Kd(yk − ŷk)
(57)

where yk is the sampled measurement, d̂k is the esti-
mated disturbance, and Kx, Kd are the Kalman gains
for the estimate error. The estimator design is cho-
sen depending on the application. The advantage of
including integration of the disturbance is to achieve
integral control by capturing the model-mismatch be-
tween the real and estimated plant dynamics (Borrelli
and Morari, 2007). The disturbance state is kept con-
stant over the prediction horizon in the NMPC. The
NMPC for Case 3 uses a linear disturbance model as

xd,j+1 = f(xd,j ,uj ,θk) + Addk

yd,j = h(xd,j) + Cddk
(58)

where Ad and Cd are chosen such that the states are
observable, which applies according to restricting the
dimensions dim(nd) ≤ dim(ny), where nd, ny are the
number of disturbance states and available measure-
ments, respectively. As in Section 4, we utilize the
UKF, and at NMPC sample-time an estimate of the
dk is given to the NMPC before solving the NLP. The
NMPC-disturbance model setup is presented in Fig-
ure 7.

Furthermore, we implement a reference trajectory
specified by the user to predict smooth changes over
the horizon in the NMPC. The trajectory is given as

ympc,ref
i,k+j = αjiy

mpc,ref
i,k + (1− αji )yi,spk (59)

Case 3

From UKF

yk, x̂0, θ̂k

Disturbance
estimator
d̂k−1

d̂k, x̂k
yk, ŷk NMPC

r(t)

uk−1, ts, Tp, Tc

u0

Figure 7: Case 3 NMPC with disturbance model.
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where ympc,ref
i,k is the reference trajectory value from

the last sampling instant, αji ∈ [0, 1] is the smooth-
ing coefficient, and i ∈ [1, 2, 3]. This allows for better
model-mismatch compensation with a less aggressive
controller (Qin and Badgwell, 2003).

A summary of the configurations are presented in
Table 5.

Table 5: Simulation case studies.

Case Description

1 NMPC0: No offset-free implementation

2
NMPC1: Integration of tracking error in pre-
diction model, adding e>j Qcej to (49)

3
NMPC2: Including a disturbance model with,
(yd,j − yref

j )>Wc(yd,j − yref
j ).

4 NMPC1: Tracking of ∆p and pn

6.1 BHP and block position tracking in
Case 1 to 3

The three first case studies comprise of BHP refer-
ence tracking and ∆p band control while performing
a POOH followed by a RIH sequence. Band control is
initiated on ∆p by setting the second diagonal element
in Wc (and Qc, in Case 2) to zero. The NMPC and
UKF parameters are presented in Table 6.

The choice of disturbance model for the NMPC is not
obvious, and is left to the designer having knowledge
over the process or measurement disturbances. The
immediate disturbance for the hydraulic model is the
fluctuations in g, and model-mismatch in the NMPC.
We use an input disturbance model for the configura-
tion in NMPC2, were the fluctuations in x1,pn , i.e., the
BHP state, is estimated. The choice is based on the
disturbance from the DS heave on the BHP, which is
counteracted by the flow rate from the drill-string in
qv.

In Table 6, the NMPC prediction model is dis-
cretized with intermediate step length of 0.1 s. A less
strict constraint is enforced on ∆p, which is allowed to
vary between the lower bound of the BHP band, and
∆pL. The plots of Cases 2 and 3 are given in Figure 8.

For the simulations made in this paper, the biggest
challenge of Case 1 was to compensate for the constant
pressure change when tripping. From the top-most plot
in Figure 8, NMPC1 is closer to achieve overall offset-
free tracking of the BHP. The extra term included in
minimizing the cost-function is tuned to achieve faster
disturbance rejection. The NMPC1 is seen to devi-
ate from the two others in how the choke flow and
DS pressure is controlled. Since tripping out pipe re-
duces the pressure in the wellbore, the NMPC1 requires

Table 6: Case 1–3 parameters. *[m,L/min,L/min,bar].

Cases 1–3

qz [10−5, 10−5, 10−5] [-]
qx1 [gp1 , gq2 , . . . , gqn , gpn ] [-]
qx2 [0.0025, 10] [-]
qθ [104, 104, 104]> [-]
Q diag([qx1 ,qx2 ,qθ]) [-]
R diag(σ2

w) [-]
tm, αukf 0.1, 1 [s,-]
ts,M 1, 10 [s, -]
Tp, Tc 15, 3 [s,s]
αi [0.8 0.8 0.8] [-]
r̃c,j [10, 1, 1, 10] [-]
w̃c,i [10, 0, 50] [-]

diag(T) [100, . . . , 100, 500, 500] [-]
yi,span [14, 15, 20] [m,bar,bar]
uj,span [18.5, 1500, 750, 32.5] []*
uL [−5, 0, 0, 5]> []*
uH [32, 3000, 1500, 60]> []*
∆u [±0.5,±100,±50,±1]> []*

∆pH ,∆pL pn,L,∆p
ref − 5 [bar]

pn,H ,pn,L prefn ± 2 [bar]
z2,L, z2,H ±0.5 [m s−1]
Case 2:Qc Wc · 0.1 [-]

Case 3:
Qx,ukf Q [-]
Qd,ukf 1 [-]
Rukf R [-]

Ad,x1,pn
1 [-]

lower choke flow rate. To fulfill this, the PI flow con-
troller reduces the choke opening in the first seconds
of the sequence and the NMPC1 initiates an increase
the stand-pipe pressure. The NMPC2 seems to require
larger changes to the choke flow and DS pressure dur-
ing tripping.

All configurations are able to create a trajectory for
the travelling block and meet the set-point. No notice-
able requirements in flow rate were made to the back-
pressure pump, by the NMPC0–2, seen in the fifth plot.

NMPC1 including the integrated tracking error is
quicker in the response to changes in set-points. A
disadvantage of this can be larger BHP spikes. This is
also seen from NMPC2 configuration. However, further
tuning of Qc in the cost function can reduce this.

The estimated frictional pressure forces are pre-
sented in Figure 9. The estimated frictional pressure
forces for the wellbore converges during steady-state
and follows the trend of the true friction, seen for all
the case studies. However, a noticeable bias is seen
when rapid changes in the BHP is occuring.

Recall from (46) that we only assume to know the
laminar klinging factor, and base the frictional law on
a quadratic function. The true friction model is based
on predicting the mud laminar and turbulent flow, with
a transition rate. Hence, properties such as fluid yield
stress is not accounted for in the estimated model. A
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Figure 8: Tracking constant BHP and reference tajec-
tory for travelling block.

result of that is that we get a bias, since we can get the
correct magnitude and direction of the fluid effective
velocity but must use θi with large variance to achieve a
value in acceptable range for allowing pressure increase
in the NMPC prediction model.

The root-mean-square values of the tracking error
e = x̃ − xref (RMSE) for z1 and pn, summarizes the
closed-loop performance of the three NMPC configura-
tions. The values are given in Table 7 for comparison.

A general observation from the values in Table 7, is
that NMPC1 configuration performs better than the
two others with the smallest overall tracking error.

Table 7: Case 1–3, mean-of-error and RMSE values for
ey1 , ey3 .

E[e] RMSE(e)

C. 1 [-0.0459 0.0822] [11.370 0.689]
C. 2 [-0.00438 -0.00538] [11.377 0.464]
C. 3 [-0.03805 0.212] [11.389 0.677]
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Figure 9: Case 1–3 frictional pressure forces. Solid blue
lines denote the estimates and dashed black
lines denote the true values.

However, the RMSE error is based on how quickly the
controller meets the reference values, which disregards
violation of critical constraints, overshoot limits, etc.

6.2 Multi-variable tracking in Case 4

The last case study comprises keeping both BHP and
∆p in their band and at their respective set-points
through a sequence of set-point adjustments, with the
block reference at zero during the entire time. We
choose the NMPC1 configuration, which showed the
best results in terms of RMSE. The parameters for the
NMPC in Case 4 are summarized in Table 8. The noise
parameters are the same as in Table 3.

We set a steady-state input goal for the back pressure
pump at 0 l/min, which is implemented by setting the
third diagonal element of Rr nonzero in the cost func-
tion. This allows the NMPC to focus more on using the

Table 8: Case 4 parameters. *[m, L/min, L/min, bar].

ts,M 1, 10 [s, -]
Tp, Tc 10, 5 [s,s]
αi [0.8 0.8 0.8] [-]
r̃c,i [10, 1, 1, 10] [-]
w̃c,i [1, 5, 10] [-]
yi,span [14, 15, 20] [m,bar,bar]
uj,span [18.5, 1500, 1000, 32.5] []*
diag(T) [100, . . . , 100, 400, 400, 500, 500] [-]

uL [−5, 0, 0, 5]> []*
uH [5, 3000, 2000, 80]> []*
∆u [±0.5,±100,±50,±1]> []*

∆pH ,∆pL ∆pref ± 3 [bar]
pn,H ,pn,L prefn ± 2 [bar]
z2,L, z2,H ±0.5 [m s−1]

Qc Wc · 0.1 [-]
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Figure 10: System response to tracking multiple set-
points.

main mud pump and choke to control the down hole
pressures. The tracking result in Case 4 is presented
in Figure 10.

Seen in plot 1–3 in Figure 10, the NMPC1 manages
tracking of the three controlled variables, retrieving the
block at zero position after using it for manipulating
the BHP and ∆p. The velocity of the DS is well be-
low the constraint margins, seen in the fourth plot of
Figure 10.

The estimated frictional pressure forces and the θi
parameter are presented in Figure 11. The same co-
variance properties are used in the UKF for Cases 1–3.

Stepping through both the desired BHP and choke
differential pressure values, NMPC1 manages to
keep both in their respective bands by manipulat-
ing the stand-pipe pressure and choke flow. The
RMSE of the tracking error in Case 4 is RMSE =
[0.00881, 0.322, 0.70039], which for e3 is similar to the
results in Case 1–3 (Table 7).

Since increasing the BHP has a lag effect on the up-
per volumes in the wellbore, the pressure wave must
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Figure 11: Case 4 frictional pressure forces and esti-
mated parameter θi. Solid blue lines denote
the estimates and dashed black lines denote
the true values.

be compensated for in the choke while meeting the set-
point. As also shown in Møgster et al. (2013), control
of multiple locations in the wellbore is an important
feature of efficient MPD.

6.3 Discussion

6.3.1 Estimator performance

The variance of the estimated parameter θi and vari-
ance of the error for the calculated frictional pressure
forces ei = Ff,i − F̂f,i are given in Table 9.

Table 9: Cases 1 to 4, mean and variance-of-error for
estimator for θ̂i, f̂1,i, i = [2, 3, 4].

E[(θi − θ̄i)2]·106 σ2 = E[(e− ē)2]·105

1: [2.34 1.038 1.54] [2.99 0.9035 3.64]
2: [2.81 2.25 2.66] [2.24 0.876 5.45]
3: [1.32 0.385 0.4013] [3.24 0.50305 4.42]
4: [0.554 0.287 1.27] [1.088 8.69 3.79]

From column two to four, the differences in mag-
nitude of the variances for the estimated parameters
are not large, indicating that the UKF is producing
consistent estimates in the case studies. The UKF
and NMPC use the same model, where the annular
frictional pressure forces are treated as an unknown
quadratic function. The bias in the UKF estimates
can be explained by comparing the estimator model
in (46) to the true first-principle fluid model from
Gjerstad et al. (2013) relying on qi and vs. If the fric-
tion force bias becomes too large, the Kalman gain
might not be sufficient to correct the predicted output
and produce reliable estimates of the flow rates and
pressures in the UKF.
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6.3.2 NMPC tuning and constraints

For the NMPC configurations shown in this paper, the
initial tuning has been based on trial and error with
process span variables. The estimator bias due to pre-
dicted frictional pressure forces is a challenge in terms
of increased prediction error over the horizon, and must
be accounted for when performing the tuning of Tp and
M . A more accurate prediction model would allow for
a longer NMPC horizon.

Comparing the three different designs, NMPC0–2,
the nominal design in NMPC0 yields less tuning vari-
ables, and tracking gives acceptable results in our case
studies. However, with knowledge of disturbances in
the system (such as sudden inflow from formation) we
can achieve a better design with NMPC1 and NMPC2
by the advantage of the integrated error states or esti-
mation of the disturbance state.

A measure of improving trajectory control is to in-
clude a full reference path for the hoisting (which can
be a smooth 2nd-order polynomial for example) such
that the NMPC follows this precisely. Then, the veloc-
ity constraint can be removed and the controller only
requires three degrees of freedom for keeping BHP at
its reference. The implementation in this work used po-
sition control for the travelling block. In practice, the
driller adjusts the block velocity, and the block travel-
ling limits are set by the operator in advance (Lyons
et al., 2015).

6.3.3 Controller implementation robustness

Robustness measures in terms of the implementation
has been done, such as iterating over a fixed horizon
until either a limit is met or the MPC converges. This
is done in an ad-hoc way, to at least ensure that more
than one iteration is performed by the optimization
algorithm.

6.3.4 Simulation performance

An averaged of 16.4 s for each NMPC NLP itera-
tion was logged during the simulation study (Case 1
NMPC0). The sampling time was 1 s, as such, the goal
of convergence in that time is not met. The correspond-
ing real-time factor (RTF), given as RTF = tactual/tsim,
was 17.44 for a total of 10 minutes simulation time.

Optimal conditions for real-time applications is when
RTF < 1. The NMPC does not achieve real-time per-
formance for the presented algorithm. We are aware
of better methods of solving the optimization problem,
but as a first implementation MATLABs fmincon gives
an easy way for organizing the NMPC algorithm.

7 Conclusion

In this work, we have presented a multi-purpose con-
trol system used to minimize surge and swab pressures
while tripping in an offshore well, along with track-
ing of choke differential pressure and BHP. The well-
bore fluid frictional pressure forces was parametrized
by a quadratic function in flow-rate and DS velocity.
The unknown parameters in this function were esti-
mated using an UKF, which also estimated the system
states used by a NMPC. The NMPC manipulated the
inputs to the back-pressure flow and stand pipe pres-
sure directly, set the reference trajectory for a linear
state-integrator controlling the block positioning sys-
tem, and supplied a PI choke flow controller with de-
sired reference flow. The actuator dynamics for the
block, choke, back-pressure flow, and mud pump pres-
sure were represented by first-order linear low-pass fil-
ters.

We have presented the results from comparing three
NMPC configurations where two of these included mea-
sures to improve offset-free tracking. The best result
in terms of RMSE values was achieved by NMPC1,
with integrated tracking error implemented in the cost
function. All three NMPC configurations showed good
results in terms of constraining the BHP inside the de-
sired envelope and at the set-point, while tripping.

For multi-target tracking, the NMPC was configured
with a shorter prediction horizon and longer control
horizon with a steady-state input goal for the back-
pressure pump. NMPC1 was used in this case study.
Controlling both BHP and choke differential pressure
was accomplished by the controller.

Since we used an SDE with RK4 Maruyama in
time integration, average fluctuations were included.
For the configurations and case-studies presented here,
the NMPC has shown to be robust towards model-
mismatch and variations in the states due to the nature
of the SDE.

Including the dynamics of a hoisting system we can
predict and constrain the estimated DS velocity to both
manipulate the BHP and prevent excessive surge and
swab pressures. The system presented in this paper is
then automated such that the driller is only required
to supply the desired reference points for BHP, choke
differential pressure and travelling block position.
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tic differential equations with scalar noise. BIT
Numerical Mathematics, 2006. 46(1):97–110.
doi:10.1007/s10543-005-0039-7.

Slotine, J.-J. E. and Weiping, L. Applied Nonlinear
Control. Prentice Hall International Inc., New Jer-
sey, 1991.
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Errata

Note that in (45), the third term of the Taylor expansion is expressed incorrectly. The correct
equation is given as

θn(τ−τn) ≈ θn(τ)−τnθ̇n(τ)+
1

2
τ2n θ̈n(τ)+H.O.T. (IV.1)

where H.O.T. denotes the higher order terms in the series expansion.
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A B S T R A C T   

A common strategy for analyzing the stability of coupled axial and torsional dynamics in drilling is by using a 
two-degree-of-freedom mass-spring-damper model derived as a second-order ordinary differential equation. This 
implies using a single point mass to represent the inertia of the bottom-hole assembly and thus the characteristics 
of an otherwise distributed system. For the bit-rock model developed in Richard et al. (2007), the stability 
characteristics of the drilling system are in many previous works derived by assuming that the axial dynamics can 
be decoupled from the slower torsional dynamics. Using this bit-rock model, the friction forces and torques in the 
system are dependent on a time-delay term, dictating the stability of the system. Consequently, a set of critical 
drilling parameters, i.e., rotation speed, drill string stiffness, and fluid damping, can be investigated to identify 
the properties of the equilibrium for the nominal solution. 

In this paper, we have generalized the drill string dynamics by modeling the drill string as a series of alter-
nating springs and point masses. By making the same assumptions as in previous works, the dynamics are derived 
as a lumped-multi-element second-order model including a time-delay dependent on the system states. The 
model is then defined as a state-dependent delay differential equation. The stability analysis of the decoupled 
generalized system indicates that the stable region for the chosen drilling parameters reduces and is trending 
towards zero when the number of model elements increases. The implication of this is that the nonlinearity of the 
coupled axial and torsional dynamics is required for a thorough understanding of the stability of the drilling 
system. Furthermore, we have performed a numerical analysis of the coupled dynamics by simulating relevant 
drilling scenarios.   

1. Introduction 

Major limitations in oil & gas drilling are due to mechanical vibra-
tions of the drill string. The axial, torsional and lateral vibration can, in 
combination or alone, result in extensive wear or failure of the drill 
string components (Ghasemloonia et al., 2015). 

The axial vibration domain has received special attention in previous 
work, due to drag bits being equipped with fixed blades are prone to self- 
excited axial vibrations. This phenomenon is being explained to origi-
nate from the regenerative cutting process at the bit (Dareing et al., 
1990). Self-excited vibrations result from an unstable equilibrium point 
of the system, and might eventually result in axial bit bouncing and 
torsional stick-slip cycles (Saldivar et al., 2016). The understanding is 
that the axial dynamics are coupled with the angular displacement of the 

bit, interacting with the formation during the process of removing rock 
(Ghasemloonia et al., 2015). 

Mathematical modeling has proven useful for predicting steady-state 
and transient response of drill string dynamics, and relates well to field 
measurement (Ghasemloonia et al., 2015; Jogi et al., 2002). To address 
the causes of instability such as self-excited vibrations and stick-slip 
while drilling vertical wellbores, the dynamics of the drill string is 
commonly described by a two degree-of-freedom model for the axial and 
torsional vibrations (Bakhtiari-Nejad and Hosseinzadeh, 2017; Besselink 
et al., 2011; Depouhon and Detournay, 2014; Gupta and Wahi, 2016; 
Richard et al., 2004). The dynamic coupling between the rock and the 
drill string model is then confined to the drill bit. 

Bit-rock models have been derived to investigate the nature of the 
contact between the drill bit and the formation being drilled. Typical bit- 
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rock models for drilling systems are static plus Coulomb friction where 
the friction coefficient is dependent on the relative velocities of the 
surfaces in contact, e.g., modelled by the Stribeck effect (Navarro-Lopez 
and Suarez, 2004; Canudas-de Wit et al., 2008). The torque and weight 
on bit (WOB) are then given by the instantaneous angular and axial 
velocity of the bit (Christoforou and Yigit, 2003). 

On the basis of the work done in (Detournay and Defourny, 1992) 
along with relating rock cutting to metal machine cutting processes 
(Faassen et al., 2003; Insperger et al., 2005), a state-dependent time--
delay to describe the bit-rock interaction with drag bits was first intro-
duced in Richard et al. (2004) and extensively analysed in Richard et al. 
(2007). Furthermore, the axial and torsional dynamics were then 
coupled by a delayed rotational cutting motion of the bit. A motivation 
for introducing this bit-rock model was that the forces and moments 
generated at the bit was argued to be a function of the characteristics of 
the entire drilling system, described by rate-independent bit-rock laws 
(Detournay et al., 2008). The dynamic model describing the drilling 
system is then defined as state-dependent delay differential equation 
(SDDE), being a sub-category of retarded functional differential equa-
tion (RDE) systems (Agarwal et al., 2014; Richard, 2003). 

Stability analysis of SDDE systems is critical to investigate the system 
limitations. The explicit nature of the time-delay yields an infinite- 
dimensional solution space, and requires definition of the past time- 
history (Richard, 2003). The feedback of the delay can in some cases 
both stabilize and destabilize the system. Methods of characterizing 
stability in linear time-invariant delay systems are well known (Walton 
and Marshall, 1987; Wang and Hu, 2000). 

Modeling of drill strings are divided into full distributed descriptions 
and lumped element models in terms of second-order ordinary differ-
ential equations (ODE) for approximating the continuum dynamics. 
Lumped models, where the distributed effects are lumped to massless 
springs and point masses, are preferred due to simplified representa-
tions, capability of real-time performance, and development of control 
laws. 

Lumped single-element models are used in previous work for char-
acterizing the stability of a drilling system governed by axial and 
torsional dynamics. Due to the evidently faster axial vibrations as 
compared to the slow torsional vibrations, a common approach is to 
decouple the two vibration domains and analyze the faster axial stability 
independently. Pioneering work on the topic of stability for single- 
element models are found in Germay et al., 2005, 2009b, Richard 
et al., 2004, 2007 (without axial compliance), and Besselink et al., 2011, 
2016 (both including the axial compliance). From these models, it is 
found that the axial vibrations is the driving factor for generating 
torsional vibrations. In these models, the continuum properties are thus 
approximated by a single mass point. Furthermore, viscous damping for 
the torsional system was not accounted for in these models. 

More recent approaches involving lumped single element SDDE 
models for analysing the coupled stability are found in (Depouhon and 
Detournay, 2014; Gupta and Wahi, 2016; Nandakumar and Wierci-
groch, 2013). In (Nandakumar and Wiercigroch, 2013), practically 
achievable operating points are discussed and compared to the analysis 
done in (Besselink et al., 2011). The model derived in (Gupta and Wahi, 
2016) is a coupled single element ODE with partial differential equa-
tions (PDE) describing the cutting surface, included to properly address 
the situation of axial bit-bounce. 

In terms of modeling the distributed drill string dynamics including 
the bit-rock model from (Richard et al., 2007), a numerical analysis of a 
finite-element-model is given in Germay et al. (2009a), and Bakhtiar-
i-Nejad and Hosseinzadeh (2017) and Aarsnes and van deWouw 
(Aarsnes and van de Wouw, 2018) conducted a comprehensive stability 
analysis for the axial and torsional dynamics. In the latter, a Laplace 
transformation was performed to obtain a transmission line model to 
describe the distributed properties. Furthermore, in (Aarsnes and van de 
Wouw, 2018) it was stressed that higher-order models are necessary for 
conducting stability analysis. 

For lumped parameter systems used for estimating mechanical vi-
brations, the natural frequencies tend towards the continuum properties 
when the number of lumped elements increase. The approximation of 
the continuum properties are thus limited by the number of included 
elements, as compared to directly working with the partial differential 
equations describing the distributed properties. Due to the complex 
geometry of the drill string, several different waves will travel in the 
assembly, having an impact on the stability regions. In machine milling, 
experiments show that higher-order models are necessary for accurate 
prediction of the cutting motion (Faassen et al., 2003). 

In this paper, we extend the analysis of axial stability with a second- 
order lumped-multi-element model and investigate the coupled tran-
sient response for the axial and torsional dynamics. With increasing 
demand on simple yet reliable drill string models for estimating vibra-
tions implemented in real-time drilling optimization applications, the 
use of lumped-multi-element models become important (see e.g. 
(Cayeux, 2018), in torque and drag analysis) (Florence and Iversen, 
2010). 

The dynamic drill string model developed in this work is similar to 
the axial and torsional multi-element models in (Hovda, 2018a, 2018b) 
used for off-bottom vibration analysis. As such, we extend these works to 
on-bottom analysis using the bit-rock model from (Richard et al., 2007). 
Hence, viscous damping is included considering skin-friction arising 
from the mud-flow in the annulus. 

The analysis on the model in this paper shows that the decoupled 
axial stability region are significantly reduced when higher order models 
are used. This implies that when approaching the continuum properties 
with lumped-multi-element models, the decoupled stability region tends 
towards zero. The nonlinear coupled effects are then required when 
discussing the stability of the axial and torsional drilling system. 
Furthermore, drilling parameters such as critical rotation speed and 
axial velocity linked to system stability can be identified and tuned in 
drilling optimization (Florence and Iversen, 2010). 

The model derivation is presented in Section 2. A decoupled stability 
analysis of the axial dynamics is performed in Section 3, with the results 
given for six drill string configurations being presented in Section 4. 
These results are investigated in a simulation study in Section 5. A dis-
cussion is given in Section 6, before the paper is concluded in Section 7. 

2. Modeling 

The wellbore is assumed to be vertical, simplifying the dynamics of 
the drill string model. The model for a lumped-element drill string is 
shown in Fig. 1, with individual mass points (blocks) separated by 
massless springs. The top boundary conditions are the travelling block 
position U(t) where U(0) = 0 is assumed, and the angular displacement 
at the top of the drill string, Φ(t) where Φ(0) = 0, given by the top drive. 
Positive top drive rotation is assumed to be clockwise. 

Using a one-dimensional coordinate system, with z-axis defined 
positive downwards, we define each block with the generalized coor-
dinate ui(t) and ϕi(t), representing axial and angular displacement of a 
model block. Each of the model blocks represent either drill pipe (DP) or 
the bottom-hole assembly (BHA) of the drill string. The BHA contains 
drill collars (DC)–being thick-walled, heavy and much stiffer pipes – bit 
and other tools facilitating the drilling process. The model representa-
tion is drawn from (Hovda, 2018b). 

2.1. Axial drill string dynamics 

Using a Newtonian framework, the equation of motion for the axial 
dynamics are given as 

0 = − m1ü1 − k1(u1 − U) + k2(u2 − u1) − d1u̇1 + gm1Fb,1
0 = − miüi − ki(ui − ui− 1) + ki+1(ui+1 − ui) − diu̇i + gmiFb,i

⋮ = ⋮
0 = − mnün − kn(un − un− 1) − dnu̇n + gmnFb,n − Wc − Wf

(1) 
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where mi = ρsAih is the mass of the block, ρs is the material density, Ai is 
the block cross-sectional area, h = L/n, is the height between the block 
sections, L is the unstretched drill string length, n is the number of 
included blocks (lumped elements), ui is the position of the ith block, 
U(t) is the position of the travelling block, ki = EAi/h is the stiffness of 
the drill pipe for each section, E is the Young’s modulus, di is the viscous 
drag force coefficients from the drilling mud in the annulus, g is the 
acceleration of gravity and Fb,n is the buoyancy factor for each block, Wc 

is the weight on bit from the cuttings acting on the bit in the borehole, 
and Wf is the frictional forces from the bit wear flats in contact with the 
rock bottom. 

Using vector notation, the axial dynamics are rearranged, yielding 

Mü(t)+Du̇(t) + Ku(t) − g = t1F(t) − t2fbit(t) (2)  

where F(t) = k1U(t), fbit = Wc + Wf . The vectors and matrices of (2) are 
defined as 

M= diag(m1,…,mn), D = diag(d1,…, dn)

K=

⎡

⎢
⎢
⎢
⎢
⎣

(k1 + k2) − k2 0 … 0 0
− k2 (k2 + k3) − k3 … 0 0

⋮ ⋮ ⋱ ⋮ ⋮
0 … 0 − kn− 1 (kn− 1 + kn) − kn
0 … 0 − kn kn

⎤

⎥
⎥
⎥
⎥
⎦

g=

⎡

⎣
gm1Fb,1

⋮
gmnFb,n

⎤

⎦, t1 =

[
1

0n− 1,1

]

, t2 =

[
0n− 1,1

1

]

where u = [u1, u2,…, un]
⊤, and K is defined as a tridiagonal matrix 

(Hovda, 2018b). The vectors t1 and t2 are by definition considered as 
projection vectors for the external forces and torques. 

The drag forces due to mud flow in the annulus is derived in (Hovda, 
2018b), accounting for the skin friction from the pipe, and assuming a 
laminar flow profile around the pipe through Newtonian annular 
Couette-Poiseuille flow. The di coefficients are given as 

di = 2πhμ
(

1 + α2
i

1 − α2
i

ln α− 1
i − 1

)− 1

(3)  

where μ is the viscosity of the fluid and αi = ro,i/rbh is the outer pipe 
diameter-to-holesize fraction with ro,i being the outer pipe radius, and 
rbh is the radius of the borehole. 

2.2. Torsional drill string dynamics 

The equations of motion for the torsional dynamics are given as 

0 = − J1ϕ̈1 − κ1(ϕ1 − Φ) + k2(ϕ2 − ϕ1) − c1ϕ̇1
0 = − Jiϕ̈i − κi(ϕi − ϕi− 1) + κi+1(ϕi+1 − ϕi) − ciϕ̇i
⋮ = ⋮
0 = − Jnün − κn(ϕn − ϕn− 1) − cnϕ̇n − Tc − Tf

(4)  

where Ji = ρshIz,i is the ith block moment of inertia, Iz,i = π(r4
o,i − r4

i,i)/2 is 
the second moment of area, ri,i is the inner radius of the block, ϕi is the 
angular position of the block, Φ(t) is the top-of-string angular 
displacement given by the top drive, κi = GIz,i/h is the torsional stiffness 
of the pipe or collar, ci is the drag forces coefficient from drilling mud, Tc 
is the torque on bit due to cutting effect from the interaction between the 
cutter blade and the formation, and Tf is the frictional torque on bit from 
the underside of the cutter blades. 

Similarly as in Section 2.1, we rearrange and represent the torsional 
dynamics in vector format, given as 

(5)  

where T(t) = κ1Φ(t), tbit = Tc + Tf , and the matrices are defined as 

J= diag(J1,…, Jn), C = diag(c1,…, cn)

From the shear stresses in the fluid, ci represent the coefficient for 
viscous damping in the model, being expressed as 

ci = 2πr2
bhhμ

(
α4

i + α2
i

1 − α2
i

)

. (6)  

2.3. Coupling to downhole friction 

The bit at the end of the drill string ensures efficient cutting of the 
rock by manipulation of the applied weight on bit and top-side rota-
tional speed. Typically, two configurations are found; the tri-cone bit 
and the drag bit (poly diamond crystal (PDC) cutters, etc.). The latter is 
used for medium to hard rock, capable of keeping higher penetration 
rates, and generally is of lower cost than the tri-cone (Dareing et al., 
1990). The drag bit is of interest in this work as the friction modeling is 
based on the blade arrangement on this bit (Detournay et al., 2008). The 
arrangement defining the bottom hole profile is seen in Fig. 2. 

In (Detournay et al., 2008), the physical modeling of the rock cutting 
process is developed from a drag bit configuration, with nb consecutive 
blades. The quantity d(t) is the depth of cut, defining the volume of rock 
(marked area) being scraped off the rock bottom. In Detournay et al. 
(2008), the depth of cut is given by d = 2πV0/Ω0, where V0 and Ω0 are 
the nominal axial velocity and angular velocity of the drill string, 
respectively. 

Processes related to cutting of materials give rise to natural time- 
delays (Gu et al., 2003). The volume being cut by the tool, is typically 
dependent on rotational speed of the work-piece. Transferring this to the 
process of cutting rock while drilling, the representation of the forces 
and torques due to a time-delay occurring at the drill bit was introduced 
recently for a two-degree-of-freedom model in (Richard et al., 2004) and 

Fig. 1. Model representation of a drill string assembly, where BHA – bottom- 
hole assembly, and HWDP – heavy-weight drill pipe. 
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extended in the work by Richard et al. (2007). As such, this model will 
be the basis of the friction model used here. 

As sketched in Fig. 2, the axial displacement of the bit is delayed by 
the time tn(t) of one blade in the drag-bit being rotated by 2π/ nb. Hence, 
the angular displacement profile, could in case of torsional stiction, lag 
significantly. Further on, d(t) is defined in terms of the current and past 
axial displacement, yielding 

d(t)= un(t) − un(t − tn(t)) (7)  

where tn(t) is the state-dependent delay. 
The dynamics of the friction model comprise of the interaction with 

the bit. The forces are the cutting force and torque on the bit Wc,Tc and 
the wear flat forces and torques Wf ,Tf respectively (subscript c for 
cutting and f for wear flat). These contribute in different ways depending 
on the motion of the drill string. In Richard et al. (2007), the forces and 
torques are defined as 

Wc = nbrbζεd(t), Wf = nbrblwσhf (u̇n(t)) (8)  

Tc =
1
2
nbr2

bεd(t), Tf =
1
2
rbμf γWf (9)  

where n is the number of blades on the bit, rb is the bit radius, ζ is the 
orientation of the cutting face for the blade, ε is the intrinsic specific 
energy required to cut a volume of rock, lw is the wear flat length of the 
blade, in contact with the rock, γ is the spatial distribution of wear flats, 
σ is the mean contact stress at the wear flats, μf is the friction coefficient 
relating Wf to Tf , and hf (u̇n(t)) represent whether or not the wear flat 
forces are active (Besselink et al., 2011). The latter is defined as a 
Heaviside-function, given as 

hf (x)≜
{

0, x < 0
1, x ≥ 0 (10)  

which will give Tf = Wf = 0 for u̇n < 0, i.e., the bit is moving upwards 
(off-bottom), and the wear flat forces vanish. The special case of u̇n = 0 
will be described in Section 5. 

The dependency between the axial and torsional dynamics at the bit 
is included in the dynamics of the depth of cut d(t). The time-delay, 
which states the delay from previous position of the cutting blade to 
the current, is given as a function of the bit rotation angle, ϕn(t). The 
constraint is defined as 

ϕn(t) − ϕn(t − tn(t))=
2π
nb

(11)  

which needs to be solved for tn(t) numerically at each time-step. 
We perform a system transform by changing the equilibrium of the 

axial dynamics, and analyze the drill string in suspended mode. The new 
equilibrium is defined as 

u= y + K− 1g (12)  

which is done to simplify the dynamical equations in the analysis by 
recognizing that the term g is constant. 

With the definitions of the bit rock forces and torques, we rearrange 
and express (2) by using (12), and (5) as 

Mÿ+Dẏ+Ky= t1F(t) − t2(kcd(t, tn)+ kf hf (u̇n)) (13)  

(14)  

where kc = nbrbζε, tc = nbr2
b ε/2, kf = nbrblwσ, and tf = rbμf γkf/2. The 

dynamics of y(t) is then representing the suspended drill string, sub-
jected to gravity. 

Note that the nonlinear dynamics then arise from the coupling 
through t2 with the bit-rock interaction. The equations of motion (7), 
(11), (13), and (14) comprise of a set of SDDEs due to the bit-rock 
interaction (Richard, 2003). 

2.4. Steady-state behaviour 

We want to study the impact of the bit-rock interaction in the system. 
A steady-state solution is considered in the absence of any vibrations, 
with the nominal block speed (equal to rate-of-penetration) V0, top-of- 
string angular velocity Ω0 and depth of cut d0. Hence, we assume ÿ(t) =

0, and ẏ(t) = V0 in steady-state, being substituted into (13). Further-
more, solving for y(t) in (13) yields the steady-state axial response, 
denoted with subscript ss, given as 

yss(t)=K− 1( t1k1V0t − dV0 − t2
(
kcd0 + kf

))
(15)  

where D = diag(d), and ẏss(t) = V0, i.e., assuming constant axial ve-
locity. Noting that K− 1t1 = [1/k1,1/k1,…,1/k1]

⊤, which is derived 
analytically in (Hovda, 2016), and expressing the ith axial component, 
the steady-state is derived as 

yi,ss(t) =V0t + y⋆
i,ss (16)  

where y⋆
i,ss is the ith total static axial drilling response, and V0t is then the 

rigid-body displacement of the drill string assembly. 
The depth of cut in (16) is then derived, yielding 

d0 =
1
kc

(
W0 − kf

)
=

2πV0

nbΩ0
(17)  

where the constant delay is tn0 = 2π/(nbΩ0), given constant topside 
rotation, W0 = kn(yss,n− 1) − yss,n), kf is then considered the threshold 
wear-flat force, and tn0 is the steady-state time-delay. The term W0 is the 
steady state weight on bit when subject to gravitational forces. 

Similarly for the torsional dynamics, the steady-state solution is 
given by 

(18)  

ϕi,ss(t)=Ω0t + ϕ⋆
i,ss (19)  

where ϕ⋆
i,ss is the static torsional drilling response. From (19) we can 

derive the threshold torsional wear-flat forces as 

Fig. 2. The blade configuration on a drag bit. V0 and Ω0 denotes the nominal 
axial velocity and angular velocity of the drill string, respectively. 
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Tfs = κn
(
ϕss,n− 1 − ϕss,n

)
− cnΩ0 − rb

W0 − kf

ζ
.

In terms of the transient response of the equations of motion, note 
that the axial and torsional time scales are not equal. The former time 
scale is shorter resulting in shorter time-period oscillations. This can be 
characterized by the speed of sound travelling through the material of 
the drill string. For steel (ρs = 7850 kg/m3) these speeds are cs =
̅̅̅̅̅̅̅̅̅
E/ρs

√
≈ 5050 m/s, and ct =

̅̅̅̅̅̅̅̅̅̅
G/ρs

√
≈ 3180 m/s for the axial and 

torsional systems, respectively. An axial wave will travel considerably 
faster through the medium as compared to a torsional wave. 

2.5. Scaling and perturbation coordinates 

To reduce the number of system parameters, and analyze the dy-
namics on a common scale defined by the drill string configuration, we 
define a common time scale for the systems. The new time unit τ = t/ t⋆ 

where t⋆ = L/ct is based on that the torsional speed of sound is 
considerably lower than the axial speed of sound. The scaled system is 
then characterized by cs/ct = c. As such, the t⋆ corresponds to the time a 
torsional wave travels the distance L. In addition, we analyze the system 
from the equilibrium solutions in (16) and (19), where the drill string 
axial and torsional dynamics are defined by the nominal velocities V0 
and Ω0. 

The perturbations from the nominal solution of (13) and (14) are 
given as 

z(τ)= y(t) − yss(t), θ(τ) = ϕ(t) − ϕss(t) (20) 

The nominal velocities are scaled as ω0 = Ω0t⋆ and v0 = V0t⋆ being 
the steady-state rate of penetration. The depth of cut is derived from (7), 
(16) and (20) as 

δ= zn(τ) − zn(τ − τn) + v0τn (21)  

where v0τn is the nominal depth of cut following the time-delay, when 
perturbations are zero. Hence, τn = tn/t⋆. Additionally, the delay 
constraint given the angular displacement at the bit is deduced from 
(11), (19) and (20) as 

θn(τ) − θn(τ − τn)+ω0τn =
2π
nb

(22)  

which is solved numerically for the time-delay τn(τ). 
Characterizing the axial system by the geometric mean of the cross- 

sections, and noting that the nominal forces cancel, we can rewrite the 
equations of motion (13) with the new time-scale as  

A1 z̈(τ) + ctn
Gâ

Dż(τ) + n2c2A2z(τ) = n2c2a1t1U(τ)

+nbαt2

(

v0τn0 − δ + λhf

(

−

(

v0 + żn

))) (23)  

where A1 = diag(a1), a1 = [a1,…, an]
⊤, ai = Ai/â, where â is the geo-

metric mean of the cross-sections for the block i drill-pipe/collar seg-
ments, A2 has the same form as 𝒦, with ai s replacing the kis, U(τ) is the 
perturbation in block position, α = nLrbεζ/(Gâ), and λ = lwσ/ ζε. 
Furthermore, we have used ki = Eai â/h, mi = ρsai âh. The term hf (− x)
states that the perturbed wear flat forces are constant when the drill bit 
is moving with the nominal axial velocity v0. 

Considering mass-proportional Raleigh damping (Rao, 2007), we 
can derive an approximate of the axial and torsional system damping 
with D = ddA1, where dd = d1/a1 is used with the assumption that 
larger damping occurs around the drill collar mass points in the lumped 
model than in reality. However, since the drill-pipe section is longer 
than the BHA, the assumption can be justified (Hovda, 2018b). Then, the 
axial dynamics can be expressed as  

A1 z̈(τ) + d̂A1 ż(τ) + n2c2A2z(τ) = n2c2a1t1U(τ)

+nbαt2

(

v0τn0 − δ + λhf

(

−

(

v0 + żn

))) (24)  

where 

d̂ =
2πμLct

Ga1 â

(
1 + α2

1

1 − α2
1

lnα− 1
1 − 1

)− 1

. (25) 

Similarly, using the geometric mean of the second moment of area, 
proportional damping, and the new time scale for the torsional dynamics 
in (14), we get 

L1θ̈(τ)+ ĉL1θ̇(τ)+ n2L2θ(τ)= n2I1t1Φ(τ)

+t2nb
ârbα
2̂lζ

(v0τn0 − δ+ βλhf ( − (v0 + żn)))
(26)  

where L1 = diag(L1), L1 = [l1,…, ln]⊤, ln = Iz,i/̂l, where ̂l the geometric 
mean of the second moment of area for block i drill pipe or collar seg-
ments, L2 has the same form as with lis replacing the κi, Φ(τ) is the 
perturbation in top-of-string angular displacement, ĉ =

(2πr2
bhμLct /(Gl1 l̂))⋅((α4

i + α2
i ) /(1 − α2)), and β = μf γζ. Furthermore, 

we have used κi = Gli l̂/h, Ji = ρshli l̂. 
The three constants α, λ and β in (24) and (26) characterizes the drill 

string design and interaction with the cutting forces and wear flat forces, 
respectively. 

3. Parameter analysis of axial dynamics 

In normal drilling operations, the travelling block is moving with 
constant speed v0 and δ > 0. Next, we assume the following conditions:  

1. Torsional vibrations are constant, i.e., the delay τn originating from 
the lag in bit blade rotation due to sticking is constant, τn = τn0. 
During the axial vibrations the angular velocity of the bit is slowly 
varying, so that during these cycles higher-frequency vibrations for 
the axial dynamics can occur. 

2. The wear flat forces are constant due to assuming a positive bit ve-
locity, i.e., żn > − v0. 

The first assumption implies that we decouple the axial system from 
the torsional system, and can analyze the stability regime individually. 
We now direct our analysis to the axial motion of the drill string. To 
understand the time delay impact on the axial dynamics, we will in this 
section derive a representation of the stability for the downhole 
conditions. 

Both A1 and L1 are positive definite and diagonal. However, the form 
of A2 and L2 are not diagonal. Since x⊤Qx > 0, ∀x ∈ IRn\{0}, Q = Q⊤ ∈

{A1,A2,L1,L2}, and the eigenvalues of Q are real, all leading principle 
minors of Q,1 ≤ k ≤ n are positive, then the set of matrices represented 
by Q are real symmetric positive definite (Golub and Loan, 2013). 

With these definitions, we can rewrite the equations of the axial 
dynamics and investigate the modal decoupling when subject to the bit- 
rock interaction. This motivates derivation of the dynamics with the 
eigendecomposition of the matrix pair (A1,A2). 

For the symmetric positive definite matrix pair (A1,A2) we have that 
(Golub and Loan, 2013) 

A1v= λiA2v (27)  

where v is the generalized eigenvector associated with the λi eigenvalue, 
V⊤A1V = I, V⊤A2V = Λ, where V = [v1,…, vn] is the real nonsingular 
eigenvector matrix, and Λ is the diagonal eigenvalue matrix. This also 
applies for the pair (L1,L2). 

Assuming zero perturbation for the block position, U(τ) = 0, and 
using the linear system transform z(τ) = Vx(τ) for the left-hand side of 
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the axial dynamics in (24), yields 

ẍ+ d̂x+ n2c2Λx= − nbαV⊤t2(zn(τ) − zn(τ − τn)) (28)  

where we have premultiplied with V⊤, x is the modal coordinate vector 
corresponding to the generalized coordinates, and zn(τ) is the nth 
element of z(τ). 

Taking the Laplace transform of (28), and defining x(0) = ẋ(0) = 0,
zn(0) = żn(0) = 0 yielding zero perturbation from the nominal solution, 
we get 
(

Is2 + d̂Is+ n2c2Λ
)

X(s)= − nbαV⊤t2(1 − e− τns)Zn(s) (29)  

where I is the identity matrix, L {x(τ)} = X(s), and L {zn(τ)} = Zn(s). 

3.1. Stability of axial dynamics 

To analyze the stability of the downhole conditions while drilling 
(τn ≥ 0), we must derive the characteristic polynomial of (28) for zn(τ), 
being the nth element of z(τ). 

The response of the last block of the drill string (the BHA) is given as 
a sum of the assembly modal coordinates, yielding 

Zn(s)=
∑n

j=1
Vn,jXj(s) (30)  

where Zn(s) is the nth block coordinate, and Xj(s) is the jth modal co-
ordinate. The jth component of (29) is given as 
(

s2 + d̂s+ω2
j

)
Xj(s)= − nbαVn,j(1 − e− τns)Zn(s) (31)  

where ω2
j = n2c2λj, i.e., the eigenfrequency of the jth mode. Equation 

(31) can be solved for Xj(s) and inserted into (30), yielding 
(

1 + nbα
∑n

j=1

V2
n,j

s2 + d̂s + ω2
j

(1 − e− τns)

)

Zn(s) = 0 (32)  

being the response of the last block of the drill string assembly. 
Expanding (32) and rewriting yields 

(A(s) − B(s)e− τns)

B(s) = nbα
∑n

j=1
V2

n,j

∏

i∕=j

pi(s), A(s) =
∏n

i=1
pi(s) + B(s)

(33)  

where pi(s) = (s2 + d̂s + ω2
i ). Note also that deg(A(s)) = 2n and 

deg(B(s)) = 2n − 2. 
In the case of τn = 0, (33) reduces to 

∏n
i=1pi = 0 being a power of 2n 

polynomial in s. The roots of the reduced system yields the roots of the 
uncoupled characteristic polynomial, from the left-hand side of (29). In 
component form, the latter polynomial can be defined as 

s2 + d̂s + ω2
i = 0 (34)  

which is equal to pi(s) from (33), and constitute two roots s1, s2 for each 
mode xi(s). These are given by 

s1,2 =
1
2

(

− d̂ ±

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

d̂
2
− 4ω2

i

√ )

(35)  

such that the downhole bit motion is dependent on the stability of the 
modes for the entire drill string, naturally. 

From the magnitudes in Table 2 found in Section 5, we conclude that 
the roots in (35) are located in the left-half plane for τn = 0. Since 4ω2

i >

d̂
2 

with d̂,n,c,λi > 0, and the root is a complex conjugate pair. Then, the 
nominal solution is considered stable independent of the delay. Note 
that for d̂ = 0 the system is marginally stable with roots located at zero 

on the imaginary axis, and non-decaying oscillations can occur. 
The quasi-characteristic polynomial in (33) generates infinite num-

ber of roots due to the exponential function (Sipahi, 2019). In order to 
investigate the response for Zn(s), with τn > 0, we analyze the critical 
roots and subsequent time-delays generating crossings at the imaginary 
axis for s = jω, where j is the imaginary unit. The quasi-characteristic 
polynomial is defined as 

P(s, τn)=A(s) − B(s)e− sτn (36)  

being expressed in similar form as in (Walton and Marshall, 1987). 
Hence, deg(A(s)) > deg(B(s)). The goal is to obtain the critical values of 
τn generating crossing frequencies on the imaginary axis, and investigate 
the stability limits. Keeping the exposition, we add additional details 
from the procedure in (Walton and Marshall, 1987). The following 
sub-goals are defined to derive the system stability:  

1. Obtain a polynomial F(ω) given the scalars A(s), B(s) in order to 
calculate the critical crossing frequencies. The roots of F(ω) yields 
the critical crossing frequencies.  

2. If no roots exists for F(ω) (no critical crossing frequencies):  
(a) Compute the system stability from (34).  
(b) Identify if stable for all τn or unstable for all τn.  

3. Calculate the critical time-delay switches from the crossing 
frequencies.  

4. Identify the direction of each crossing, to indicate if the crossing is 
stabilizing or destabilizing.  

5. Define the delay-margin, i.e., the final stability border. 

We start by defining (Walton and Marshall, 1987; Wang and Hu, 
2000) 

F(ω)=
⃒
⃒
⃒A(jω)

⃒
⃒
⃒

2
−

⃒
⃒
⃒B(jω)

⃒
⃒
⃒

2
(37)  

where F(ω) is a real-valued polynomial where the critical crossing fre-
quencies can be obtained independent of τn. Note that deg(F(ω)) = 4n. 

The conjugate symmetry of the complex root s is used to state that 
P(s, τn) = 0 ⇒ P(− s, τn) = 0 for the same purely imaginary root s. From 
this, we insert s = ±jω into (36) and get 

A(jω) − B(jω)e− τnjω = 0
A(− jω) − B(− jω)eτnjω = 0  

for roots of the quasi-characteristic polynomial. We can then eliminate 
the exponential term (by exploiting that A(s),B(s) are scalars) and obtain 
⃒
⃒
⃒A(jω)

⃒
⃒
⃒

2
−

⃒
⃒
⃒B(jω)

⃒
⃒
⃒

2
=F(ω)= 0. (38)  

which is the polynomial in (37). Since F(ω)→∞ for ω = ±∞ (since A(s)
is higher order than B(s)), we consider the positive frequencies ω→∞. 
The interpretation of F(ω) is the ability to decouple the critical crossing 
frequencies ω⋆ from the time-delay values τ⋆

n . 
Solving for the roots of (37) yields the critical zero crossing fre-

quencies ω⋆ of the system. If no roots are generated from solving (37), i. 
e., no crossing points exist, the system stability is characterized from the 
previous criteria of τn = 0. If (36) is declared stable independent of the 
delay, the overall system is stable (and vice versa for unstable (36)). 

In the case of (37) generating roots, the crossing frequencies are 
associated with a series of delay switches and constitute pairs (ω⋆

k ,τ⋆
n,k), 

where ω⋆
1 > ω⋆

2 > …ω⋆
N > 0, and N is the total number of crossing fre-

quencies of F(ω). It is noted that e− τnjω = cos(ωτn) − jsin(ωτn), which can 
be used to obtain the argument of the exponential term defined as the 
phase angle θk 

θk =∠
B
(
jω⋆

k

)

A(jω⋆
k )

=∠B
(
jω⋆

k

)
− ∠A

(
jω⋆

k

)
(39) 
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defined so that θk ∈ [0, 2π), and ∠ is the phase angle between the 
imaginary and real part of a complex number. 

Due to the periodicity of the phase angle, the critical delays can be 
calculated from a given crossing frequency ωk as (Walton and Marshall, 
1987) 

τn,k,r =
θk

ω⋆
k
+

2πr
ω⋆

k
, r = 0, 1, 2,…,mr (40)  

where each τn,k,r represents a critical time-delay in the system connected 
to a pair of roots in (36) passing from right to left or left to right in the 
complex s-plane. 

The direction of each crossing can be found by the sign value of 
Re(ds/dτ)(s=jω⋆

k ,τ=τn,k,r)
, which can be derived by differentiating (36) w.r.t. 

τn. 
However, as shown in (Walton and Marshall, 1987), the direction of 

the zero crossings at a particular root is independent of the critical de-
lays at this point. The reader is referred to [36, Section 2] for this proof. 
The direction is shown to be given by F′

(ω⋆
k ) where the prime denotes 

differentiation w.r.t. ω⋆
k . 

The critical delays τn,k,r associated with the zero crossing direction 
given by the root ωk defines the system stability in a given interval. Note 
that each root is arranged from largest to smallest, where ωk=1 is the 
largest root. The time-delay τn,k,r corresponding to the largest root, is 
connected to a new pair of conjugate roots for (36) with positive real 
part since F′

(ωk) > 0, which is compensated for by the following root 
with F′

(ωk+1) < 0 for τn,k+1,r where k ≥ 0. Ultimately a delay-margin will 
be found, and the subsequent delays denotes an unstable system (see e.g. 
(Gu et al., 2003; Sipahi, 2019),). 

4. Stability switches for a decoupled system 

The dynamics of the drill string are modelled assuming a vertical 
wellbore. To analyze the stability boundaries and transient response 
from different boundary conditions, six realistic drill string configura-
tions are used, being drawn from (Hovda, 2018b). The characteristic 
values for each section are defined in Table 1. Common casing instal-
lation applies for the 36′′ to the 12 ¼′′ section. The two last wellbores are 
liners, threaded on the previous casing shoe. The last liner, being sus-
pended from the last casing shoe, runs into the open hole section. The bit 
used for drilling each section corresponds to the hole size row. 

We assume the following bit-rock values: σ = ε = 45 MPa, lw = 0.001 
m, μf = 0.3, ζ = 0.65, and γ = 1. 

4.1. Special case for n = 1 

In the case of n = 1, the model simplifies to a two-degree-of-freedom 
model, such as the case in (Besselink et al., 2011; Nandakumar and 
Wiercigroch, 2013; Depouhon and Detournay, 2014). The equation of 
motion for the axial dynamics in (24) assuming constant torsional vi-
brations reduces to 

z̈(τ)+ d̂ ż(τ)+ c2z=
nbLrbεζ

GA
(z(τ − τn) − z(τ)) (41)  

since ai = Ai/â for i = n = 1, and A is the drill string element area, being 
either pipe or collar. Hence, the characteristic polynomial is given from 
the Laplace transform as shown in Section 3 as 

P(s, τn)= s2 + d̂s+ω2
1 +

nbLrbεζ
GA

(1 − e− τns) (42)  

where ω1 = c, and using the steps in Section 3.1, (42) can be utilised to 
characterize P(s, τn) = 0. Hence, the critical time-delays and crossing 
frequencies can be calculated and compared to previous work with 
similar values for d̂, and the drilling parameter nbLrbεζ/(GA). 

4.2. Critical speed margins 

The number of computed time-delays per crossing frequency ω⋆
k is 

set by mr = 10 in (40). Considering the case of A1 = I, i.e., a uniform 
drill string assembly, we compute the critical crossing values and cor-
responding time-delays. The damping for each of the drill string 
configuration are given by (25). 

To analyze the critical rpm values required to keep the axial motion 
of the system stable, the nominal angular velocity ω0 can be computed 
from τn = 2π/(nbω0). By increasing the number of lumped elements, we 
investigate the coupled behaviour of the model to critical rpm values 
from the configurations in Table 1. Furthermore, in this analysis we 
restrict n = 40. Expanding the analysis to n > 40 and beyond is 
restricted by the magnitude of F(ω) and consequently the evaluation of 
F′

(ω). 
The calculated delay margins of the axial system given in terms 

unscaled nominal angular velocity Ω0 for each section, and n, are pre-
sented in Fig. 3. The case of n = 1 is computed with (42). Recall that 
Ω0 = ω0ct/L, being scaled for each section. 

From the computations, one distinct delay margin is found from 
assuming an uniform drill string made up of drill pipes. This can be 
explained by looking at the crossing frequencies obtained from F(ω) and 
the drill string eigenfrequencies ωj. For a 36′′ section with n = 2, 
d̂ ≈ 1.55⋅10− 5, ωj = [5.1392,1.9630] and the crossing frequencies are 
ω⋆

k = [15.7675, 5.1392, 4.442, 1.9630]. Recall that the first, largest 
crossing frequency is associated with F′

(ω⋆
k ) > 0. In the case of the 36′′, it 

is three times larger than the second frequency. Evaluating the range of 
time-delays, it is found that ω⋆

1 is repeated several times before a switch 
associated with stabilizing crossing is generated. For all the sections, 
similar results were found. 

Secondly, what is seen in Fig. 3 is that the critical rpm values are 
almost linearly increasing after n = 20 requiring high rpm values to 
avoid self-excited axial vibrations. It is noticed that only modeling with a 
single element yields similar delay margin as the higher order 
configurations. 

Adding a BHA to the drill string will, in some cases, generate more 
than one stability switch, where the frequency spectrum becomes more 
complex (A1 ∕= I). To compare the boundaries with the uniform drill 
string assembly, we select the lower most stability switch for the six 
configurations. The result is seen in Fig. 4. 

The general observation of adding a BHA is that the overall required 
rpm values decreases for drilling the four last sections. However, 
comparing the rpm curves to Fig. 3, similar prediction can be made on a 
stable linear increase required for increasing number of lumped ele-
ments in the model. The consequence of this observation is that for the 
assumptions made to decouple the axial-torsional dynamics, the dy-
namic behaviour of the drill string for sufficiently large n might never be 

Table 1 
Well data. DP – Drill pipe, DC – drill collar, DSL – Drill string length, OD – outer 
diameter, ID – inner diameter.  

Section num. 1 2 3 4 5 6 

Section type Casing Casing Casing Casing Liner Liner 
Hole size [in] 36 26 171/2  121/4  81/2  6 

DSL [m] 200 650 1350 2275 3700 4370 
DP OD [in] 5 5 5 5 5 5 
DP ID [in] 4.276 4.276 4.276 4.276 4.276 4.276 
DP area [m] 0.0034 0.0034 0.0034 0.0034 0.0034 0.0034 
DC OD [in] 111/4  111/4  111/4  10 61/2  33/4  

DC ID [in] 31/4  31/4  33/4  3 21/4  11/2  

DC area [m] 0.0406 0.0406 0.0406 0.0375 0.0344 0.0188 
ldc [m]  24 45 53 100 170 170 

μ [Pa s− 1]  0.0011 0.0011 0.03 0.03 0.03 0.03 

ρm [kg m− 3]  1025 1025 1400 1600 1800 1100  
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stable. 
Drag bits are capable of drilling with high rotation speeds. However, 

investigating the critical speed margins in Figs. 3 and 4, we notice that 
only the longer sections where sufficiently high weight from the drill 
string is achieved, are the rpm values in the range reported in (Aadnoy 
et al., 2003; Lai et al., 2016). 

The findings are similar to the analysis in (Dareing et al., 1990), 
where it is found that the bit-radius has a direct impact in how fast the 
drill string can be rotated to avoid self-excited axial vibrations. The 
required rotary speed is dependent on application (reaming, 
hole-cleaning, friction testing, etc.), and limitations on the top drive 
itself for allowable supplied torque. 

The response of the axial system from (24) subject to constant wear 
flat forces and no torsional vibrations is given by 

A1 z̈+ d̂A1 ż+ n2c2A2z= nbαt2(zn(τ − τn) − zn). (43) 

Equation (43) is linear for a constant delay τn, and is completely 
decoupled from v0. Disturbances from the nominal solution will, ac-
cording to the defined stability boundaries, imply growing oscillatory 
behaviour if the drilling rpm is below the required limit. The wear flat 
forces was assumed constant, with the bit being on bottom at all times. 

Ultimately, the drilling coordinator will manipulate both v0 and ω0 to 
achieve stable drill string behaviour. 

5. Simulation study 

The necessity to analyze the system coupled leads to studying the 
response from simulating the equation of motions of (21), the algebraic 
relation (22), (24), and (26). To investigate the behaviour of the system, 
we need to address hf (0) and δ, i.e., the coupling between (24) and (26). 

Note that the simulations presented in this section are done using 
open-loop control to investigate the axial-torsional cyclic behaviour, 
with constant parameters (v0,ω0). In a realistic scenario, a controller will 
be implemented such as to avoid developing sustained oscillations by 
manipulating the top drive and travelling block parameters. 

5.1. Wellbore contact scenarios 

In Detournay et al. (2008), three distinctive phases (Phase I–III) of 
drilling are described. The first phase, Phase I, is dominated by the 
contact forces at the bit, since δ is larger than zero (bit is always 
on-bottom), and axial velocity being v0. In Phase II, a critical value of the 
depth of cut is reached and indicates that the wear flat forces (contact 
forces due to friction), Wf ,Tf , do not increase beyond the normal contact 
stresses, defined by σ. However, the necessary increase in bit normal 
forces is directed through the cutting component. Phase III is defined by 
the external forces due to hole cleaning, increased wear flat length of the 
bit due to build up of rock cuttings around the BHA. The latter phase is 
not considered in this paper. 

We need to translate the behaviour of the drilling regime to the 
model derived up until this point. The conditions for axial and torsional 
stick need to be treated, which relates to the distinctive phases of 
drilling. 

5.1.1. Nominal drilling conditions 
The drill bit follows the nominal axial and angular velocities v0 and 

ω0, respectively. Furthermore, the bit is constantly moving downwards 
being on-bottom, and δ is larger than zero. As such, the wear flat forces is 
constant since the bit velocity is positive. The cutting forces are active in 
this phase. 

5.1.2. Axial bit stick-slip 
When the longitudinal motion of the bit is stopped and the position of 

the bit is constant for a short time period, the forces at the bit in the axial 
direction compensate for the weight of the drill string. In this case, while 
rotation is ongoing, the forces situated at the bit can become periodic 
due to the effect of delayed cutting. The effect of the periodicity can then 
result in the axial stick-cycles (Dareing et al., 1990). 

From the model, we can express this as a situation where the nth state 
axial velocity becomes zero (żn = − v0), and that a wear flat force en-
sures axial equilibrium of the bit in the moment of axial stick. From (24) 
we can derive the axial equilibrium z̈n = 0, żn = − v0 of the nth block as 

− d̂A1,[n,n]v0 + n2c2A2,[n,n](zn − zn− 1)

− nbα(v0τn0 − δ) + Ffa = 0  

where the axial equilibrium force Ffa, is then given as 

Ffa = nbα(v0τn0 − δ) − n2c2a2,n(zn − zn− 1) + d̂a1,nv0 (44)  

such that in the time-period of axial stick the force oppose the motion of 
the bit, until the weight of the drill string assembly overcomes the wear 
flat forces. 

In the case of bit bounce, the depth of cut becomes negative (δ < 0) 
and the bit loses contact with the rock. Thus, the cutting and wear flat 
forces is zero until the weight of the drill string forces the bit down onto 
the rock again. 

Fig. 3. Log-scale plot of Ω0, n, the critical rotation speeds for increasing n 
considering a uniform drill pipe assembly. 

Fig. 4. Log-scale plot of Ω0, n, the critical rotation speeds for increasing n 
considering a drill string with BHA. 
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5.1.3. Torsional stick-slip 
Torsional stick occurs when the wear flat and cutting forces become 

too large, resulting in the bit coming to a complete stop in the formation. 
Hence, the condition ϕ̇ = − ω0 is fulfilled for the time instance. 
Furthermore, we assume that the wear flat forces are large enough to 
keep the bit from rotating backwards. During a torsional stick phase the 
torque on bit due to the interaction with the formation is larger than the 
applied torque from the drill string. 

Considering the cutting process from Fig. 2, if the bit comes to a 
complete stop in torsional motion this means that it is not cutting rock 
any more. Consequently, this leads to a stop in axial motion of the bit, 
such that we can assume that the bit will not move further downwards. 

The externally applied torque at the bit builds up in the drilling as-
sembly, eventually leading to the bit accelerating, as θ̈n > 0, and 
breaking free from the formation. The bit starts to accelerate again 
whenever the sum of torques at the bit is larger than zero, given as 

ĉl1nω0 − n2l2n(θn − θn− 1) + nb
ârbα
2̂lζ

(v0τn0 − δ+ βλhf ( − (v0 + żn))> 0.

5.2. Drilling with uniform assembly 

Suppose that the assembly consists of drill pipes, such that A1 = I1 =

I in (24) and (26). We want to predict the axial and torsional motion of 
drilling with nominal axial and angular velocities, v0 and ω0. 

To give an insight in the scale of the parameters for the model, we 
compare the magnitude for the 36′′ and 12 ¼′′ section, dividing the drill 
string into two elements. The values are given in Table 2. 

The general observation for the order of magnitude of the model 
parameters is that the shorter section has less damping, and the stiffness 
parameter n2⋅c2 is the same in both configurations. This yields a stiffer 
drill string assembly per mass point for the shorter section, thus higher 
rotational speeds are required to overcome the down-hole friction. The 
cutting and wearflat forces characterized with α increase for longer 
wellbore sections (in this work, λ and β are independent on the drill 
string assembly) corresponding to potential higher weight on bit and 

torque on bit from the drill string. 
A simulation experiment is now considered with Δτ = 5⋅10− 4, 

numerically integrating the model with the Newmark regime (β = 1/4,
γ = 1/2). We set a nominal axial velocity of V0 = 0.05 m/s and angular 
velocities to Ω0 = 5π rad⋅s− 1 (150 rpm, v0 ≈ 0.0031, ω0 ≈ 0.98 for the 
36′′ well), to investigate the coupled effect of the axial and torsional 
motion. Perturbation inputs are set as U(τ) = Φ(τ) = 0. We assume that 
z(0) = θ(0) = 0 for t ≤ 0. Note that 150 rpm is considered a stable 
rotation speed for 12 ¼′′, in the decoupled configuration as seen in Fig. 3. 

The response of drilling the two wellbores from Table 2 is presented 
in Figs. 5 and 6 respectively. 

The response for the 36′′ section (Fig. 5) is seen to be highly irregular, 
due to the stiffness of the drill string and low rpm. The torque at the bit 
builds up, and a sudden increase in bit speed is seen at τ ≈ 25. The depth 
of cut is gradually increasing after τ ≈ 40 as the bit velocity is kept 
positive. 

From τ = 0 to τ ≈ 5 in the top-most plot of Fig. 6 the difference in 
timescale are seen from the response of the faster axial vibrations. It is 
noticed that the drill string immediately experience bit-bounce for the 
12 ¼” section. As the drill string is moving with a constant velocity, the 
axial and torsional stick-slip cycle develops. In some periods of the time 
series, the axial vibrations are seen to have higher frequency. The axial 
stick cycles lowers the drilling performance, as seen by comparing the 
two depth of cut profiles for 36′′ and 12 ¼′′ sections. 

Increasing the length of the well being drilled is seen to increase the 
time-period of the vibrations. The stiffness of the 12 ¼′′ drill string is 
lower, but the external torque generated at the bit is larger such that 
stick-slip cycles occurring, at the bit are more periodic. Furthermore, 
axial stick slip is occurring and with the increased length, the amplitude 
is larger and with higher frequency. 

Comparing these two case studies, we can distinguish the drilling 
performance of the two wells. In this survey, the shorter wells is seen to 
require larger topside rotational speed to be efficiently drilled without 
the bit sticking to the rock, due to less build-up of rotational energy 
transmitted to the far end at the bit. 

Table 2 
Model parameters with n = 2 for 36′′ (t⋆ = 0.0629) and 12 1/4′′ section (t⋆ = 0.716), μf = 0.3.   

d̂  ĉ  nb⋅α  λ β n2 ⋅c2  ârbα
2̂lζ  

1 1.549⋅10− 5  1.954⋅10− 5  119.0 0.001538 0.1950 10.09 1996 

4 0.01987 0.008163 460.7 0.001538 0.1950 10.09 2629  

Fig. 5. System response with n = 2 when drilling a 36′′ well. Initial conditions 
are: θ̇i(0) = − 0.5ω0 and θ(t) = z(t) = 0, ∀t ≤ 0. δ is the moving mean of δ 
calculated in a window of 20 sampling points. 

Fig. 6. System response with n = 2 when drilling a 12 1/4˝ well. Initial con-
ditions are: θ̇i(0) = − 0.5ω0 and θ(t) = z(t) = 0,∀t ≤ 0. δ is the moving mean of 
δ calculated in a window of 20 sampling points. 
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5.3. Drilling with BHA 

Suppose a BHA is added to the assembly. From the stability analysis 
done in Section 3, a sketch of the stability zones governing a n = 6, 12 
¼′′ BHA drill string configuration is given in Fig. 7 for the critical rpm 
values versus the mud viscosity. The latter scales d̂, ĉ, i.e., the axial and 
torsional drag force coefficients. Furthermore, the shown stability map 
is only valid for (43), which is the decoupled axial dynamics. The four 
operating points (OP) correspond to stable or unstable equilibria. 
Simulating (43), the transient responses are presented in Fig. 8 for each 
OP to an initial condition on the lower-most block element. 

In Fig. 7, the black line mark the computed critical stability switches, 
and the blue line is an extension given by ω⋆

k . The latter then connects 
with the critical switches at the points which tends towards infinity for 
each axis. As such, three separate zones appear from adjusting the vis-
cosity from 0.0001 to 1. The area between the blue lines are defined as a 
stable region. 

As expected, the stability zones dictate the dynamic behaviour of the 
axial system, where the unstable parameters yields growing oscillatory 
behaviour seen in Fig. 8. 

We simulate the coupled axial-torsional motion of a 12 ¼′′ section 
again with n = 6 for the two OPs, OP1 = (0.03,120 rpm) and OP2 =

(0.03,160 rpm) from Fig. 7. Perturbation inputs are set as U(τ) =

Φ(τ) = 0. The OPs correspond to (0.03,8.995) and (0.03,11.99), scaled 
for the current drill string configuration. The nominal axial velocity is 
V0 = 0.05 m/s corresponding to v0 = 0.0358. The system parameters 
are presented in Table 3. The simulation step size is equal to the one in 
the previous section. The transient responses for the two operating 
points are presented in Fig. 9. 

A consequence of the initial condition is that the axial vibrations 
develop before going into cyclic behaviour, from the top-most plot of 
Fig. 9. Before τ ≈ 65, slowly varying torsional oscillations are seen in the 
middle plot. Beyond τ = 65 the drill string develops sustained stick-slip 
cycles, both in the axial and torsional domain for OP1 with V0 = 0.05 m/ 
s. The OP2 configuration (dashed blue line) is due to the higher rpm, 
avoiding axial-torsional stick cycles. However, the growing oscillatory 
pattern develops during the model simulation. The longest torsional 
stick period for OP1 at τ = 80 is approx. τ ≈ 3, corresponding to a 
torsional wave travelling three times in the drill string before the bit 
breaks free. Since rotation is stopped during torsional stick, the axial 
velocity comes to a halt. 

The inertia due to a larger end element reduces the frequency of 
these vibrations, and an effect of reduced formation sticking is seen. It is 
noticed that the axial and torsional stick cycles have lower frequency, 
and the amplitude is reduced compared to Fig. 6. However, the vibra-
tions directly translate to how smooth the depth of cut profile is, seen in 
the lower-most plot. 

6. Discussion 

The findings presented are based on assuming a vertical wellbore, 
and the decoupled axial and torsional system. The dynamics of drill 
strings, both in vertical and deviated wellbores, are complex with the 
motion in all axes being coupled. As such, the work presented here is a 
simplified case study in characterising the dynamic stability, and we 
leave the analysis of fully coupled stability to future work. 

Fig. 7. Log-plot of the stability zones for 12 1/4˝ n = 6 with BHA. The black 
line corresponds to the found critical switches, and the combined black and 
blue line marks the true stability zone by ω⋆

k . (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the Web version of 
this article.) 

Fig. 8. Axial dynamics response to initial conditions ż(0) = 0.1, for the oper-
ating points in Fig. 7. 

Table 3 
Model parameters for a 12 1/4˝ section with n = 6. Here, μ = 0.03.  

d̂  ĉ  nb⋅α  λ β n2⋅c2  ârbα
2̂lζ  

0.01987 0.008163 926.5 0.001538 0.1950 90.79 4380  

Fig. 9. Drilling with BHA and n = 6 for an 12 1/4˝ well. Initial conditions are: 
żn(0) = 0.1 and θ(t), z(t) = 0, ∀t ≤ 0. 
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6.1. System scaling and similarities to previous models 

Systems exhibiting vibratory motion are commonly scaled to reduce 
the amount of variables and symbols of the system (See e.g., in Richard 
et al. (2007) for n = 1 with time-scale t⋆ =

̅̅̅̅̅̅̅
J/κ

√
= 1/ωn interpreted as 

the torsional resonance frequency, and Germay et al. (2009a) with 
t⋆ = 2π/ω1, where ω1 is the fundamental torsional frequency). 

An additional scaling of the axial coordinates is commonly done (see 
e.g. (Besselink et al., 2011; Depouhon and Detournay, 2014; Germay 
et al., 2009a; Nandakumar and Wiercigroch, 2013; Richard et al., 2007), 
) with the length L⋆ = 2GIz/(εr2

b L). This length represents the total depth 
of cut with a perfectly sharp bit (i.e., lw close to zero), subjected to a 
torque which induces a twist of one radian in the drill string. A 
normalization of the bit-rock forces and torques is then computed with 
L⋆. 

The motivation for utilizing the different scales is to clearly distin-
guish the axial from the torsional dynamics, and to reduce the number of 
parameters. Discussed in previous work is also that the torsional stick- 
slip cycles are closely related to the torsional resonance frequency (Lai 
et al., 2016). Moreover, by post-multiplicating (24) and (26) with these 
scaling units, the system can be brought on a similar scale. The results 
shown in Section 5 are thus qualitatively similar as for the models in the 
previous papers. 

6.2. Validity and use of findings 

The parameter α in (24) defines the feedback of the delayed state into 
the axial system. This parameter is computed according to drill string 
configuration and the chosen rock properties. It is important to point out 
that the assumed values for the rock properties and bit configurations 
affects α, and the stability lines are by no means generalized. 

The stability switches found in Section 4 and presented in Figs. 3 and 
4 are based on assuming a possibility for decoupling the two systems. 
The effects of increasing n on stability margin are hence only valid for 
the stated assumptions. 

The stability analysis conducted with (36) is dependent on the model 
order, and evaluation of the stability switches are dependent on the 
numerical computation of the polynomial coefficients for increasing n. 
Further analysis of the stability region dependence on n with (36) is a 
next step in providing additional proof to the conclusions made. 
Furthermore, experimental data isolating the axial and torsional mea-
surements might be necessary to compare with the results given. Due to 
space limitation and availability of measurement data, these topics are 
left for future work. 

The findings in regards to axial stability for the lumped-multi- 
element model are considered important in model selection due to 
knowledge of system limitations. Hence, more robust implementations 
of drilling optimization systems with the lumped parameter models can 
be achieved. 

6.3. Real-time applicability 

Even though nondimensionalization of the model helps speed up 
computer simulation, the general limitation of making the model suit-
able for real-time purposes is the solution procedure for obtaining the 
time-delay. At each time-step this must be done numerically and might, 
in worst case for the simulations done in this work, take seconds. 

A Taylor expansion around τn = 0 of the delayed bit angular 
displacement θn(τ − τn) can be found as 

θn(τ − τn)≈ θn(τ) − τnθ̇n(τ)+
1

2τn
θ̈n(τ) + H.O.T. (45)  

where H.O.T. denotes the higher order terms in the series expansion. 
This can then be used to solve for τn in (11). 

By using (45), we can bring the model into real-time characteristics, 

if the time-delay is sufficiently small. However, the torsional stick-slip 
cycles can delay the bit rotation substantially. As pointed out in 
Insperger et al. (2005), a Taylor expansion of θn(τ − τn) included in the 
system when the delay becomes large, cannot be compared to the true 
stability characteristics of (24) and consequently (26). Moreover, the 
stability requirements derived in Section 3 are no longer valid if the 
model is implemented with (45). 

7. Conclusions 

We have presented a generalization of the drill string models intro-
duced in previous works with a lumped-multi-element model. The axial 
and torsional dynamics are coupled through a bit-rock interaction law 
considering drag bits, and the system is defined as an state-dependent 
delay differential equation. The analysis presented in this work are in 
terms of nominal drilling velocities. Furthermore, the model can be 
efficient in terms of further development of control system strategies to 
mitigate vibrations. Hence, parameters such as optimal hook load and 
top-side rotation can be analysed. 

A stability analysis is performed for the decoupled axial dynamics for 
six realistic drill string configurations. For a uniform drill string as-
sembly, one distinct delay margin was found to be associated with a 
crossing frequency with magnitude multiple times larger than the con-
figuration’s largest eigenfrequency. Both in the case of a uniform drill 
string, and including a BHA, a high rpm setting is required to ensure 
stability of the drilling process, specifically for the shorter wells. This is 
consistent with the results in Dareing et al. (1990), where instability was 
related to larger bit diameter size combined with low rotational speed, 
and few drag bit blades. 

Increasing the number of model elements is seen to increase the 
critical rpm margin and reduce the stable regions for the system. 
Moreover, this indicate that for n arbitrarily large, the stability regions 
moves towards zero and the decoupled axial system might always be 
unstable. From this analysis, it is seen to be necessary to include the 
nonlinear effect of the coupled dynamics addressing both v0 and ω0, 
when performing stability analysis of a lumped-multi-element axial and 
torsional drill string system. 

The coupled dynamics is analysed through simulation studies for two 
and six elements, for the 36′′ and 12 ¼′′ configuration. High stiffness 
governs the shorter wells, and as such requires higher rotational speeds 
to avoid drill string formation stick. Increasing the length of the well 
being drilled with a small number of model elements lowers the overall 
stiffness of the drill string. This might underestimate the physical stiff-
ness of the drill string due to too low stiffness factor. By including a BHA, 
the torsional stick cycles becomes more periodic and the time-period of 
stick can evolve in several torsional waves travelling back and forth in 
the drill string. 
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