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Abstract

First Language (L1) and Second Language (L2) processing may differ from each other in
many ways. It has been argued that second language users can only construct ‘shallow’
structural representations during incremental language processing (Clahsen & Felser, 2006).
Other studies suggest that properties of one’s native language may (inappropriately)
transfer to L2 processing (e.g. Kim, Baek & Tremblay, 2015). The current study explores
these proposals by investigating how Norwegian L1-English L2 speakers process filler-gap
dependencies and whether they respect island constraints in L2 English. Results of an offline
acceptability judgment study and an online self-paced reading experiment show that when
reading English, L1 Norwegian participants (a) actively fill gaps in grammatical locations and
(b) do not try to fill gaps inside an island domain. These findings indicate that L2 speakers
are able to build rich structural representations during online sentence processing, similar to
L1 speakers and that some of Norwegians' L1 'island-insensitivity' does not transfer to L2
English.



Sammendrag

Sprakprosessering i ens farstesprak (L1) og andresprak (L2) kan variere pa flere mater. Det
har tidligere blitt argumentert for at andrespraksbrukere kun kan konstruere overfladiske
(shallow) strukturelle representasjoner under (stegvis) sprakprosessering (Clahsen & Felser,
2006). Andre funn viser til at enkelte egenskaper ved ens fgrstesprak kan overfgres
(transfer) negativt til L2-prosessering. Disse teoriene blir utforsket ved 8 undersgke
hvordan norske morsmalstalere prosesserer engelske filler-gap dependencies. Her ser vi pa
om de respekterer sakalte island constraints i L2-engelsk, da norsk er et sprak med fa
island constraints sammenlignet med engelsk. Gjennom resultatene vi har hentet fra en
Acceptability Judgment Task og et Self-Paced Reading-eksperiment tyder det pa at
morsmalstalere av norsk (a) aktivt benytter seg av en Active-Gap Filling Strategy ved L2-
prosessering og (b) unngar a fylle in gaps dersom disse befinner seg i en island domain.
Funnene fra denne studien indikerer at andrespraksbrukere kan bygge strukturelle
representasjoner pa lik linje med fgrstespraksbrukere, og at norske L1-brukere unngar a
overfgre egenskaper fra islands i norsk til engelsk ved prosessering av engelske filler-gap
dependencies.
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1 Introduction

1.1 Background and motivation

A central question in Second Language (L2) research explores to what extent L2 users have
the same abstract representations as native (L1) speakers and whether processes for
computing those representations are similar. In this thesis, we investigate two ways in
which L2 processing has been proposed to differ from L1 processing: First, in terms of
representational depth and second, in terms of whether L1 processes/knowledge influence
the behavior in L2. We explore these two questions by looking at the online processing of
islands during filler-gap resolution.

Clahsen & Felser (2006) proposed the Shallow Structure Hypothesis (SSH), stating
that L2 users can only create shallow representations that lack detailed syntactic
information during real-time language processing. In essence, the SSH indicates that L2
speakers lack the ability to make use of grammatical information during (online) sentence
processing. Recognizing syntactic islands, or phrases that do not allow extraction of
syntactic constituents (Ross, 1967), requires the parser to build rich structural
representations during sentence processing. As islands are complex syntactic constituents,
the SSH predicts that L2 speakers should not display sensitivity to them. This thesis
investigates this prediction of the SSH by testing L2 users’ sensitivity to island constraints
during filler-gap dependency formation. Our results show that proficient L2 speakers can
follow native-like parsing strategies when processing filler-gap dependencies and that they
show sensitivity to island constraints in their L2. These results are consistent with previous
findings (e.g. Omaki & Schulz, 2011; Witzel, Witzel & Nicol, 2012). Overall, these findings
support the view that L2 speakers are, in fact, able to build abstract structural
representations during real-time processing.

It is also reported effects of native language influence, or transfer of L1 elements or
patterns to the target language, in advanced L2 processing (e.g. Roberts, Gullberg &
Indefrey, 2008; Kim et al., 2015). As transfer of features from one’s native language has
been observed in L2 processing, it is possible that transfer of L1 syntactic features happens
in L2 processing of filler-gap dependencies with island domains. Particularly if the L1 does
not have a specific island effect, but the L2 does.

We test the possibility of L1 transfer. Norwegian and the other mainland
Scandinavian languages are known to allow movement into certain islands which are
considered unacceptable in English. Research using offline judgments on island constraints
in the Scandinavian languages has been conducted (e.g. Engdahl, 1983; Kush, Lohndal &
Sprouse, 2018; Christensen & Nyvad, 2014). However, not much work has been done on
real-time integration of English island constraints by Norwegian native speakers. The
present study tests whether native Norwegian speakers attempt to fill gaps inside a
particular type of island in their L2 English: a RC situated inside a subject phrase.



1.2 Research questions

The current study investigates how advanced L2 speakers generate structural
representations during processing of filler-gap dependencies, and whether the L2 users are
sensitive to detailed syntactic information, namely island constraints. Investigating the
nature of linguistic representations generated by L2 users will give us information of
possible differences between native and non-native language processing. In this thesis,
three possible outcomes will be taken into consideration:

(i) L1 and advanced L2 processing are qualitatively similar.

(ii) Advanced L2 processing differs from L1 processing in that L2 speakers are not

able to build rich structural representations during real-time processing.

(iii) Advanced L2 processing differs from L1 processing in that the grammatical

properties of the L1 can transfer during real-time processing.

1.3 Overview of the thesis

In chapter 2, we will first present theoretical background relevant for this thesis. This
includes relevant information about island constraints, active gap filling and theories of L2
processing. We will then provide a description of the method used in chapter 3. This chapter
includes theoretical justification of the experimental design used to investigate the research
question posed. Additionally, a description and explanation of the experiment are provided
including materials, procedure and predictions of the experiment. Chapter 4 introduces the
statistical analyses used to interpret the data for this study, followed by a description of the
results. The implications on L2 processing suggested by our results are then discussed in
chapter 5. A discussion of the reliability of the study will also be presented, referring to
issues that could interfere with the results. The thesis is concluded in chapter 6.



2 Theoretical Background

2.1 Grammar of Filler-Gap Dependencies

2.1.1 Basic Filler-Gap Dependencies

This thesis explores filler-gap dependencies and how second language users process them.
Filler-gap dependencies are constructions where an argument or adjunct is far from the
position where it is interpreted (Clifton & Frazier, 1989, p. 274). Take for instance the
sentence in (1):

(1) Which book did Mary like?

It is clear on an intuitive level that the wh-phrase which book is connected with the
transitive verblike because it is interpreted as the direct object of the verb. Under a
transformational analysis, the wh-phrase is analyzed as being originally generated in object
position after like, and then moved to the front of the sentence to satisfy language specific
transformational rules (Chomsky, 1957). To illustrate where the displaced phrases
originated, the sentences are often written as in (2), where the underscore indicates the
displaced phrase’s base position:

(2) Which book did Mary like __?

The displaced phrases are referred to as fillers (marked in italics), and the position where
the filler originated is called the gap (Fodor, 1978).

Filler-gap dependencies are harder to parse than sentences written in base form
(e.g. Mary liked the book). This is because the filler has to be temporarily stored in working
memory until the gap has been located (Gibson, 1998, p. 14). The parser must then
retrieve the filler from its memory and connect it with the gap. Then, the meaning can be
interpreted.

Filler-gap dependencies are also unbounded, meaning that there is no apparent limit
to the number of constituents that can separate the filler and the gap. The filler and the gap
can be separated by an unlimited number of clauses, as exemplified in (3). The brackets
mark the edges of subordinate clauses.

(3) John asked [which pictures; Mary said [that Isak thought [that the photographer took
1]

By looking at (3), it is clear that long-distance movement is possible. However, as discussed
below, this type of movement has some restrictions.



2.1.2 Island effects

Although filler-gap dependencies are present in most languages with no apparent restriction
on the linear or structural distance between the displaced phrase and gap, there exist
certain guidelines which language users follow unconsciously. Compare the sentences:

(4) a. Whatidid Dave claim [cp that he saw __; last night]?
b. *What; did Dave make [pp the claim [¢p that he saw __; last night]]?

Both sentences above involve a wh-word which has moved from its base position. (4a) is an
acceptable sentence which involves wh-movement from a complement clause. The filler
what has moved from within the embedded clause to the front of the sentence for question
formation. However, you can see that a similar movement is not allowed in (4b), as
indicated by the asterisk. In this example, the filler originates within a complex DP, a
domain that blocks movement from the embedded clause. More specifically, a complex DP
which is situated inside a CP that is complement to a N. Thus, it appears that some
syntactic constituents (or phrases) block filler-gap dependencies. These types of phrases
are referred to as islands (Ross, 1967). Island effects refer to the unacceptability which
happens when a gap is situated inside these entities (Sprouse & Hornstein, 2013). The
name is meant to be purely iconic, meaning that islands are constituents a phrase cannot
escapel.

Syntactic theories have tried to explain island effects in terms of constraints on A’-
movement?, such as Subjacency (Chomsky, 1973; 1977)3. Subjacency proposed that all
long-distance movement that appeared to cross more than one clause, was actually broken
down into a series of smaller movements. The result is successive-cyclic movement of
phrases®, where the phrases stop at certain landing sites before moving up in the sentence.
Under Subjacency, island effects occur when a moved phrase is blocked from stopping over
at an intermediate landing site.

To illustrate how successive-cyclic movement works, example (3) will be repeated with
landing sites marked.

(5) John asked [cp which pictures, [ @ [tpMary said [cp ti[cthat Isak thought [cpti [ that
the photographer took __;11]

The intermediate landing sites are believed to be specifiers of CP in English, marked by a 't’
for trace. Successive-cyclic movement is not possible if the specifier of a CP is occupied by a

! Due to the boundaries of the DP in (4b), movement from the inner CP is not allowed by grammar. This type of
island effect is called a complex DP island, referring to the determiner phrase which forms the borders of the
island.

2 Syntactic movement of a filler to non-argument positions, usually to the specifier position of a CP.

3 It was earlier believed that Subjacency could explain a significant portion of island effects, at least in English. The
Subjacency Condition provides a general account of why extraction from islands are perceived as ungrammatical by
referring to how many nodes a phrase can cross on its way to the CP-specifier position in the matrix clause. A
problem is that the Subjacency Condition was motivated by some island constraints (complex DP, RC and wh-
islands and some subject islands), but not all.

4 Currently, The Phases Framework (first proposed by Chomsky, 2000) is adopted by the Minimalist Framework to
explain the notion of successive cyclic movement (as a universal feature in every natural language).

4



different phrase. This is exemplified in (6) where the CP specifier position in the relative
clause is occupied by the relative pronoun ‘who’.

(6) *What; did John see [cp [tpthe teacher [cp who [tpdiscovered that the students were
stealing ]

2.1.2.1 Relative Clause Islands and Subject Islands

In this thesis we are interested in two types of islands: Relative clause (RC) islands and
subject islands. We will start by describing relative clause islands. Relative clauses are
embedded clauses that modify nominals (Alexiadou, Law, Meinunger, & Wilder, 2000, p. 2).
The clause that sold hats in (7) is a RC that modifies the noun woman. Although movement
can happen within a relative clause, trying to move phrases out of a relative clause results
in an unacceptable construction. Neither wh-movement (8) nor relativization (9) out of an
RC is allowed in English.

(7) Lisa saw a woman [rc that sold hats].

(8) *What; did Lisa see a woman [prc that sold __;]?

(9) *Those; are the hats, that Lisa saw a woman [rc that sold __ ;]

Similarly, phrases in subject position appear to be islands. The DP the book about
pregnancy in (10) is a subject.

(10) John thought that [sys; the book about pregnancy] was poorly written.
(11) a. John thought that [sys; the book about what] was poorly written?
b.*What, did John think that [syg; the book about __] was poorly written?

In (11a), pregnancy has been replaced by the wh-word what. In (11b) the wh-word what
has moved from the DP subject in the subordinate clause to the specifier of CP in the matrix
clause. This movement results in an unacceptable sentence. It is widely attested that
English speakers are sensitive to both subject islands and RC islands (Sprouse & Hornstein,
2013).

The filler-gap dependency this thesis is particularly interested in consists of a RC located
inside a subject phrase: the constituent the scientist that had come up with a revolutionary
theory in (12). Extraction from this constituent results in an unacceptable sentence, as in
(13).

(12) [sus; The scientist [rc that had come up with a revolutionary theory]] won a lot
of awards for her work.

(13) *That was the revolutionary theory; that [syg; the scientist [rc that had come
up with __; 1] won a lot of awards for her work.



We will refer to constructions (13) as subject RC islands.

2.1.3 Cross-Linguistic Variation in Island effects

It is generally assumed that island effects reflect innate universal constraints on sentence
structure-building (Kush et al., 2018, p. 744). However, this universalist approach would
assume that island constraints are similar across all natural languages. Contrary to this
initial prediction, there is attested cross-linguistic variation in some island effects. Sprouse
and Hornstein (2013, p. 4) report that English demonstrates at least eight different types of
island effects. Other languages, such as Italian and Spanish, seem to have fewer restrictions
(Rizzi, 1982 for Italian; Torrego, 1984, for Spanish). More importantly, the Scandinavian
languages seem to have even fewer restrictions. Notably, Norwegian differs from English in
that it appears to allow filler-gap dependencies into some islands, like relative clauses (14).

(14) De blomstene; kjenner jeg en mann [grcsom selger il

Those flowers know I a man who sells
‘Those flowers, I know a man who sells.’

(Maling and Zaenen, 1982, p. 232, ex. 4)

In (14) the filler de blomstene has moved to the front of the sentence to add emphasis, a
type of A’-movement called Topicalization. Topicalization is the movement of a topical
constituent to the front of the sentence. Mainland Scandinavian languages are known to be
particularly liberal with this movement, especially in speech.” 8

7 Although topicalization is allowed in some cases in English, a movement of this sort is usually not considered
grammatical: *Those flowers; I know a man who sells __,.

8 Even though topicalization is frequently used to in Norwegian, there are some cases of topicalization which have
been found ungrammatical (i).

(i) *Rgdsprit; slipper vi  ingen [rc som har drukket __;Jinn.
Red.spirit let we nobody that has drunk in
‘Red spirit, we let nobody in that has drunk (that)’

(Taraldsen, 1982, p. 206, ex. 9)

A bigger puzzle is that the phrase seems to be accepted by Norwegian speakers when the relative clause is in a
sentence-final position (Taraldsen, 1982, p. 206).

(i) Radsprit; slipper vi ingen inn [rc som har drukket __j].
Red.spirit let we nobody in that has drunk

It is therefore hard to say for certain that relative clauses are not islands in Norwegian. In a recent study,
Norwegian speakers were sensitive to the extraction of a wh-word in a relative clause (Kush et al., 2018). A
possible explanation for the results is that the participants were not given a hypothetical discourse context where
the experimental sentences were plausible. Engdahl (1997) argues that island effects can be affected by discourse
context. In a later experiment involving topicalization in different types of islands, Kush, Lohndal & Sprouse (2019)
found that Norwegian speakers were more likely to judge sentences more acceptable if they were given a context
where the participants could imagine the sentences being uttered.

6



Generally, subject phrases are considered islands in the Scandinavian languages as well.
This is exemplified in (15) where the filler is extracted from within the subject phrase, and
(15) where the filler has moved from a sentential subject phrase.

(15) a. [sus Lingvistene pa det foredraget] skal danse pa scenen.
The linguists at that lecture will dance on the stage
‘The linguists at that lecture will dance on stage’

b. *Det foredraget; skal [sug; lingvistene pa i] danse pa scenen
that lecture  will the linguists at dance on the stage

(16) a. [susy P&standen om  at hun gjorde det] har aldri veert sann.
the claim about that she did it has never been true.
‘The claim that she did it has never been true’

b. *Det; har [sys; pastanden om at hun gjorde __] aldri veert sann.
that has the claim about what she did never been true

As for subject RC-islands, they are also generally believed to be unacceptable by Norwegian
speakers.

(17) [suesJenta [rc som nettopp hadde kjgpt seg nye ovnsvotter]] likte
the girl that just had bought herself new oven.mittens liked

3 lage mat.
to make food

‘The girl that just bought new oven mittens (for herself) liked to cook’.

(18) *Det var de nye ovnsvottene; som [syp;jenta [rc SOM nettopp hadde kjgpt
those were the new oven.mittens that the girl that just  had bought

seg _ ]] likte & lage mat.
herself liked to make food

There are, however, ways subject RC-islands can become acceptable in Norwegian, but not
in English.

2.1.4 Parasitic gaps

Although it was stated earlier in the text that gaps cannot occur inside islands, this seems to
not always be the case. In the last decades, research on island constraints have been
particularly focused on a phenomenon referred to as parasitic gap constructions. A parasitic
gap construction occurs when an illicit gap inside of an island becomes acceptable due to



the presence of an additional licit gap located outside the island (Engdahl, 1983, p. 5),
exemplified in the sentence below:

(19) This is the kind of food; [you must cook __; [before you eat __ ,4]].
(Engdahl, 1983, p. 5, ex. 2)

The illicit gap is marked ‘pg’ and the licit gap is with /. Most English speakers will accept
(19) without hesitating, ignoring the fact that a gap is located inside an adjunct island. The
fact that the acceptability of (19) depends on the presence of a licit gap in the object
position of “cook” is demonstrated by the unacceptability of (20):

(20) *This is the kind of food you must cook rice [before you eat __ ].

Parasitic gaps are also acceptable in some subject islands. Consider (21), where a simple
gap after “cover up” is unacceptable (a), but the same gap becomes acceptable if it is
parasitic (b).

(21) a. *Those were the secrets; that [the attempts to cover up __; ] ultimately
revealed the problems to the public.

b. Those were the secrets; that [the attempts to cover up __pg ] ultimately
revealed __; to the public.

Although constructions like (21b) are rather uncommon in English, they can be accepted.
The parasitic gap seems to be acceptable inside a complex subject when the clause is
infinite like in (21b). Phillips (2006) reported that native English speakers accepted parasitic
gap configurations in both online and offline experiments in similar infinitival subject
sentences. Interestingly, a parasitic gap inside a subject is not deemed acceptable by native
speakers if the parasitic gap occurs inside a finite relative clause within the subject, such as
(22).

(22) *Those were the secrets; that [that the politician attempted to cover up __ 4]
ultimately revealed __; to the public.

Not surprisingly, acceptance of parasitic gaps also varies cross-linguistically. The
Scandinavian languages appear to have fewer restrictions on parasitic gaps, when seen in
comparison with English (e.g. Engdahl, 1983; Christensen & Nyvad, 2011). Specifically,
Swedish has been reported to allow parasitic gaps inside finite RCs inside subject phrases
(Engdahl, 1983)°:

9 Individual preferences among language speakers have been reported in regards to parasitic gaps. Engdahl
(1983) points to individual variations between the Swedish speakers in her experiment, noting that ‘some speakers
are very restrictive about which positions they do accept parasitic gaps in, others are more permissive’ (p. 8).

8



(23) a.Rakna upp de filmer; [rc sSom alla [rc SOM har sett pg ] tyckte bra om __;.]
List those films that everyone who has seen liked a lot

‘List the films that everyone that has seen them and liked a lot.

b. Kalle &r en kille; [rc Som ingen [rc sOm tréffet 4] kan tala __;.]
Kalle is a guy who no one  who (has) met can stand

‘Kalle is a guy that no one who has men him can stand.

Although the example provided is in Swedish, it is likely that the same sentences in
Norwegian will be considered grammatical by native speakers.

(24) a. Rams opp de filmene; [rc SOmM alle [resom har sett __pg] syntes __; var bra].
List those films that everyone  who has seen liked a lot

b. Kalle er en gutt; [rc Som ingen [rc SOmM har truffet_ pg] takler___].
Kalle is a guy who no one who has met stands

If a speaker expects a parasitic gap when processing a filler-gap dependency, they might
anticipate gaps inside islands if there is a chance of it being salvaged later in the sentence.
This can be the case with the ungrammatical subject RC islands (example 20) listed in
chapter 2.1.3. By replacing the complement of the verb “& lage mat” with a licit gap, the
sentence becomes less unacceptable (and arguably acceptable).

(25) ?Det var de nye ovnsvottene; som [syg;jenta [rc Som nettopp hadde kjgpt
those were the new oven.mittens that the girl that just had bought

seg _ pgl] likte __;.
herself liked

‘Those were the new oven mittens that the girl that just had bought them liked’

If Norwegian speakers accept constructions such as (25), it might have some implications
for L2 processing. This question will be discussed in the following chapters.

2.2 Parsing filler-gap dependencies

2.2.1 Active Gap-Filling Strategy in L1

There are several theories that attempt to explain the strategies a parser can use when
encountering a filler. Two possible strategies will be presented: a passive and an active gap-
filling strategy (AGF) (Clifton & Frazier, 1989; Fodor, 1979). The first strategy involves
making no predictions regarding where the gap site is located. Before deciding where the
gap site is, the parser therefore reads the sentence, then looks for unambiguous evidence
for the gap in the sentence. In (26) there is only one possible gap site when the sentence is



fully parsed. However, there is an uncertainty about where the gap is located in the
sentence during incremental left-to-right processing.

(26) Which girlg do you believe alimmy likes ga lot?

In this sentence, a left-to-right parser may consider a dependency at the apparent gap (A)
before it has seen the rest of the sentence, as the fillerwhich girl is a possible object of the
verb believe. A parser might consider a gap position at (A) since it does not know that
another verb likes, which hosts the actual gap site (B), is coming later in the sentence. A
passive parser would process the sentence by not positing a gap at the first possible gap
site; it would read the sentence until it gets sufficient evidence for the actual gap position,
before deciding that the gap is located at B. Thus, a passive parser will not posit a gap until
clear evidence for the gap position is presented.

The alternative strategy states that the parser actively searches for gaps after
encountering a filler and predictively posits gaps before getting unambiguous evidence that
the gap location is correct (Fodor, 1978; Crain & Fodor, 1985; Clifton & Frazier, 1989;
Traxler & Pickering, 1996). This active search for gap sites can lead the parser to initially
make an inaccurate structural analysis while reading a sentence. When the parser receives
evidence that the analysis is incorrect, it then needs to reanalyze which results in a higher
processing load. In online experiments, this is often shown as an increased reading time.
Looking back to example (26) an active parser would try to posit gap (A) after seeing the
verb believe. However, after seeing the noun phrase Timmy, the parser would know that
the initial structural analysis was wrong. It would then need to reanalyze the whole
sentence by starting to look for a new gap. When the parser reaches the verb likes, it
realizes that the gap is located here (B).

There are several experiments in the literature that have investigated active gap-
filling. For example, Stowe (1986) looked into native English participants in a self-paced
reading experiment on filler-gap dependencies. Participants in the experiment were asked to
read sentences like (27) which came in two variants: In (27a) there was a filler who that
introduced the embedded clause. In (27b) there was no filler; instead the conditional if
introduced the embedded clause. As there was no filler, there was no gap in the embedded
clause that the participants could fill in.

(27) a. My brother wanted to know who; Ruth will bring us home to __; at Christmas

b. My brother wanted to know if Ruth will bring us home to Mom at Christmas.

The participants in this study displayed a longer reading time for us in (27a) than in (27b).
The slowdown at us was interpreted as participants expecting a gap for the filler who after
reaching the transitive verb bring. As the participants expected a gap in this position, seeing
us in this position was surprising, since bring cannot take two different direct objects. Thus,
participants had to erase the predicted dependency they tried to create between who and
bring (i.e. My brother wanted to know who; Ruth will bring __;) before they continued to
parse the sentence. In (29b) who has been replaced with the conditional if, which does not
need to find a gap. Therefore, no gap will be predicted after bring and no reanalysis will be
required when us is encountered.
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It is possible to distinguish an AGF strategy from a passive strategy in sentences
with temporary ambiguity, such as (27a). A study which is often cited in regards to active
gap filling is Traxler & Picker (1996). Traxler and Pickering recorded participants’ eye
movements when they were exposed to filler-gap dependencies in sentences with
temporary incremental ambiguity. These types of sentences seem to be structurally
ambiguous up until a point in which the actual and only interpretation becomes clear. When
reading through the sentences in (28) from left to right, the first verb the parser encounters
is wrote. Wrote is optionally transitive, meaning that the verb can take an argument (but it
is not obligatory). It is expected that an active parser will try to interpret the filler as the
direct object of wrote, as it is a possible argument of the verb. However, the actual gap
appears later in the sentence.

(28) a. We like the book; that the author wrote __x unceasingly and with great dedication
about__; while waiting for a contract.

b. We like the city; that the author wrote __ x unceasingly and with great dedication
about __; while waiting for a contract.

The '__ " are added to show the ‘possible’ gap sites where an incremental parser might posit
a gap in the sentences. The false gap site *__ " is located after the first optionally transitive
verb wrote, and the actual gap is located after the PP complement about. Traxler and
Pickering used plausibility manipulation to elicit evidence for active gap-filling; the filler
varies between two DPs, the book and the city. The book fits semantically as a plausible
object of the optionally transitive verb wrote, whereas the other filler the city does not.
Participants in Traxler and Pickering’s study exhibited an increased eye-gaze duration at the
optionally transitive verb (wrote) when reading the implausible (28b), but not (28a),
demonstrating a ‘filled-gap effect’.

The filled-gap effect in the plausible condition suggests that the participants tried to
form a dependency at the earliest possible gap location. In comparison, the effect was not
present in the implausible constructions as the filler was not a semantic fit with the critical
verb. This study gave evidence of a preference for active gap filling in (L1) sentence
processing. Even though a strong bias for creating the shortest possible dependency is
attest in parser, would that imply that parsers violate grammatical constraints?

2.2.2 Island Sensitivity in L1 Parsing

As discussed above, most studies suggest that parsers attempt to form the shortest possible
filler-gap dependencies. As active-gap filling seemed to be the go-to method for language
processing, Traxler & Pickering (1996) were interested in whether parsers went for an active
gap-filling strategy regardiess of grammatical constraints. In particular, whether parsers
were sensitive to island constraints. Thus, they added an additional factor in their
experiment: islandhood. The islandhood factor was added as an additional relative clause
inside the subject phrase in (28). The first “fake” gap site is now situated inside an island.
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As fillers cannot move out from islands, a gap position inside one should not be possible!®.
In (29) it is not syntactically possible for the filler (book/city) to be linked with wrote
because the verb is now inside a RC, which is itself inside a subject.

(29) a. We like the book; that [syg; the author [rc Who wrote __, unceasingly and
with great dedication]] saw __; while waiting for a contract.

b. We like the city; that [sys; the author [rc who wrote __, unceasingly and
with great dedication]] saw __; while waiting for a contract.

Traxler and Pickering compared the reading times in the island conditions (29) with the non-
island conditions (28). If there was a filled-gap effect at the critical verb in both the island
and non-island implausible constructions, it would indicate that the parsers would form
dependencies even when the dependency would ultimately be ungrammatical. The results
showed that there was no significant increase in eye-gaze duration in the plausible, island
condition (29a) when compared to the implausible, island condition (29b). However, as we
saw in the section above, the participants did show a plausibility mismatch effect in the non-
island conditions. These findings suggest that the native speakers are able to constrain their
active gap filling strategy in situations where grammar does not allow it. Other studies have
also reported similar results (e.g. Stowe, 1986; McKinnon & Osterhout, 1996). These
studies show that English readers follow grammatical constraints when parsing language in
their L1.

2.3 L2 Processing

Active-gap filling is one of the L1 processing strategies which have also been evident in L2
speakers (Williams, M6bius & Kim, 2001; Omaki & Schulz, 2011; Kim et al., 2015). A focal
question in this thesis is whether the L2 users are able to constrain this strategy when faced
with illicit gaps during online processing. This chapter will start by talking about L2
processing in general, before introducing the main theories this thesis will discuss.

2.3.1 General overview

Research on second language acquisition and processing attempts, in part, to determine to
what extent L2 users have the same abstract representations as native speakers (Mackey &
Gass, 2015, p. 58). As differences between L1 and L2 processing have been noted,
researchers have put forward different theories to explain the observed differences.

Many theories of L2 processing assume that non-native parsing is essentially the
same as L1 processing. It may be less automatized and may operate more slowly, but the
sentence representations that the L2 processor creates are essentially similar to

19 Unless we are dealing with a parasitic gap, discussed in chapter 2.1.4.
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representations created by a native parser. It has been argued that the increased
processing load an L2 speaker experiences makes it difficult to maintain the filler in memory
until the gap position is revealed (e.g., Cunnings, 2017). According to this claim, keeping a
filler in memory until you encounter the actual gap is harder for non-native speakers, as L2
processing is cognitively more demanding. Hopp (2011) argues that L1 and L2 processing
are qualitatively similar to each other, but that individual variations in working memory,
which also occur in native processing, may be a key factor in the observed processing
differences.

There are, however, reasons to believe that L2 users pursue qualitatively different
parsing strategies in their target language. Although researchers agree that L2 processing is
in general slower than native language processing, some studies involving L2 users indicate
that L2 users in some cases pursue non-nativelike parsing strategies. Several theories claim
that a L2 speaker will most likely never reach the same automatized level of fluency which a
native speaker has (Clahsen & Felser, 2006; Paradis, 2009). Based on this assumption, a
nonnative speaker will not be able to utilize all linguistic information available, to the same
extent that a native speaker is capable of.

Some of the theories of L2 acquisition and processing that posit deep differences
between L1 and L2 processing draw on neurocognitive models of the brain which depict
where language is stored (e.g. Ullman, 2001; Paradis, 2009). It is argued that the learning,
representation and processing of lexical items and grammar are dependent on two brain
memory systems: the declarative and procedural memory. The models differ in their
assumptions on where the declarative and procedural memory is located in the brain. The
declarative long-term memory is believed to subserve the conscious learning of facts
(semantic knowledge) and concepts, such as lexical items (e.g. words) in one’s native
language. The procedural memory stores knowledge that is carried out unconsciously, such
as automatized actions (motor and cognitive skills) and L1 grammar and syntax. According
to Ullman (2001) and Paradis (2009) early L2 learning mainly takes place in the declarative
memory. Thus, even the grammatical features in the L2 are accessed consciously, which
may explain the less-successful processing patterns.

In addition, it is posited that the usage of the procedural memory tends to decline
with age, as a shift of dependence from the procedural memory to the declarative memory
increases with age (Ullman, 2001, p. 110). This is relevant for L2 learning in general, as the
age one learns a second language seem to be a relevant factor for L2 proficiency (L2
learned as a child vs. late-learned L2). However, this does not necessarily imply that L2
learners can never acquire L2 grammar in their procedural memory; Ullman (2005) predicts
that proceduralization of grammatical rules in the target language can happen through
sufficient exposure and proficiency (p. 151)!. However, the idea that L2 learners depend
more on their declarative memory, is still the general consensus.

The D/P model is relevant to this study as we are interested in how L2 learners parse
language in real-time. It is believed that online studies, such as self-paced reading studies,
are able to tap into one’s implicit knowledge of grammar (i.e. they will not leave you time to
think about your decisions). If an L2 user has explicit knowledge of a grammatical feature in
the target language, but fails to use this knowledge during online sentence processing, it

11 paradis (2009), on the other hand, states that this is very rarely the case; most L2 learners will never reach this
level of fluency.
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would suggest that the parser is not being able to utilize all linguistic information and cues
during parsing. It is therefore relevant to keep this in mind when conducting studies with L2
users. In the following sections, we will look into a claim regarding L2 users showing a
preference for semantic cues over syntactic. Lastly, we will discuss how the native language
may also play a role in L2 sentence processing.

2.3.2 Shallow Structure Hypothesis

A native speaker relies on most linguistic information during sentence processing, including
syntactic, lexical-semantic, contextual and prosodic cues (Clahsen & Felser, 2006, p. 4).
However, Clahsen & Felser (2006) have argued that L2 users may need to prioritize one
kind of information at the expense of the others, as they need to be more efficient due to
limited memory and processing resources. In other words, differences in native and
nonnative online language processing can be explained by L2 speakers producing ‘shallower
and less detailed’ syntactic representations (p. 1). This claim is referred to as the Shallow
Structure Hypothesis (SSH), stated to be a general property of the L2 user, regardless of
how closely related one’s L1 and L2 are.

Clahsen and Felser base their theory on studies done on children, adults and L2
processing. In particular, Marinis, Roberts, Felser and Clahsen (2005)’s study which
compared native English speakers and advanced L1 Chinese, Japanese, German and Greek
learners of English was important for developing their hypothesis. The participants in this
study read sentences with long-distance wh-dependencies in a self-paced reading task. In
(30) the DP (the nurse) is followed by a relative clause introduced by a wh-pronoun (who),
which functions as the object of the embedded verb (had angered). The intermediate verb
(argued) in (a) permits wh-extraction, but the verb is swapped with the DP argument in (b)
Thus, there is no intermediate gap site in (b).

(30) a.The nurse who; the doctor argued __ 5 that the rude patient had angered __ 3
is refusing to work late.

b. The nurse who; the doctor’s argument about the rude patient had angered
__iis refusing to work late.

The native control group showed reading-time evidence for a pre-gap reactivation of the
fillerwho when reaching the position marked (A) in (30a) before reaching the actual gap
position at (B). Transformational theories assume that the filler has stopped at the landing
site (A) due to the position of a clause boundary, and then it creates an intermediate copy
of itself before moving to the front of the sentence (Chomsky, 1995).

Studies have revealed that native speakers show an increased reading time at intermediate
gap sites (e.g. Gibson & Warren, 2004). The native speakers in Marinis et al. behaved
similarly, in that they slowed down after argued in (30a) but not (30b), as there was no
intermediate gap site in this sentence. However, the nonnative speakers in this experiment
did not show any indications for a reactivation of the filler. Clahsen & Felser argued that this

12 The original experiment had a 2x2 design with extraction/non-extraction and VP/NP factors. For simplicities sake,
we will only refer to the extraction sentences here.
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finding of a non-native like processing pattern indicated that the L2 users were underusing
syntactic information during online language processing.

However, the study above (and the SSH in general) has been criticized. Omaki &
Schulz (2011) report that the study did not assess whether the participants had the
prerequisite knowledge needed to demonstrate the expected processing behavior (pp. 567-
568). Although Marinis et al. checked the participants’ proficiency, they did not assess
whether the nonnative had the required grammatical knowledge for these types of
sentences. The non-native like parsing may be a result from the participants not having
acquired the necessary syntactic knowledge in their target language and relied on structural
information from their L1 instead.

Other explanations for the findings in Marinis et al. could be due to a different
memory architecture in L2 parsers, or simply that the research method was not optimal
(Omaki & Schulz, 2011, p. 567). One example being there was no evidence that the L2
parsers had the relevant grammatical knowledge to demonstrate the expected behaviors.
To counter these factors, Omaki and Schulz designed a new experiment on filler-gap
dependencies and islands using L1 Spanish-L2 English speakers. Given that islands are
considered to be purely syntactic constituents, the SSH would suggest that L2 speakers are
likely to value lexical-semantic cues during sentence parsing over an island constraint if
these were competing. The experimental sentences in Omaki and Schulz were based on the
items in Traxler & Pickering (1996):

(31) a. The book/the city; that the author wrote __, regularly about i was
named for an explorer.

b. The book/the city; that the author [rc who wrote __ 4 regularly] saw __; was named
for an explorer.

Omaki and Schulz wanted to test whether the nonnative speakers were (i) active gap fillers
and (ii) sensitive to island constraints despite a preference for immediate gap creation.
(31a) involves the same plausibility manipulation used in Traxler & Pickering, and (31b) has
an added relative clause. The relative clause is now situated inside an island meaning that a
phrase cannot have been extracted from it to form a dependency.

Omaki & Schulz (2011) found that the L2 speakers parsed the sentences similarly to
the native English control group. They found a plausibility-mismatch effect at the verb wrote
in (31a) indicating that L2 participants were active gap-fillers. Additionally, even though the
filler the book fits plausibly with the ‘fake’ gap site (after the verb wrote), the L2 users did
not show any indication of trying to form a filler gap dependency inside the island in (31b).
If the L2 users were only driven by lexical-semantic cues, they should have ighored the
syntactic island constraint. Instead, they seem to have enough syntactic fidelity to
distinguish between islands and non-islands (see also Witzel, Witzel, & Nicol, 2012).

2.3.3 L1 Transfer in Parsing

A major difference in L1 and L2 acquisition, is that the latter involves acquiring a new
language when the person is already equipped with a fully developed language system. L1
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effects on the target language, or transfer, is a fact in early L2 development. However,
exactly what linguistic information transfers from the L1 and how this happens, is still
unclear. Researchers are also not sure if transfer effects are still present in fluent L2
processing. There seems to be inconclusive evidence on this matter, as some studies show
evidence for processing transfer in second language comprehension (Juffs, 1998; Kim, Baek
& Tremblay, 2015), while others do not (Marinis et al., 2005, Cunnings et al., 2010). The
optional view is that there are some underlying principles of non-native processing in
general, such as the SSH, instead of transfer from one’s L1. This thesis is interested in
whether the syntax in one’s native language is activated during second language
processing, and will consider the probability for this theory.

The transfer of syntactic properties of one’s native language has been evident in
studies (Juffs, 1998; Kim, et al. 2015). In an online study, Kim et al. (2015) studied Korean
and Spanish speakers’ processing of English island constraints in wh-dependencies using a
stop-making-sense task. These groups were chosen as Spanish uses overt movement,
similarly to English, to form wh-dependencies. Additionally, Spanish and English display
many of the same island effects, including the RC island effect. Korean, on the other hand,
is a wh-in-situ language, meaning that the wh-phrase does not need to move from its base
position in simple wh-questions. More importantly, Korean does not display RC island effects
in situ wh-questions (Kim et al., 2015, p. 386). Therefore, we might expect the Koreans to
process English wh-dependencies differently than the Spanish speakers.

Kim and colleagues’ study involved experimental sentences similar to the one below,
based on Traxler & Pickering (1996):

(32) a. I wonder which book/city; the author wrote __, passionately about __; while
he was travelling.

b. I wonder which book/city the author [rc Who wrote __; passionately] saw
__i while he was travelling.

(32b) consists of a wh-dependency across a relative clause which the filler has moved
around. Similar to Omaki & Schulz (2011), there is an optionally transitive verb inside the
RC which the filler could plausibly be the object of in one of the conditions. A comparison of
the island (32b) and non-island (32a) conditions revealed whether the relative clause island
constraint guided nonnative processing, and a comparison of plausibility/implausibility in
(32a) showed whether the participants were active gap fillers. Kim and colleagues were
interested (like Omaki and Schulz) in whether the L2 participants would show signs of active
gap filling in (32a), but not in (32b).

The Stop-Making Sense task gathered the participants’ reading times per region and
implausibility detection rates (i.e. the participants pressed a button when the sentence did
not make sense anymore). The task therefore provided online reading times and offline
judgments of plausibility. The results showed that the Spanish speakers displayed a similar
processing pattern as their native English control group. In (32a) the Spanish speakers
pressed the button more in the implausible condition than in the plausible condition after
the intermediate verb, indicating that they tried to link the filler (which book/city) with the
verb wrote. The reading times display the same pattern (i.e. slow-down in the implausible
conditions after the critical verb, but not in the plausible conditions). The same effect was
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not there in the island conditions (32b) for the Spanish (and English) speakers. The results
from the (a)-sentences indicate that the Spanish and English speakers were active gap
fillers, and the results from the (b)-sentences suggest that they were able to constrain their
active search for gaps when the critical verb was inside an island domain.

The Korean participants, on the other hand, behaved slightly differently. The results
(both reading times and detection rates) from the non-island sentences indicated that they
were active gap fillers, as their results replicated the Spanish and English groups’ behavior
after the critical verb. Similarly, the plausibility detection rates indicated that they respected
the island constraints in (32b), as there was no difference in judgments between the
plausible and implausible condition.

However, the reading times showed that the Korean group displayed a plausibility
mismatch effect at the intermediate verb in the island sentences. This suggests that they
initially tried to automatically fill a gap inside the RC, in violation of island constraints. Kim
et al. theorized this to be due to them having explicit knowledge of English island
constraints, as speakers are able to consult with their explicit knowledge of grammar during
offline judgments. This finding suggests that the Korean speakers tried to posit a gap inside
the RC unconsciously, even though they were aware of it being ungrammatical.

The results in Kim et al. supports the theory of transfer because Korean does not
exhibit the relative clause island effect. As relative clauses are not islands in Korean, it
might be the case that the Korean speakers transferred this property when processing
English filler-gap dependencies with island domains.

2.4 The Current Study

The findings from the studies mentioned so far bring us to why we wanted to investigate
Norwegian speakers’ behavior during processing of filler-gap dependencies. There are two
ways pointed out in previous chapters in which Norwegian differs from English: (i)
Extraction from relative clauses in Norwegian seems acceptable and (ii) parasitic gaps inside
finite subject RCs are arguably acceptable in Norwegian.

If Norwegians allow filler-gap dependencies into relative clauses and finite subjects, we
can expect them to allow this ‘violation’” during online English sentence parsing. Then, if
there is transfer of L1 parsing strategies to L2, we can expect the Norwegians to pursue
active-gap filling inside subject and relative clause islands, where native speakers would
not. In essence, they would act similarly to the Korean speakers in Kim et al., and not like
the Spanish speakers with similar syntactic structure in their native language.
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3 Method

3.1 Participants

Fifty-seven native Norwegian speakers participated in the experiment. The participants were
recruited through public posts on Facebook and Innsida (a site for students and employees
at the Norwegian University of Science and Technology, NTNU), or through an
undergraduate class at NTNU. Six participants were excluded due to low accuracy in the
comprehension questions during the self-paced reading task. The participants had a mean
age of 24.3 (SD = 3.9) with 36 females. Participants provided their age, whether their
native language was Norwegian whether they had spoken any other languages as a child
(yes/no). Further, they self-rated their proficiency in English, while also estimated their
average exposure to English on a regular basis. This included average media exposure per
day and average time spent using English per week. All participants took part voluntarily,
and no identifying data was recorded.

3.1.2 The participants’ proficiency level

The experiment was designed similarly to the self-paced reading experiment conducted by
Omaki & Schulz (2012), with the exception of a method for testing participants’ English
proficiency. Omaki & Schulz used a ‘C-test’, a gap-filling test based on the reduced
redundancy principle (Eckes & Grotjahn, 2006, p. 291). In gap-filling tests, participants are
exposed to sentences where parts of words are deleted. The participants task is to fill in the
missing parts to gather the meaning of the sentence. The participants’ performance is used
as an indicator of general language proficiency.

In our experiment, the Norwegians self-reported their proficiency. As Norwegians are
known to be highly proficient in English due to frequent exposure through school and media,
it is assumed that the participants’ proficiency is somewhat high (Simensen, 2009). The
participants have most likely finished the mandatory English instruction in primary and
secondary school in the Norwegian education system, which ranges between 10-13 years
(approximately 728 hours) depending on the participants’ age and electives (The Norwegian
Directorate for Education and Training, 1997; 2013). On a 7-point scale, all participants
rated their proficiency level between 4 and 7 (M = 5.51, SD = 0.75). The participants also
had to report how much English media they consumed on average each day. The answers
were converted into a numerical scale from 1-4 (1 = <1 hour, 4 = 5+ hours a day). The
participants reported a high average media exposure per day (M = 3.35, SD = 0.68). The
participants were also asked to report how often they used English per week. The answers
were again converted into a scale from 1-6 (1 = 0-1 hours a week, 6 = 20 + hours a week).
A mean of 4.10 (SD = 1.62) suggests a relatively high English usage per week.

More importantly, the participants had to state when they started learning English.
Most participants started learning English when they were between 5-7 years old (M = 6.25,
SD = 2.13), well before late puberty, which has recently been cited as the end of the critical
period of second language acquisition (Hartshorne, Tenenbaum, & Pinker, 2018). Although a
critical age for L2 acquisition