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Summary

Demand forecasting has been studied extensively because it serves as an input
to other decision processes in an organisation. Imprecise forecasts can lead to
stock-outs, lost-sales or overstocking, thus not meeting the service level targets.
The case company, Scale AQ, experienced similar challenges with forecasting
the demand of one of their crucial components. Scale AQ is a global supplier of
technology and infrastructure for land- and sea-based aquaculture. The product of
focus in this study is their best-selling circular sea-based fish farming cage, cage-
P. The company faced component shortage which is the brackets in the cage,
especially during the peak production season, due to long replenishment lead-
times involved. Consequently, reliable forecasts for atleast three-four quarters
ahead were required.

To resolve the issue of limited component availability, we have chosen to improve
the demand forecasts which will thereby reduce the uncertainty in demand and
events of stock-outs. Since the demand of the component is dependent on the
demand of the cage, we have chosen to perform demand forecasting for cage-P.
Numerous demand forecasting methods, both qualitative and quantitative, have
been researched since the past few decades, and the most popular and widely
studied field was time-series forecasting. Thus, the main objective of this study
is to investigate various time-series forecasting methods and choose a suitable
method for forecasting the demand of cages.

Various time-series forecasting models were identified using systematic literature
review. Then the identified models that met the selection criteria were further
shortlisted for quantitative modeling. Four traditional models: Seasonal naı̈ve,
Holt-Winters(HW), State-space model (ETS) and seasonal autoregressive inte-
grated moving average (SARIMA) and four advanced models: Prophet, Multi-
layer perceptron (MLP), Long Short Term Memory (LSTM) and Support vec-
tor regressor (SVR) were selected for the comparative forecasting analysis using
short univariate time series data. Each model was optimized using grid search
method where optimal parameters (or hyperparameters) were selected for each
model configuration. The resulting model configuration was utilized to create
multi-step ahead forecasts (for four quarters ahead) and was evaluated using two
performance metrics, RMSE and R2.

The models were then compared against each other and against currently em-
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ployed statistical forecasting model (seasonal naı̈ve). It was found that most of
the traditional methods outperformed the advanced methods when dealing with
short univariate times-series though LSTM was found to be the best overall per-
forming model. It was identified that the forecasting performance of all the mod-
els, except SVR, surpassed seasonal naı̈ve model. The forecasting performance
of LSTM model was found to be 51% better than seasonal naive. Whereas the
SARIMA model (and its variants) resulted in an improvement of 29-48% com-
pared to the seasonal naı̈ve model’s forecasting performance. Since traditional
models performed better than advanced models on short time-series, it is recom-
mended that Scale AQ employs SARIMA model for deriving statistical forecasts
for cage-P and the other cages. It is also recommended that the statistical fore-
casts are complemented with managerial judgements since the domain knowledge
of managers is vital in a complex environment.

This study contributes to both scientific community and the case company. With
regards to scientific contribution, the study suggests an appropriate and optimized
method for forecasting short univariate time-series. With regards to the case com-
pany, a suitable optimized model was recommended along with the implementa-
tion procedure to be used for the demand forecasting of cage-P as well as the
other cages instead of the currently employed statistical forecasting model.

Keywords: demand forecasting, univariate time-series, traditional models, ad-
vanced models
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Chapter 1
Introduction

This chapter introduces the background for this thesis and is followed by the de-
scription of the problem that advocates the research area of interest. The remain-
ing sections briefly explain the research objective, formulation of the research
questions, explanation of the research scope, and ends with the outline of the
report structure.

1.1 Background
Supply chain activities involve the flow of goods from suppliers to the final cus-
tomer (Chopra and Meindl 2016). Many factors affect the supply chain perfor-
mance, but the most critical factor being the demand planning and forecasting ac-
tivity because all the other processes are dependent on this factor (Salais-Fierro
et al. 2020; Syntetos et al. 2016). Demand forecasts serve as an essential in-
put in the decision processes of operations management because they provide
information on future demand (William J. Stevenson 2014). The operations of a
company in the supply chain are greatly affected by imprecise forecasts in terms
of stock-outs and lost sales, or over-stocking, while not meeting service level tar-
gets (Feizabadi 2020; Syntetos et al. 2016). This reason compels the forecasters
to minimize the forecast errors as much as possible. Forecast errors are mea-
sured because it gives the managers a better perspective on the deviation from
the actual values which will substantiate their decision-making process (Rob J.
Hyndman and Anne B. Koehler 2006). The convoluted nature of most real-world
variables due to their random variation makes it complicated to accurately predict
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the future values of those variables regularly (Nahmias and Olsen 2020; William
J. Stevenson 2014).

Demand forecasting approaches could be broadly classified as qualitative and
quantitative approaches. Qualitative forecasting methods rely on human judg-
ment and are generally subjective in nature. They are used when historical data is
unavailable. Qualitative techniques such as the market research and surveys, Del-
phi method, and life-cycle analogical method (Chopra and Meindl 2016; William
J. Stevenson 2014) are the most popular methods. On the other hand, quanti-
tative methods are used when there is availability of historical data. Quantita-
tive forecasting methods can be categorized into two types, namely, time-series
and causal. Causal forecasting methods involved the determination of factors
or explanatory variables (such as the state of the economy, interest rate, price
promotions and so on) which relate to the demand to be predicted (Chopra and
Meindl 2016; William J. Stevenson 2014). Time series forecasting methods in-
volve the projection of future values of a variable based entirely on the past and
present observations of the demand (Chopra and Meindl 2016; Rob J Hyndman
and Athanasopoulos 2018; William J. Stevenson 2014). Various time-series fore-
casting techniques have been developed and they are categorised into two distinct
groups, traditional forecasting techniques and advanced forecasting techniques.
Traditional forecasting methods include models which extrapolates the past time
series structure into the future (Rob J Hyndman and Athanasopoulos 2018). Ad-
vanced time-series forecasting methods were established which used the machine
learning algorithms such as artificial neural networks, fuzzy logic, decision trees
and so on to create forecasts (Carbonneau et al. 2008; Papacharalampous et al.
2018; Salais-Fierro et al. 2020).

Traditional time-series forecasting methods have performed well to date, but they
do have few drawbacks such as they do not perform well when there are multiple
seasons in the historical data, non-linear trends, shifts in trend, and presence of
missing data and outliers. Also, it is difficult to include the effects of additional
factors (such as price promotions, holidays, etc.) in most of the traditional meth-
ods (Brownlee 2017; Rob J Hyndman and Athanasopoulos 2018). Advanced
forecasting methods were developed to counter the drawbacks of the classical
techniques. It combines learning algorithms to identify underlying patterns, de-
mand drivers and uncover new insights by processing an excessive number of ad-
ditional factors, and determining the ones that are significant(Bouktif et al. 2018;
Carbonneau et al. 2008; Jung-Pin et al. 2020; Martı́nez-Álvarez et al. 2015). Ad-
vanced methods exceed traditional methods because of the availability of huge
amount of historical data and access to external data. This reason leads us to the
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conclusion that advanced methods are data-hungry methods, but there are few
research articles which demonstrated the dominance of advanced methods over
traditional methods with limited data (Abbasimehr et al. 2020; Abdel-Aal 2008;
Delic 2019; Ismail Fawaz et al. 2019; Yu et al. 2018). Thus, a suitable method for
forecasting short univariate time-series remained as an inconclusive result.

In this study, we have investigated the performance of advanced forecasting meth-
ods on a short univariate time-series with demand as the only predictor and com-
pared it against the performance of traditional time-series methods. The methods
are also bench-marked against the current statistical forecasting method (seasonal
naive) used by the company to test the dominance of complex methods. These
steps enabled us to select a suitable forecasting method for demand forecasting
using short univariate time-series. The demand data used for the analysis is ob-
tained from a real-life case study company, Scale AQ.

1.2 Problem Description
Scale AQ is the case company involved in this study. The company is a global
supplier of technology and infrastructure for land- and sea-based aquaculture.
This thesis is written in collaboration with the sea-based section of the company,
and focuses on one of their key product group; circular fish farming cages. A
circular fish farming cage is constructed using numerous components, however
the structure could be broken down to the following main categories: (i) Poly-
ethylene (PE) pipes; float pipes and sinker tube (ii) Brackets (iii) Walkways (iv)
Net(s) (v) Others. A schematic diagram of the cage is shown in figure 1.1. The
cage components are sourced from multiple suppliers in Europe and Asia. Hence
some of the key components are subjected to long shipping routes (which involve
long transit time), which drastically increases the overall replenishment lead-time
of the components. One of the key components are the brackets shown in figure
1.2.

Brackets function as the cage “skeleton” and are connected to each other by steel
rods which enables the whole structure to distribute external forces throughout
the whole cage circumference. They are also used as mooring points and to keep
the float pipes at a fixed distance from each other. Generally, the replenishment
lead-time is approximately three to four months, but sometimes it could be as high
as five months. Owing to the long replenishment lead-time of the brackets, it was
difficult to predict and meet the unanticipated surge in cage demand during the
peak-production season (January-May) especially for the cages with short deliv-
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Figure 1.1: A schematic diagram of a cage

Figure 1.2: A close-up view of the bracket

ery lead-time. There are numerous ways to approach this problem of improving
component availability, but we have chosen to go forward with improving the
forecast which will thereby reduce the variability in demand and potential occur-
rences of stock-outs.

The company mostly relies on seasonal naive forecasting and judgmental fore-
casting as their primary forecasting methods. They required a forecasting method
that would provide them with a higher forecasting accuracy, and allow lesser de-
pendence on key personnel. Only few time-series observations were available.
We have demonstrated in this thesis on how to choose a suitable forecasting
method for demand forecasting using short time-series. There were four types
of different brackets required for the assembly of cage-P. The bracket require-
ments are shown in the figure 1.3. The cage cannot be assembled even if one type
of bracket is unavailable. We decided to perform forecasting on the end product
instead of forecasting each type of bracket because the demand of the brackets
depends on the cage demand. The final predicted demand of the cage could be
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dis-aggregated to component level based on the bracket requirement shown in
figure 1.3.

Figure 1.3: Bracket requirements for each cage

1.3 Research Objective and Research Questions
Croom (2010) explains the first step in research design as “stating the problem,
system or domain in the form of research questions, propositions or constructs
that define precisely what will be investigated.” This section defines the research
objective and the research questions that the study aims to answer.

This thesis aims at assisting the case company in choosing a suitable technique
for forecasting their product demand. A variety of methods (including advanced
forecasting methods and traditional forecasting methods) are chosen for model-
fitting and they are all compared against each other based on the forecast perfor-
mance metrics to find the best performing model.

From the background section, we know that advanced forecasting methods gen-
erally perform much better than traditional methods due to its ability of handling
outliers, missing data, multiple seasonality and using unlimited data sources. We
have investigated if the advanced forecasting models were able to deliver the
claimed superior performance with limited data in order to find a suitable fore-
casting method. The research questions that will assist us in achieving this objec-
tive is given below.

• RQ1. ”What are the different state-of-the-art traditional and advanced
forecasting methods that can be employed on short univariate time-series
data?”

Literature review was performed to understand the concepts of different
forecasting methods and their performance metrics. Based on some selec-
tion criteria mentioned in Chapter 5, only few models were chosen for the
analysis in this study. Data transformation techniques and forecast perfor-
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mance metrics were also investigated to aid in the evaluation of quantitative
analysis.

• RQ2. ”Do advanced time-series forecasting methods perform better than
traditional time-series forecasting methods when dealing with short uni-
variate time-series data?”

Data preprocessing was performed on the in-sample data to understand the
nature of the data, the underlying patterns and components, and prepare the
data for modeling. Then the various chosen models are fitted and compared
against each other based on the forecast performance metrics to find the
best performing model. The best performing model could be later used for
creating out-of-sample forecasts.

1.4 Research Scope
This thesis only deals with the demand forecasting of one product. Though the
company manufactures different cages, we have focused only on their best sell-
ing cage. The demand forecasting is done on the end product rather than on
components since it is easier to perform modeling and analysis, and the demand
of the components depend on the demand of the end product. The aggregated
demand can then be dis-aggregated to the respective components based on the
bill-of-materials (BOM) of the product. The company has primarily two types
of customers, one is local and the other is global. The global or export projects’
demand is known in advance and therefore is not used in our study. We have
only focused on the local customers for which the demand is unknown and vari-
able.

Time series analysis is strictly restricted to univariate time series. Multivariate
time series analysis is not included in the study and no exogenous variables were
used to add any additional information. This study focuses on predicting the de-
mand in four-quarters of 2019 which is considered to be the test set. Multi-step
forecasting was applied since we are predicting the demand for four quarters.
The year 2020 was not included in our analysis due to COVID-19. The produc-
tion was stalled for few months and was pushed to the later months. Therefore,
this data cannot be used as a test set as it produces unusual seasonality and the
analysis will present erroneous results leading to difficulty in choosing the best
forecasting model. Also, an event such as a pandemic cannot be predicted (using
a literature review or by any other means) and thus it cannot be added as a addi-
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tional information to the models. These reasons compelled us to neglect the year
2020 in the analysis and use the year 2019 as the test set.

1.5 Report Structure
Chapter 1 - Introduction
Chapter 1 introduces the thesis through background and problem description. It
also presents the research objective, research questions, research scope and the
report structure.

Chapter 2 - Research Methodology
Chapter 2 describes the research methodology followed in this thesis.

Chapter 3 - Case study: Scale AQ
Chapter 3 presents a brief description of the case-company involved, their supply
chain and their current forecasting practice are discussed.

Chapter 4 - Forecasting Models
Chapter 4 provides the forecasting models that will be used for the quantitative
analysis in the later chapter and is divided into many relevant sub-chapters. It dis-
cusses time-series forecasting, the various forecasting methods, qualitative com-
parison of the models, selection of models, and finally, detailed mathematical
model descriptions.

Chapter 5 - Model Evaluation
Chapter 5 is an integral chapter. It begins with data description and preprocess-
ing methods where we understand the underlying components in the data. Data
transformation techniques, grid search, walk-forward validation and performance
metrics are discussed. Then we proceed to model implementation and configu-
ration where the chosen traditional and advanced models are fit on the training
data, and finally, the results of each model are evaluated on the test data.

Chapter 6 - Discussions
Chapter 6 presents the findings of the research, answers the research questions
and discusses the findings to highlight research gaps.

Chapter 7 - Conclusion
Chapter 7 summarizes the entire work done followed by contribution, limitations
and challenges, and concludes the thesis by presenting the future scope of the
work.
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Chapter 2
Research Methodology

Methodology is a theoretical and structured analysis of applicable methods in
a field study in order to contribute towards finding answers to a given research
problem (Kothari 2004). Method is the techniques of data collection and analy-
sis. Generally, research methodology consists of various types of research meth-
ods (Croom 2010; Karlsson 2016). This chapter presents the research design in
Section 2.1, and the choice of research methods along with justification to answer
the research methods in Section 2.2.

2.1 Research design
This section discusses the general approach followed in this study to answer the
research questions and ultimately, achieve the research objective. This research
is considered to be a deductive research. Deductive research, also referred to
as top-down logic, begins with assumptions based on existing knowledge or lit-
erature, then research questions based on established theory or knowledge are
formulated, then data is collected, and finally after the analysis, conclusions are
drawn which leads to confirmation or rejection of the initially formed hypotheses
(Karlsson 2016). The research design followed in this thesis is depicted below in
the form of a flowchart in the figure 2.1. We begin the research with the problem
description, then formulate research questions to achieve the research objective,
then use two research methods for the qualitative and quantitative analysis. Liter-
ature review supported us in shortlisting the required forecasting models for the
quantitative analysis. The data for the quantitative analysis was obtained from the

9



10

case-company and the models were calibrated using the data. The models were
also optimized using the grid search and hand-tuning techniques. They were fi-
nally compared against each other based on the performance metrics to find an
appropriate forecasting method for short univariate time-series.

Figure 2.1: Research design

2.2 Research Methods
Research methods are of two types, quantitative or qualitative. A quantitative
approach uses mathematical and statistical tools to manage the analysis of nu-
merical data while a qualitative approach is concerned with analysis of data in
textual form, and they are related with constructivism, interpretation and percep-
tion (Croom 2010; Karlsson 2016). This thesis is conducted as both qualitative
and quantitative research, primarily systematic literature review was to conduct
qualitative analysis and case-study was used to conduct quantitative analysis, be-
cause the focus is on both exploring and evaluating different forecasting methods.
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The following sections explains the literature review and case-study approaches
in detail.

2.2.1 Literature Review
Literature review is used as the primary method in this study and is conducted
based on a systematic literature review approach. A systematic review estab-
lishes a firm foundation for future research and facilitates theory development,
aligns existing research, and uncovers areas where additional research is needed
(Buer et al. 2018; Webster and Watson 2002). A preliminary literature study was
conducted to uncover state-of-the-art methods in theory relevant for the topic of
research and to identify potential gaps in need of filling. The literature study
aims to map existing knowledge and ideas on the chosen topic and discuss their
strengths and weaknesses (J. W. Creswell and J. D. Creswell 2017). It is essential
to know if the defined problem has already been solved, and if not, understand
the current status of the problem (Croom 2010; Karlsson 2016). Gaining general
knowledge from the current literature contributed to establish scope and define
the contribution of this research.

The systematic literature review is performed using a series of transparent steps
which ensures replicability. The literature review is performed using the PRISMA
process (Buer et al. 2018) to narrow down the search results and is depicted in the
figure 2.2. The goal of the study was to investigate the most suitable forecasting
method for medium-term forecast horizon based on short time-series data and
the relevant evaluation metrics required for measuring the performance of the
forecasting methods. The process was conducted in the following manner:

1. The articles were identified using the keywords with Boolean operators
(building block search) in different databases. The duplicate articles were
removed by comparing the articles collected across different databases.

2. During the screening process, the titles and abstracts of the articles were
investigated and excluded articles that were non-English articles, not re-
lated to the topic, not peer-reviewed and unavailability of the full text. This
filtration leads to a collection of unique articles that require further exam-
ination. Only journal articles, book chapters and conference reviews from
the year 2000 were considered to stick to recentness.

3. During the eligibility process, the articles were read thoroughly, and the
vaguely related articles were excluded. This gives the final set of articles
that must be included in the study.
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4. Some of the relevant articles were also found through the cited-reference
search (also called as ‘snowball effect’) method. The references section
and introduction section of relevant articles were briefly scanned to find
more literature papers. Some of the databases (mentioned later) included
a cited-by function which supported us in finding articles related to the
particular examined article more efficiently. This method was used to find
some articles related to some particular topics and issues.

Potentially relevant articles were always checked for the number of citations be-
cause it helps in identifying the validity and degree of acceptance of the method
presented in the article; however, for the articles published in the recent few years,
the number of citations is not considered as a critical factor because the lead-time
of the journal articles is around 8-14 months, and it takes time to appear as a
reference (Karlsson 2016).

Figure 2.2: PRISMA process flowchart

Literature review was conducted to determine the various forecasting techniques
available and to assess their applicability and performance on the given time-
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series data set. The keywords used for the literature search is present in table
2.1. Various combinations of the keywords and also their synonyms were used to
find the relevant articles. These articles will help us in selecting the forecasting
techniques for our analysis and consequently understand their performance on
the provided data set. Relevant literature was mainly found by searching in the

Block 1 Block 2 Block 3
time series forecasting univariate statistical
sales forecasting traditional
demand forecasting machine learning

artificial intelligence

Table 2.1: Keywords used for literature search

databases Scopus, Web of science, Google Scholar, ProQuest, Springer, blogs
from Medium, and NTNU’s library search engine Oria. The reference man-
agement software, Zotero, has been used to manage references throughout the
project. The references have mainly been imported to Zotero by using the zotero
plug-in in the web-browser. The plug-in helps in taking quick snapshots of the
webpage or article or book and automatically inputs all the required details in
the respective rows. Some of the citations were also directly copied from the
databases in the Bibtex format. All the citations were exported to bibtex format
and then were used in Overleaf. an online latex editor.

2.2.2 Case study
The secondary method which is used in the research is an exploratory case study.
A case study is a history of a past or current phenomenon, drawn from multiple
sources of evidence (Karlsson 2016; Voss et al. 2002). It is particularly useful
in development of new theory. Meredith (1998) also claimed the same, ’since
the explanation of quantitative findings and the construction of theory based on
those findings ultimately have to be based on qualitative understanding, case re-
search is very important for theoretical advancements in the operations manage-
ment field’. The reasons for choosing exploratory case study as our research
method are:

1. It helps in the development of new theory as stated above based on the
patterns and relationships between the key variables. It is relevant to our
study as we are trying to find an appropriate forecasting method for a short
univariate time-series.
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2. It is useful to obtain real-life data and achieve better comprehension of the
nature and complexity of the operations and events taking place.

3. The applicability of the newly developed theory is valued by the practi-
tioner because theory-building is interlined with empirical evidence. The
theory is analysed and compared with the obtained empirical data.

4. It helps in answering the research questions such as ’what’ and ’how’. In
our study, it helps in partly answering RQ1.

Data collection

The data was collected using a combination of methods which include semi-
structured interviews (which were guided by questionnaires and informal con-
versations) and retrieval of historical demand data from the database which will
serve as an input to the forecasting models. Semi-structured interviews was cho-
sen as a data collection method because of its versatility (Karlsson 2016). Semi-
structured interviews were used to understand the business processes involved in
demand forecasting and to validate the primary data exploration. Data summaries
and visualizations were presented to business experts to check the correctness of
the collected data.

The empirical data for the quantitative analysis was retrieved from the project de-
livery data of cage-P. Since the customer receives the product only on the sched-
uled delivery date, we have considered those dates as the actual demand date.
Hence, the project delivery data is considered as the historical demand data in
this study. The historical demand data was recorded on an weekly basis in an
excel sheet, but we have aggregated them to quarterly basis as requested by the
company. We have only considered their best selling circular fish farming cage,
cage-P, for the analysis because it was requested by the company and it formed
80 percent of the total production of fish farming cages in a year. The time-series
data was explored for missing values, duplicate values, and outliers. Furthermore,
data visualizations were created to understand the trend, problem, and patterns in
the time-series.

Data analysis

The quantitative analysis was conducted on the historical demand data of the
case-company. The literature review supported in narrowing down the required
forecasting methods and the chosen methods were used in the quantitative anal-
ysis. The results of the analysis were validated using the literature. The results



Chapter 2. Research Methodology 15

was also presented to the case-company to further validate the obtained results.
The software environment adopted for the data analysis was Python programming
language and Jupyter notebook (was utilized as the editor). Python is a general-
purpose programming language (unlike R and Matlab) that is easy to use due to
its focus on readability. It is widely used in data analysis owing to the excep-
tional library support and offers a huge collection of data visualization libraries
(Brownlee 2017). Libraries that are mainly used in our data analysis are Pandas
(McKinney et al. 2010), Numpy (Harris et al. 2020), Statsmodels (Seabold and
Perktold 2010), sci-kit learn (Pedregosa, Gaël Varoquaux, et al. 2011) and Keras
(Chollet et al. 2018). Visualization library that was primarily used in the study
was Matplotlib (Hunter 2007).
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Chapter 3
Case study: Scale AQ

This chapter presents the case company involved in the study. Section 4.1 in-
troduces the company and its operations. Section 4.2 discusses about its supply
chain, and finally section 4.3 discusses the current demand forecasting procedure
that is used.

3.1 General information
Scale AQ is the case company involved in this study. The company is a global
supplier of technology and infrastructure for land- and sea-based aquaculture. It
has been in the aquaculture industry for over 40 years and is an integration of five
companies, Steinsvik, Aqualine, AquaOptima, Pan Logica and Moen Marin. The
company has around 850 employees world-wide and their offices are strategically
located in 12 countries headquartered in Norway. The annual revenue of the com-
pany in 2019 was around two billion Norwegian Kroner. Their products ranges
from infrastructure that is required for aquaculture such as sea-based/land-based
cages, feeding stations and so on, and the technology required for monitoring
the fishes such as the cameras, lighting, software, sensors and so on. We will be
focusing only on their best selling sea-based cage, cage-P, in our study.

17
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3.2 Supply Chain
A general overview of the company’s supply chain is shown in figure 3.1 in the
form of a control model. The main components required for the production of
the cages are brackets, nets, pipes, walkways, and ropes. The suppliers of the
components are spread globally and they usually deliver the components to the
main warehouse at Frøya. The components are then transported (by truck or ship)
to the other warehouses (Bømlo and Tovik) or the project sites for cage assembly.
Trains are used as a mode of transportation by the company for rush-orders in or-
der to reduce the transportation lead-time. The project sites are usually temporary
spaces close to the customer’s location that are rented for the project term and the
cages are assembled on those sites. The brackets supplier and pipes supplier also
deliver the respective components to the project site. The comprehensive process
of cage production could be abridged to a production process where PE-pipes are
welded together, and brackets are threaded onto them. Other components such as
the walkways are then secured to the brackets. The mooring system aids to fore-
stall the free movement of the cage in the water. The finished cage is launched
into the sea, and is stored in a temporary mooring system which serves as a tem-
porary storage site. Later, they are towed by the customer to their location. The
finished cage is stored in the temporary storage and they are towed by the cus-
tomer to their location. The cage net is equipped to the finished cage present at
the customer’s location. The customer order decoupling point is at assembly and
the company follows make-to-order (MTO) production strategy. Their customers
could be divided into two distinct groups, local customers within Norway and
global customers. We focus on only the local customers in this study because of
the uncertainty in demand.

This study focuses only on the brackets due to the long lead-time involved. As
we can see from the figure 3.2, the replenishment lead-time of the brackets re-
quired for the cage production is long (around 15-18 weeks). The lead-time for
the replenishment order involves the setup and planning time for production of
brackets. Production lead-time is around 16-20 days to produce brackets based
on the volume required. The longest lead-time (75-80 days) is involved in load-
ing of containers to the vessel and transporting the brackets to the nearest port.
Receiving the containers from the nearest port to the warehouse takes another
1-2 weeks. Owing to the long replenishment lead-time of the brackets, it was
difficult to predict and meet the unanticipated surge in cage demand during the
peak-production season (January-May) especially for the cages with short deliv-
ery lead-time. This problem could be resolved by a number of methods, and we
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Figure 3.1: Control model of the supply chain of sea-based cage components

have chosen to improve the demand forecasts. The following section discusses
about the demand forecasting practice used in the company.

3.3 Forecasting method
The company mainly relies on seasonal naive and judgemental forecasting for
forecasting their demand. Seasonal naive serves as their statistical based forecast.
Historical demand data is used for generating seasonal naive forecasts. Seasonal
naive method is explained in detail in section 4.5. Judgemental forecasting are
usually performed by using the Delphi method (William J. Stevenson 2014). The
main stages involved in a Delphi method are as follows:

1. A panel of experts (usually head of each department such as Sales, Supply
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Figure 3.2: Replenishment lead-time for the brackets

chain, Production, Marketing, Finance and so on) are assembled

2. Forecasting tasks/challenges are set and distributed to the experts.

3. Experts return initial forecasts and justifications which are then compiled
and summarised to provide feedback.

4. Feedback is provided by the facilitator (usually the chief operations officer)
to the experts who now review their forecasts in the light of the feedback.
The feedback usually consists of summary statistics of the forecasts and
outlines of qualitative justifications. The process is iterated a number of
times until all the experts reach a level of consensus.

5. Final forecasts are constructed by the facilitator by aggregating the experts’
forecasts and using his domain knowledge and experience.



Chapter 4
Forecasting models

This chapter provides forecasting models that will be used for the quantitative
analysis in the later chapter. The structure of the chapter is organised as fol-
lows: Section 4.1 provides a brief introduction to time-series forecasting; Section
4.2 presents the various forecasting methods; Section 4.3 compares the models
qualitatively to find appropriate models for the quantitative analysis; Section 4.4
discusses the model selection criteria and presents the final shortlisted models for
the quantitative analysis; and finally, Section 4.5 presents the detailed mathemat-
ical formulation of each model.

4.1 Time-series forecasting
A time-series is a sequence of observations recorded at successive equally spaced
points in time (Deb et al. 2017; Rob J Hyndman and Athanasopoulos 2018).
The data may be observations of demand, temperature, earnings, profits, ship-
ments, accidents, productivity, and so on. Forecasting techniques developed for
time-series data are based on the assumption that past values of the series is a
good indicator of future values. This characteristic of time-series makes it a
widespread problem attracting significant interest in research (Makridakis et al.
2018; Parmezan et al. 2019). Time-series analysis has been used for various
applications such as econometric forecasting (Ahmed et al. 2010), quality and
process control (Naim and Mahara 2018), sales forecasting (Brownlee 2017; Pa-
pacharalampous et al. 2018; Pavlyshenko 2019; Van Belle et al. 2021), health
surveillance (Papastefanopoulos et al. 2020; Shih and Rajendran 2019; X. Zhang
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et al. 2014), energy demand forecasting (Divina et al. 2019; Jung-Pin et al. 2020;
Martı́nez-Álvarez et al. 2015; Wang et al. 2018), etc. One of most renowned re-
source to study about time-series forecasting is a book by Rob J Hyndman and
Athanasopoulos (2018). It is a free online textbook that helps aspiring practition-
ers to apply time-series forecasting in real-life problems.

While analysing a time-series data, the underlying behaviour of the time-series
can be established by plotting the data and visually examining the plot. It is
generally composed of the following five main components (Chopra and Meindl
2016; William J. Stevenson 2014):

1. Level (L): It refers to the scale of a time series.

2. Trend (T): It refers to a long-term increase, decrease or stagnation in the
data.

3. Seasonal (S): It refers to short-term, quite regular fluctuations within a year
according to the season of the year or time of the day. Human decisions
(such as timing of price-promotions) can also cause seasonal behaviour.

4. Cyclical (C): It refers to wave-like variations of more than one year’s du-
ration, often related to factors such as economic or political conditions.

5. Random variation (ε): It refers to the residue that remain after all the
other variations are accounted for.

Cyclical component is not useful for our analysis and hence it is not mentioned
in the above models. Based on the major components of time-series, a time-
series can be modeled into the following forms (Chopra and Meindl 2016; Rob J
Hyndman and Athanasopoulos 2018):

• Additive model: It is most suitable if the magnitude of the seasonal fluc-
tuations, or the variation around the trend, does not vary with the level of
the time series. The components are independent of each other. It is of the
form:

Data(t) = L + T + S + ε (4.1)

• Multiplicative model: It is most suitable if the magnitude of the seasonal
fluctuations, or the variation around the trend, appears to be proportional to
the level of the time series. The components are not necessarily indepen-
dent of each other, they could impact one another. It is of the form:

Data(t) = L × T × S × ε (4.2)
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• Mixed model: Sometimes a combination of both additive and multiplica-
tive model is used. One example of such a decomposition be:

Data(t) = ((L + T ) × S) + ε (4.3)

4.2 Forecasting methods
”Prediction is very difficult, especially if it’s about the future.”

–Nils Bohr, Nobel laureate in Physics

This quote reveals the importance of validating an out-of-sample forecast. Usu-
ally, it is often easy to come across a model that fits the historical data well but
identifying a model that correctly discovers the patterns in the historical data that
will continue to remain in the future is troublesome.

The method of time-series forecasting can be broken down into two simple steps.
The first step is understanding the data which involves obtaining the structure
and identifying the underlying intrinsic patterns of the observed data. The second
step is the model fitting which involves fitting a mathematical model to the time-
series data in order to make future predictions. This step is usually a complex
and challenging part in time-series forecasting (Parmezan et al. 2019). Generally,
there are two types of time-series analysis:

1. Univariate time-series analysis: It is a time-series containing record of
a single time-dependent variable, that is, only one variable will vary with
time. For example, temperature of a place recorded on a hourly basis. To
predict the future values, only the past values of the observation is used.

2. Multivariate time-series analysis: It is a time-series containing record of
multiple time-dependent variables. The variables are dependent on each
other along with time. For example, humidity, wind speed, and cloud cov-
erage are also recorded on an hourly basis along with temperature. To pre-
dict the future values of temperature, the past values of temperature as well
as the values of humidity, wind speed, and cloud coverage are considered.

In our study, we consider only univariate time-series analysis. Based on the lit-
erature of De Gooijer and Rob J. Hyndman (2006), Rob J Hyndman and Athana-
sopoulos (2018), Papacharalampous et al. (2018), Papastefanopoulos et al. (2020),
Parmezan et al. (2019), and Wang et al. (2018) and Jung-Pin et al. (2020), we
have identified the following methods: Naive, Moving Average, Exponential
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Smoothing (ES), Autoregressive Integrated Moving Average (ARIMA), Face-
book Prophet, Random Forests, Extreme Gradient Boosting (XGBoost), Support
Vector Regressor (SVR) and Neural Networks (NN). These methods are cate-
gorised into two groups: Traditional forecasting methods and Advanced fore-
casting methods. Traditional forecasting methods consists of Naive, MA, ES, and
ARIMA. While the advanced forecasting methods, which uses the principles of
machine-learning and artificial-intelligence, consists of the remaining mentioned
models, that is Facebook Prophet, Random Forests, XGBoost, SVR and NN. The
hierarchy of time-series forecasting methods can be seen in figure 4.1. The fol-
lowing sub-sections briefly describes the aforementioned models in detail.

Figure 4.1: Hierarchy of time-series forecasting methods

4.2.1 Traditional Forecasting methods
Traditional forecasting methods are based on modeling and extrapolating the past
time series structure into the future. Traditional time-series forecasting methods
have been used extensively in industries since many years and the two models
that have dominated in practice are Exponential smoothing (ES) and ARIMA (De
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Gooijer and Rob J. Hyndman 2006; Rob J Hyndman and Athanasopoulos 2018).
Makridakis et al. (2020) claimed that these two models were used as ’standards
for comparison’ in the recent M4 forecasting competition due to its widespread
use in practice and relatively good forecasting accuracy.

Naive

It is most basic and simple method for forecasting. Each forecast value is equal to
the value of the last observation in the time-series, that is, forecast value at time t
is equal to the value observed at time t−1. This method is also known as random
walk forecasts because it is best used when the time-series follows a random
pattern. For time-series with seasonal behaviour, we use a variant of naive method
called seasonal naive. In seasonal naive, each forecast value is equal to the last
observed value from the same season of the year (e.g., the same month/quarter
of the previous year) (Rob J Hyndman and Athanasopoulos 2018). If m is the
seasonal period (for quarterly observations m = 4, for monthly observations m =

12, etc), the forecast for value Z at time t will be the last observed value at time
t −m. Formally, it could be written as:

Zt = Zt−m (4.4)

For example, the forecast of future June observations is equal to last observed
June observation. This model performs very well when the time-series con-
sists of only random fluctuations with seasonality. This model is also used as
a base model to benchmark the performances of new forecasting models (Brown-
lee 2017; De Gooijer and Rob J. Hyndman 2006).

Moving Average

This is another simple technique that is used in practice widely. The forecast
values are predicted by taking an arithmetic average of the last r values of the
time-series. It is denoted as MA(r), where r stands for the number of observations
included in the average. For example, MA(3) is the average of the last three
observation values. Formally it is written as:

Zt+1 =
Zt + Zt−1 + ⋅ ⋅ ⋅ + Zt−r+1

r (4.5)

In the above equation, Zt+1 is the forecast value at time t + 1 which is obtained
by performing an arithmetic average on the last r observation values. The higher
the value of r, the more uniform (smoothed) will be the predicted data behaviour.
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The main drawbacks of this model is their disability to handle with the trend and
seasonal components of a time-series and insignificance of the recent observa-
tions due to equal weights assigned to all the observations (De Gooijer and Rob
J. Hyndman 2006; Parmezan et al. 2019).

Exponential Smoothing (ES)

The exponential smoothing models generate forecasts by taking weighted aver-
age of the past observations with the weights decaying exponentially over time
(Akpinar and Yumusak 2016; Papastefanopoulos et al. 2020). The trend and sea-
sonality components are captured in this model using smoothing parameters (De
Gooijer and Rob J. Hyndman 2006). There are mainly three types of exponen-
tial smoothing models, simple exponential smoothing (SES), Double exponential
smoothing or Holt’s linear trend exponential smoothing (Holt), and Holt-Winters
exponential smoothing (HW).

SES is similar to MA where the most recent observation gets the highest weight
and it decreases exponentially over time. Thus, the most recent observation has a
higher influence on the predicted value than the previous observations. The Holt
model is an extension of SES where an additional parameter is added to capture
the trend. Similarly, smoothing parameters are added for the trend and season-
ality in the HW method. The trend or seasonal components could be additive or
multiplicative and the equations for modeling are chosen accordingly. Additive
models are chosen when the trend or seasonal component change constantly over
time while the multiplicative model is chosen when the trend or seasonal compo-
nent change proportional to the level of the time-series. The reader could refer to
Rob J Hyndman and Athanasopoulos (2018) for the detailed calculations.

Combining the model with the state space models (Rob J Hyndman, Anne B
Koehler, et al. 2002) has improved their dependability in the statistical domain.
In a state space model, the forecast is generated by factoring in the forecast er-
ror along with the three components of the time-series (that is, level, trend and
seasonal). The state space models also generate prediction intervals along with
point forecasts similar to the three exponential smoothing models aforementioned
(Rob J Hyndman and Athanasopoulos 2018; Rob J Hyndman, Anne B Koehler,
et al. 2002). The error term could be additive or multiplicative. Additive error is
similar to additive trend and seasonality where the error change constantly over
time while the multiplicative error change proportional to the level of the time-
series. To differentiate between additive and multiplicative errors, the state-space
models are usually labelled as ETS(.,.,.), where ETS here stands for Error, Trend
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and Seasonality. For instance, an additive model is denoted as ETS(AAA) where
A’s in the bracket stand for additive error, additive trend, and additive seasonality.
The detailed calculations for each combination of the model could be referred in
Rob J Hyndman and Athanasopoulos (2018).

Though ARIMA models have outperformed ES models in most of the instances,
ES models have an advantage of not requiring data transformation (such as log-
arithm, Box-Cox or differencing) on some particular time-series. The perfor-
mance of the ARIMA models is impacted by these data transformations. A few
drawbacks of implementing this model are that the three ES models (SES, Holt
and HW) do not consider the error terms, cannot reflect non-linear relationship,
is sensitive to outliers and unusual events, absence of exogenous variables, and
the performance of the model depends on choice of initial value and values of
the smoothing parameters (Akpinar and Yumusak 2016; Papastefanopoulos et
al. 2020). In the articles of Akpinar and Yumusak (2016), Ilbeigi et al. (2017),
Kalekar (2004), Ramos and Oliveira (2016), Shih and Rajendran (2019), and
J. Zhang et al. (2016), ES models performed best compared to the other mod-
els.

Auto-regressive Integrated Moving Average (ARIMA)

While ES models focus on the description of the trend and seasonal factors of the
time series, ARIMA models focus on the correlation between the lagged time-
series observations (Nau 2020). ARIMA models tries to capture the strong cor-
relation of the present and past values that is generally present in the time-series
data. The ARIMA models of order(p,d,q), that is ARIMA(p,d,q), is a combina-
tion of three operations: (i)autoregression(AR(p)) (ii) integration (d) (iii) moving
average (MA(q)). Autoregressive (AR(p)) part of the ARIMA model captures the
autocorrelation between the present and the past values. The Moving Average
(MA(q)) part of the ARIMA model captures the past forecast errors of the model.
The integration (d) part of the ARIMA model stands for degree of differencing.
Differencing operation comprises of taking difference between consecutive ob-
servations. An important prerequisite for ARIMA models is that the time-series
should be stationary (De Gooijer and Rob J. Hyndman 2006; Rob J Hyndman
and Athanasopoulos 2018; Nau 2020). A stationary time series is a time series
whose properties do not vary with time at which it is observed. Thus, a series with
trend or seasonality is considered a non-stationary series. We can convert a non-
stationary series to stationary series by differencing. Differencing is performed
by taking a difference of the consecutive observations. Multiple statistical tests
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are also available to test the stationarity of the time series. Augmented Dickey-
Fuller (ADF) test and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test are
the most widely used statistical tests.

The ARIMA models are used to capture only the trend behaviour in the time-
series. To capture the seasonal effect, we use an extension of ARIMA model
called seasonal ARIMA, also known as SARIMA. Four additional parameters
(P,D,Q)m are added to the model. (p, d, q) describes the non-seasonal part of
the time-series and (P,D,Q)m describes the seasonal part. The parameters P
and Q, similar to p and q, captures the seasonal autoregressive behaviour and
seasonal MA behaviour. D is the seasonal differencing. m indicates the seasonal
period.

The design of ARIMA and SARIMA model is described as a stochastic model
building process. This model is built using iterative cycle of Box-Jenkins (Box
et al. 2011):

1. Selection of model: The selection of model is based on the time-series char-
acteristics. If the series shows only trend behaviour, then ARIMA model
is preferred. Alternatively, if the series shows both trend and seasonal be-
haviour, then SARIMA model is preferred.

2. Identification of model orders: The parameters of the model (p, d, q, P ,
D, Q, and m) are set with the aid of correlograms or information criteria.
They are chosen in such a way that it best describes the data. Correlograms
comprises of autocorrelation and partial autocorrelation graphs which are
visually inspected to select the model orders. Information criteria is also
used to find the parameter orders and the Akaike Information Criterion
(AIC) is most commonly used. AIC helps in determining the best model
for a given time-series out of the given multiple models. The model with
the lowest AIC is usually preferred. The more parameters a model has,
better is the fit but the model might not have the lowest AIC. The reader
could refer to Rob J Hyndman and Athanasopoulos (2018) and Nau (2020)
for detailed model order estimation.

3. Estimation: The parameters of the model are trained using the time-series
and the model coefficients are estimated.

4. Diagnosis of the fitted model: The obtained model is validated on the time-
series data to check if it has represented all the data characteristics. In prac-
tice, the estimates of errors (residues) are analysed for autocorrelation. If
there is no autocorrelation between the residues, then the model can be ex-
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trapolated to the future, else the practitioner has to select a different model
and repeat the identification,estimation and diagnosis steps.

Since the number of parameters are high, there is a possibility of large number
of combinations and there are no general rules to select all of the parameters.
The experience of the analyst and his perception plays a huge role in modeling
process. Hence to avoid the tedious manual process of model selection, there is
pmdarima (also known as pyramid-arima) library (G Smith 2020) built on Python
which automatically finds the model parameters.

Both the models can be extended to multivariate analysis, ARIMAX and SARI-
MAX, which includes exogenous variables that enables the analyst to add exter-
nal information. The drawbacks of this method are that it requires a stationary
time-series as an input and cannot describe non-linear relationships well that is
present in the complex real-world problems (Papastefanopoulos et al. 2020; Wang
et al. 2018). In the articles of Claveria and Torra (2014), Jere et al. (2017), Naim
and Mahara (2018), Naim, Mahara, and Khan (2020), Padhan (2012), Shih and
Rajendran (2019), J. W. Taylor (2008), Tularam and Saeed (2016), and Udom and
Phumchusri (2014), ARIMA and SARIMA models provided superior prediction
results over the other models.

4.2.2 Advanced Forecasting methods
Advanced forecasting methods were built mainly using machine learning algo-
rithms. Machine learning methods unlike the traditional methods could describe
the data properties without prior knowledge of their distribution (Parmezan et al.
2019). These models are flexible and show reliable performance when applied
to complex and non-linear series because they are not dependent on the param-
eters to model the phenomenon’s behaviour. Machine learning is the concept
where a computer program has the ability to automatically learn from the pro-
vided training data by building a mathematical model and adapt to a new data
instead of being explicitly programmed. Commonly, machine learning methods
are classified as one of the following: supervised learning, unsupervised learn-
ing, semi-supervised learning, and reinforcement learning. We have chosen su-
pervised learning method in this study. Supervised learning is a method where
we use labeled data to optimize the model. In simpler words, we determine a
predictive model using data points with known outcomes.The commonly used
state-of-the-art advanced forecasting methods are discussed briefly in the follow-
ing sub-sections.
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Neural Networks (NN)

Neural networks (NN) are versatile methods for forecasting applications due to
their capability of modeling non-linear complex problems as well as linear prob-
lems (Remus and O’Connor 2001; Guoqiang Peter Zhang 2001). NN is a ma-
chine learning method that is inspired by the information processing performed
by the human brain (Haykin et al. 2009). The main logic behind an NN math-
ematical model is that the inputs get filtered through one or more hidden layers
with hidden neurons before they reach the output neuron. Each neuron sums the
weighted inputs and transfers the input through an activation function in order
to produce a result. They are categorised into feed-forward neural networks and
feedback neural networks. In feed-forward neural networks the neuron-to-neuron
signals flow in only one direction, layer-by-layer. They are generally popular in
time-series forecasting.

Neural networks can learn and generalize from the provided historical data about
the patterns in the data-set. The training of the network is done with the idea
of reducing the squared difference between the measured output and those pre-
dicted by the ANN model (Deb et al. 2017). The proposal of backpropagation
learning algorithm, which is based on the reduction of the result error by set-
ting the correct ’weights’ combination, allowed NN with more than two layers.
One such NN with multiple layers and that uses backpropagation algorithm is
the Multi-Layer Perceptron (MLP). The MLP is the most widely used NN (Car-
bonneau et al. 2008; Deb et al. 2017; Parmezan et al. 2019). An MLP can have
one or more layers of neurons between the input and output layers to conduct
the input-output mappings. The inputs and the activation function in the neuron
are assigned with weights which decides how the sum of weighted inputs will be
mapped to outputs. The hidden layers aid to increase the computational power
of the MLP network (Carbonneau et al. 2008). The structure of MLP with one
hidden layer is shown in figure 4.2. The number of hidden layers, the number
of neurons, and the activation function are generally dependent on the input data
and they are manipulated to optimize the results. The bias shown in the structure
aims to correct the net value by increasing or decreasing it. Although they are
superior in dealing with huge volumes of data and proper generalization, they
usually are difficult to interpret due to their ”black-box” nature. In the articles
of Abdel-Aal (2008), Buxton et al. (2019), Delic (2019), Gonzalez-Romera et al.
(2006), Ismail Fawaz et al. (2019), Sharifzadeh et al. (2019), and Weytjens et al.
(2019), MLP outperformed other models in predicting demand.

A recurrent neural network (RNN) is a feedback neural network where there are
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Figure 4.2: Structure of MLP with one hidden layer (adapted from (Parmezan et al.
2019))

cycles or feedback connections among neurons. Outputs from some of the layers
of a recurrent network can be directly fed back as inputs to the same layer or
previous layers generating dynamic feedbacks on errors of past patterns (Carbon-
neau et al. 2008). In this sense, recurrent networks can model richer dynamics
than feedforward networks just like linear autoregressive and moving average
(ARMA) models that have certain advantages over autoregressive (AR) models.
Long Short Term Memory (LSTM) is a form of recurrent neural network and
lately it has been gaining attention in the field of time-series forecasting (Brown-
lee 2018; Jung-Pin et al. 2020). The control flow in an LSTM is similar to an
RNN, but the difference lies in the operations within the LSTM cells. The struc-
ture of LSTM and a LSTM cell is shown in figure 4.3. The LSTM cells contain
various gates; input gate, output gate, and forget gate. The cell state (ct) holds
the memory of the network and transfers relative information to the next cell in
the sequential chain. As we go down the chain, information is added or removed
to the cell state via the gates which decides the information that is allowed to the
cell-state. ht is the output from the previous hidden layer,Yt+1 is the input data
and Zt+1 is the output. σ and tanh are the sigmoid and tanh activation functions.
× and + are the point-wise multiplication and addition operations. The gates
learn from the input data and decides on the relevant information to be retained
during the training (Bouktif et al. 2018; Phi 2020). This prevents the network
from vanishing gradient problem (the gradient of the initial layer is exponentially
decreased due to the large number of intermediate layers and thus the initial layer
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has negligible impact on the predicted result) and retain the long-term temporal
information (Phi 2020). The activation functions inside the cell and number of
LSTM cells can be varied. There is no global best configuration because the pa-

Figure 4.3: Structure of LSTM and LSTM cell (adapted from (Olah 2015))

rameters of NN depends on the provided time-series.The drawbacks of NN are
the interpretability of the model, overfitting and wrong predictions due to insuf-
ficient data, and the complex nature of parameterization of the models. In the
articles of Abbasimehr et al. (2020), Bandara et al. (2019), Bouktif et al. (2018),
and Weytjens et al. (2019), LSTM outperformed other models in predicting de-
mand.

Facebook Prophet

Generating high-quality and reliable prediction results with traditional methods
required analysts with high statistical knowledge and experience. Due to the
rare availability of such analysts, Facebook developed an open-source forecast-
ing tool, known as Prophet, that would help an amateur with domain knowl-
edge to generate reasonable forecasts with few easy-to-tune intuitive parameters.
Prophet was initially developed to handle issues at Facebook such as predicting
user activities. This method is designed to handle the common features of busi-
ness time-series such as trend, seasonality, and so on, and is available in both R
and Python (S. Taylor and Letham 2018).

It uses a decomposable time-series model comprising of three main components:
trend, seasonality, and holidays. In its core, it is an additive regression model
which has interpretable parameters that usually fits well with its default values.
It uses a curve-fitting technique for the time-series fit and is fitted automatically
using the Stan code (Carpenter et al. 2017) which considers the three main com-
ponents mentioned previously. It allows the user to pick all the components that
are related to the forecasting problem intuitively and effortlessly make the re-
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quired changes by tuning the parameters. It works very well on a time-series
showing multiple seasonal effects in the historical data. It is robust to missing
data and shifts in trend, and typically handles outliers well (S. Taylor and Letham
2018).

It uses a framework called ”Analyst-in-the-loop” approach which is shown in the
figure 4.4. The analyst-in-the-loop approach aims to combine the advantages of

Figure 4.4: Analyst-in-the-loop approach (S. Taylor and Letham 2018)

both statistical model and judgemental forecasts by allowing the analyst with lim-
ited statistical knowledge to conduct automated model-fitting and use his domain
knowledge and effort to improve the forecasts, when necessary, by including ad-
ditional information.

Prophet utilizes two models to forecast trend, a saturating growth model and a
piece-wise linear model (S. Taylor and Letham 2018). A model similar to popu-
lation growth models in natural ecosystems is adopted, where there is non-linear
growth that reaches a saturation point at a carrying capacity, for growth prediction
problems. For non-saturating growth forecasting problems, a piece-wise model
of constant growth-rate serves an useful alternative. The changes in the trend are
automatically detected by Prophet using changepoints from the time-series data
(S. Taylor and Letham 2018). The seasonality effect is modelled using Fourier
series. The holiday effects are assumed to be independent and are considered in
the model-building activity based on a predefined user-input list that consists of
past and future holiday events.

The drawbacks of the model are that it is difficult to include other features than
only seasonality or special events, model interpretability, manual tuning of the
model is required when there are unexpected changes in the data structure, and
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longer computational time while predicting large number of variables simultane-
ously. There were only few articles that used Prophet in time-series forecasting
and among those articles, in the articles of Papacharalampous et al. (2018), Samal
et al. (2019), and Yenidoğan et al. (2018), Prophet performed better than the other
models.

Support Vector Regression (SVR)

Support Vector Machines (SVM) are renowned classification machine-learning
algorithm which categorises the data accurately. SVR is an extension of Sup-
port Vector Machines (SVM) which works by transforming the input data into
a high-dimensional feature space by linear or nonlinear mapping and then fore-
cast unknown data based on trained model (Xu et al. 2019). The model tries
to minimize the maximum margins on the either side of the hyperplane thereby
finding a narrowest tube that comprises the most amount of training data (Awad
and Khanna 2015). The figure 4.5 shows the technique where ε is the size of
the margins, f(x) is the hyperplane and ξ represents the slack variables which
stores the distances of the data not included inside the margin. SVR performs the
non-linear regression using the so-called kernal trick by use of a kernal function,
weight factor and regularization parameter (Awad and Khanna 2015; Santamarı́a-
Bonfil et al. 2016). Linear, polynomial and Radial Basis Function (RBF) kernal
functions are the most widely applied in practice (Parmezan et al. 2019). In the
articles of Kusiak et al. (2009), Parmezan et al. (2019), Samsudin et al. (2010),
Santamarı́a-Bonfil et al. (2016), and X. Zhang et al. (2014), SVR outperformed
the other models that were considered in the study. The drawbacks of this model

Figure 4.5: An example of linear support vector regression (Chanklan et al. 2018)

are that it is sensitive to missing data and cannot be applied on very large data-sets
(Wang et al. 2018).
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Random Forests

Random Forest regression is an ensemble learning method that uses decision trees
for regression. Ensemble learning method is a technique that combines predic-
tions from multiple models to make a more accurate prediction than a single
model. It was first proposed by Breiman (2001). The figure 4.6 shows the struc-
ture of a Random Forest. We can notice that the trees run in parallel with no inter-
action amongst them. Each tree is built from a randomly selected training subset
which also includes the features subset. A Random Forest operates by construct-
ing several binary decision trees fitted using bootstrap samples during training
time and the output is output is obtained by aggregating over the ensemble, that
is the mean of the prediction of all the trees (Dudek 2015). This method is called
bagging which reduces the variance and overfitting issue thereby improving the
accuracy.

Figure 4.6: Structure of Random Forest (Bakshi 2020)

The drawbacks are model interpretability, requires longer training time and uses
a lot of memory for very large data-sets (Divina et al. 2019). In the articles of
Johannesen et al. (2019), Kim et al. (2019), and Lahouar and Ben Hadj Slama
(2017), the RF model performed the best among the other models.

Extreme Gradient Boosting

Contrary to tree bagging methods such as RF, the prediction of different trees
are sequentially pooled in tree boosting methods. Gradient boosting is a method
whereby trees are built one at a time, where each new tree in the sequence tries
to correct errors made by the previously built tree (that is it combines a number
of weak learners to form a strong learner). Extreme gradient boosting, also pop-
ularly known as XGBoost, is a decision tree-based ensemble learning algorithm
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that uses a gradient boosting framework. The strength of this method is mostly
due to its scalability and high predictive power. Some of the features of XGBoost
(Chen and Guestrin 2016) are as follows:

• XGBoost is almost ten times faster than the other boosting techniques be-
cause of parallel learning and distributed computing.

• It also includes a variety of regularization (L1 and L2) which reduces over-
fitting and it improves the overall performance. Therefore, it is also called
as ’regularized boosting’ technique.

• It can manage sparse data by using sparsity-aware split finding algorithm.

• It can handle weighted data efficiently by using distributed weighted quan-
tile sketch algorithm.

• It uses the hardware resources optimally by system cache optimization.

• It employs out-of-core computation which enables a basic computer to pro-
cess massive datasets that do not fit in the memory.

XGBoost model has been chosen as a winning solution in many machine learning
competitions such as Kaggle (Chen and Guestrin 2016). In the articles of Demolli
et al. (2019), Divina et al. (2019), Tanizaki et al. (2019), and Torres-Barrán et
al. (2019), XGBoost model was proved to be superior to the other models in
predicting wind energy demand and electric energy consumption respectively.
An excellent resource for XGBoost is its official documentation page (Chen, He,
et al. 2018). The drawbacks of this method are that it requires large data-set to
perform well, model interpretability and finding optimal hyperparameters for the
model.

4.3 Qualitative comparison of models
In this section, each of the model is qualitatively compared so that it aids in the
selection of models for quantitative analysis. Though most of the literature ad-
dressed energy demand forecasting issues, we assumed that we could adapt the
models to our problem based on their results. We have summarised the models
in table 4.1 and table 4.2 with its features, advantages, disadvantages, number
of times it has performed the best in the literature, and finally its applicability
to the type of forecasting horizons. Most of the articles reviewed in the study
contained at least one traditional model and advanced model to understand which



Chapter 4. Forecasting Models 37

Models Feature Advantage Disadvantage
Best

performed
in literature

Forecast Horizon

Naive

Simple approach where
the value of dependent variable
is equal to the last observed
variable. Usually used as a base
model while benchmarking.

1. Useful for randomly
fluctuating time-series
problems such as
stock-price prediction.
2. Can work with small
data-points.

1. Produces poor results
compared to the other
sophisticated models
2. Not suitable for non-linear
problems

- Short-medium

Moving
Average

Dependent variable is equal
to the average of the past values

1. Able to cope up with trend
2. Easy to calculate

1. Produces poor results
compared to other models
2. Not suitable for long-term
forecasts and non-linear problems
3. Cannot explain seasonality

- Short-medium

Exponential
Smoothing

The most recent observations
influence the forecasts by using
exponentially decreasing weights.

Can explain trend,
seasonality and random
behaviour of the time-series

1. Not suitable for long-term
2. Cannot reflect non-linear
relationships
3. Cannot include exogenous
variables

6 Short-medium

ARIMA
Regression of the lagged values of
the dependent variable and lagged
values of the forecast errors.

1. Can explain a wide variety of
time series and its components
using its lagged values and
forecast errors.
2. Can include exogenous variables

1. Requires stationary time-series
2. Cannot reflect non-linear
relationships and not suitable for
long-term.
3. Finding optimal values of
parameters is challenging.

9 Medium-long

Table 4.1: A summary of several models commonly used in traditional methods

model is best suited for our study. We can see from the tables 4.1 & 4.2, only
ARIMA models are capable of producing medium-long term forecasts compared
to advanced methods where all the models were able to generate medium and
long term forecasts. Also, we can notice that ARIMA and Neural networks per-
formed the best the most number of times in the literature while Prophet being
the least.

We found that traditional methods outperformed advanced methods in the liter-
ature of Claveria and Torra (2014), Makridakis et al. (2018, 2020), Naim and
Mahara (2018), Papastefanopoulos et al. (2020), Peng and Chu (2009), Shih and
Rajendran (2019), and J. Zhang et al. (2016), while the contrary in Abbasimehr et
al. (2020), Abdel-Aal (2008), Ahmed et al. (2010), Carbonneau et al. (2008), Div-
ina et al. (2019), Johannesen et al. (2019), Parmezan et al. (2019), Sharifzadeh et
al. (2019), Weytjens et al. (2019), and X. Zhang et al. (2014). Papacharalampous
et al. (2018) addressed that both advanced and traditional methods performed
well in his article. However, most of the articles did not consider optimizing
the traditional methods because the focus was on developing the advanced meth-
ods. Though machine learning models are known for overfitting when short time-
series is involved (Buxton et al. 2019; Ismail Fawaz et al. 2019), we see that that
they have performed better than the traditional methods in the articles of con-
current one Abbasimehr et al. (2020), Abdel-Aal (2008), Buxton et al. (2019),
Cankurt and Subaşi (2016), Delic (2019), Rivero et al. (2017), Tanizaki et al.
(2019), Xu et al. (2019), and Yu et al. (2018). Since the literature review does
not indicate an appropriate method, we have therefore decided to test both the
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Models Feature Advantage Disadvantage
Best

performed
in literature

Forecast Horizon

Prophet
Easy to use automated forecasting
tool without requiring statistical
expertise

1. Can handle missing data and
outliers well.
2. Intuitive parameters that
can easily be tuned.
3. Easy to capture information
regarding holidays or special
events.

1. Difficult to include
additional features other than
seasonality and special events.
2. Model interpretability due to
automated process.
3. Slow computing speed when
predicting large number of
variables simultaneously

2 Medium

Neural
Networks

Imitates the information processing
of the human brain neural
network

1. Provides self-learning function
and high-speed search for
optimal solution.
2. Can learn and adapt to
unknown systems
3. Can approximate any arbitrary
complex non-linear relationship

1. Model interpretability
2. Hyperparameter tuning
is a burden
3. Insufficient data can
lead to wrong predictions

9 Medium-long

Support
Vector

Regression

Finds the best compromise between
the complexity of the model and
the learning ability based on the limited
sample information

1. Can handle non-linear
relationships using kernal function
2. Good for long-term time series
3. Good fitting and generalization

1. Lack of transparency
of the results
2. Hyperparameter tuning
is a burden
3. Sensitive to missing data
and difficult to implement
on very large datasets.

4 Medium-long

Random
Forests

Prediction is based on the aggregate of
the predictions of all the decision trees

1. Can handle non-linear
relationships
2. Can prevent overfitting.
3. Can handle missing values.

1. Long training time for
large data-set
2. Uses a lot of memory for
very large dataset
3. Model interpretability

3 Medium-long

Extreme
Gradient
Boosting

Sequential correction of previous forecast
errors. Highly scalable and good accuracy.

1. Hardware optimization
2. Regularization
3. Fast computing speed
4. Can handle sparse data and
weighted data.

1. Model interpretability
2. Data hungry
3. Hyperparameter tuning
is a burden

4 Medium-long

Table 4.2: A summary of several models used commonly in advanced methods

methods in our study.

Table 4.3 presents a summary of the articles that utilizes short time-series for
forecasting. It comprises of the best forecasting model that was found in the par-
ticular article, the frequency at which the observations were recorded, the number
of observations (or data-points), the presence of trend and seasonality in the raw
data, the forecast horizon that was used in the literature, and finally, the forecast
accuracy metric that was used for evaluation in the literature (this is explained in
detail in section 3.4). We noticed that advanced forecasting methods performed
well in most of the articles closely followed by traditional methods. Also, three
of the articles (Delic 2019; Makridakis et al. 2020; Xu et al. 2019) had a com-
bined model as the best performing model. We do not consider combined models
in this thesis as it is beyond the scope of study.

4.4 Selection of models
From the literature study, we have shortlisted a number of methods. To enable
appropriate comparison, we have chosen articles that included atleast one tra-
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Author Best Model Frequency Datapoints Trend Seasonality Forecast Horizon Forecast Accuracy Metric
Abbasimehr et al. (2020) LSTM Month 132 Yes Yes Medium RMSE and sMAPE
Abdel-Aal (2008) MLP Month 94 Yes Yes Medium MAPE
Buxton et al. (2019) MLP Quarter 77 Yes Yes Medium MAPE
Cankurt and Subaşi (2016) SVR Month 180 No Yes Medium RelMAE and RelRMSE
Claveria and Torra (2014) ARIMA Month 108 Yes Yes Medium RMSE
Delic (2019) Feed-forward NN Day 70, 100 Yes No Medium MAE, MSE, RMSE and MAPE

Makridakis et al. (2018) ES and ARIMA
Month,
year 126, 14 Yes Yes Medium sMAPE and MASE

Makridakis et al. (2020) ES-RNN
Month,
quarter,
year

42, 13, 16 Yes Yes Medium sMAPE and MASE

Naim and Mahara (2018) ARIMA Month 34 Yes No Short MSE, RMSE and MAPE
Papastefanopoulos et al. (2020) ARIMA Day 104 Yes No Short RMSE

Peng and Chu (2009)
Classical
decomposition Month 48 Yes Yes Medium MAE, RMSE and MAPE

Shih and Rajendran (2019) ES and ARIMA Week 35 Yes Yes Medium MAE, RMSE and MAPE
Xu et al. (2019) SARIMA-SVR Month 157 Yes Yes Medium MAE, RMSE and MAPE
Yu et al. (2018) LSTM Week 45 Yes Yes Medium MSE

Table 4.3: A short summary of several models using short univariate time-series
[RMSE - Root Mean Squared Error, sMAPE - Symmetric Mean Absolute Percentage Error, MAPE - Mean Absolute Percentage Error, MASE - Mean Absolute
Scaled Error, MAE - Mean Absolute Error, MSE - Mean Squared Error, RelMAE - Relative Mean Absolute Error, RelRMSE - Relative Root Mean Squared Error]

ditional method and one advanced method. We have chosen the most suitable
models based on the criteria that is discussed in the followed sub-section.

4.4.1 Criteria
The criteria for the selection of models are:

1. The model should be the best performing model in atleast one literature
article.

2. The model should be applicable to the short univariate time-series data
adopted in the study.

3. The model should be capable of generating medium term forecasts

4. The model should be capable of handling trend and seasonality components
in the time-series

4.4.2 Selection
Based on the literature review of forecasting methods discussed in the section 3.2,
we came across the following models: Naive, Moving Average, ES, ARIMA, NN,
SVM, Prophet, Random forests and XGBoost. Naive models are chosen because
they are used by the company as the statistical model for forecasting. Therefore,
they also act as a base model for the benchmarking. The seasonal variant of naive
model, seasonal naive, is used in our analysis. Moving average is not considered
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in our analysis because it cannot handle the seasonality and also it has not per-
formed well in atleast one literature. The Holt-Winters model and the state-space
model in the exponential smoothing models are chosen because they can handle
seasonality and also they have been the dominant models in six literature articles
(can be seen in table 4.1). They can also generate medium term forecasts and can
be used on short time-series. A seasonal variant of ARIMA, known as SARIMA,
is considered in the study. They qualify all the criteria mentioned above. Though
Prophet has not performed well with short time-series, we have considered the
model in our study because of its easy applicability and automated forecasting
ability (S. Taylor and Letham 2018). NN models have been one of the best per-
forming models according to our literature review; therefore, we have considered
both the NN models (MLP and LSTM). SVR models are considered because they
have performed well in one of the articles (Cankurt and Subaşi 2016). They can
also handle seasonality in the time-series and can generate medium to long term
forecasts. Random forests and XGBoost are not considered in the analysis be-
cause they usually require more data to perform well (Pedregosa, G. Varoquaux,
et al. 2011). In total, we have chosen eight models based on the criteria mentioned
for our analysis: Seasonal naive, Holt-Winters, State-space, SARIMA, Prophet,
MLP, LSTM and SVR.

4.5 Model descriptions
This section describes all the selected models mathematically. Assume that there
is a time-series, Z (where Z = Z1, Z2, . . . Zt for each time period t) with com-
ponents level (Lt), trend (Tt) and seasonality (St). m denotes the seasonal period
(for quarterly observations m = 4, for monthly observations m = 12, etc). Let
Ẑt+h represent the forecast value of Z, h-steps ahead of the the observed value at
time t.

4.5.1 Seasonal Naive
This model is the most simple one among the selected ones. This model is also
the currently employed forecasting model in the case company. The model is of
the form: Zt = Zt−m, where the current observation value at time t is equal to the
observed value at time t −m and m is the seasonal period. This model serves as
a base-model to compare its performance with the complex models and to select
those models whose performance is better than seasonal naive.
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4.5.2 Holt Winters
The following equations are employed for a multiplicative Holt-Winters model:

Forecast equation: Ẑt+h = (Lt + hTt)St−m+h (4.6)
Level equation: Lt = α(Zt/St−m) + (1 − α)(Lt−1 + Tt−1) (4.7)
Trend equation: Tt = β(Lt − Lt−1) + (1 − β)Tt−1 (4.8)

Seasonal equation: St = γ
Zt

Lt−1 + Tt−1
+ (1 − γ)St−m (4.9)

In the above equations, the values of the smoothing constants, α, β and γ, lie in
the range [0,1].The trend equation does not change in the additive model, but the
level and seasonal components equation changes in additive model. The seasonal
components are summed and subtracted in an additive model instead of being
multiplied and divided as in multiplicative model.

The following equations are employed for an additive Holt-Winters model:

Forecast equation: Ẑt+h = Lt + hTt + St−m+h (4.10)
Level equation: Lt = α(Zt − St−m) + (1 − α)(Lt−1 + Tt−1) (4.11)
Trend equation: Tt = β(Lt − Lt−1) + (1 − β)Tt−1 (4.12)

Seasonal equation: St = γ(Zt − Lt−1 − Tt−1) + (1 − γ)St−m (4.13)

A weighted average between the seasonally adjusted observation (Zt − St−m),
and the non-seasonal forecast (Lt−1 + Tt−1) is demonstrated in the level equation
4.11. Similarly, the seasonal equation 4.13 reveals a weighted average between
the current seasonal index (Zt −Lt−1 − Tt−1), and the seasonal index of the same
season previous year ( that is, m time periods ago).

4.5.3 State-space model (ETS)
Rob J Hyndman and Athanasopoulos (2018) demonstrated an alternative repre-
sentation, ’Component form’ of exponential smoothing equations containing a
forecast and smoothing equation.

Forecast equation: Ẑt+1∣t = Lt (4.14)
Smoothing equation: Lt = αZt + (1 − α)Lt−1 (4.15)

where Lt is the smoothed value of the series for time t. The smoothed value for
time t + 1 is predicted using the smoothing equation 4.15. This is nothing but
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simple exponential smoothing. Re-arranging the terms in equation 4.15, we get
the error correction form:

Lt = Lt−1 + α(Zt − Lt−1)Lt = Lt−1 + αεt
where εt = Zt−Lt−1 = Zt− Ẑt∣t−1 is the residual (or error) at time t. If ε denotes
the noise with the distribution ε N(0, µ2), then the state space equations could be
written as:

Zt = Lt−1 + εt (4.16)

Lt = Lt−1 + αεt (4.17)

where equation 4.16 is the measurement (or observation) equation which de-
scribes the observed data and equation 4.17 is the state (or transition) equation
which describes the change in the unobserved components or states (level, trend,
seasonal) over time (here only change in level is indicated in equation 4.17).
Each model consists of a measurement equation that describes the observed data,
and some state equations that describe how the unobserved components or states
(level, trend, seasonal) change over time and hence these are referred to as state
space models. In this study, we will be using state space model with additive
error, trend, and seasonality. If our data consists of multiplicative components,
they can be transformed to additive components by utilizing logarithm transfor-
mation on the data as mentioned in the section 5.2. ETS(AAA) model with log-
transformation is considered in this study and it will denoted as Log-ETS(AAA)
from here on. It is defined as:

Forecast equation: Zt = Lt−1 + Tt−1 + St−m + εt (4.18)
Level equation: Lt = Lt−1 + Tt−1 + αεt (4.19)
Trend equation: Tt = Tt−1 + αβεt (4.20)

Seasonal equation: St = St−m + γεt (4.21)

where εt = Zt − Lt−1 − Tt−1 − St−m and α, β and γ, are the smoothing parame-
ters.

4.5.4 SARIMA
The autoregressive (AR(p)) part of the ARIMA model captures the autocorrela-
tion between the present and the past values. Formally, it is written as: Zt =
φ1Zt−1 + ⋅ ⋅ ⋅ + φpZt−p + εt where εt stands for white noise (εt belongs to the
same distribution with zero average and constant variance), φ stands for autore-
gressive coefficients. The Moving Average (MA(q)) part of the ARIMA model
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captures the past forecast errors of the model. The corresponding equation is
Zt = θ1εt−1+⋅ ⋅ ⋅+ θqεt−q+ εt where θ stands for the forecasted error coefficients
of the MA(q) model. An important prerequisite for ARIMA models is that the
time-series should be stationary (Nau 2020). We can convert a non-stationary
series to stationary series by differencing. Formally, the first order of differenc-
ing is written as: Z ′t = Zt − Zt−1 and second order differencing is written as
Z
′′
t = Z

′
t − Z

′
t−1. For seasonal time-series, we difference the time-series based

on the seasonal period m. For a time-series demonstrating seasonal behaviour
after m time intervals, then the differencing is done in the following manner:
Z
′
t = Zt − Zt−m.

Combining the differencing with the autoregression and moving average models,
we obtain the non-seasonal ARIMA model. It could be written as:

Z
′
t = δ +

p

∑
i=1

φiZ
′
t−i +

q

∑
i=1

θiεt−i + εt (4.22)

In the equation 4.22, Z ′t is the differenced series (it may be differenced more
than once), constant δ gives the initial level of the model (similar to intercept in
a linear regression) and is calculated using the following equation: δ = µ(1 −
φ1 − φ2 − ⋅ ⋅ ⋅ − φp) where µ stands for average of the stationary process(Rob J
Hyndman and Athanasopoulos 2018; Nau 2020). φp and θq are the parameters of
the procedures: AR, with lag length p, and MA, with lag length q.

The constant δ may be omitted if the order of differencing is greater than one
(d¿1). If the series is stationary in its original form (d=0), but not with zero
average and unit standard deviation, δ is required. Additionally, when the model
is devoid of the autoregressive part (AR(p)), it is assumed that the constant is
equal to the time series average (δ = µ) (Nau 2020; Parmezan et al. 2019).

When there is seasonal behaviour in the time-series, we use the seasonal ARIMA,
also known as SARIMA, model. It has additional three parameters to capture the
seasonal behaviour, which is (P,D,Q)m. D indicates the degree of seasonal
difference. The seasonal part of the ARIMA model is written as:

Z
′′
t = δ +

P

∑
i=1

ΦimZ
′′
t−i +

Q

∑
i=1

Θimεt−im + εt (4.23)

In the equation 4.23, Z ′′t is the seasonally differenced series, constant δ gives
the initial level of the model and is calculated using the following equation: δ =
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µ(1−Φ1−Φ2−⋅ ⋅ ⋅−Φp) where µ stands for average of the stationary process. The
rules for the use of the constant δ and its omission is similar to the ones imposed
on the ARIMA structure mentioned above, but considering seasonal difference
(D). ΦP and ΘQ are the parameters of the procedures: seasonal AR, with lag
length P, and seasonal MA, with lag length Q. A SARIMA model of the order
(p, d, q)×(P,D,Q)m is the sum of the non-seasonal (equation 4.22) and seasonal
part (equation 4.23). It is denoted as:

Zt = δ +
p

∑
i=1

φiZ
′
t−i +

q

∑
i=1

θiεt−i +
P

∑
i=1

ΦimZ
′′
t−i +

Q

∑
i=1

Θimεt−im + εt (4.24)

In the equation 4.24, δ is calculated as: δ = µ(1 − φ1 − φ2 − ⋅ ⋅ ⋅ − φp)(1 −
Φ1 − Φ2 − ⋅ ⋅ ⋅ − Φp) and it can omitted when d + D > 1. δ is required when
d + D ≤ 1. δ = µ is assumed when the model is devoid of autoregressive and
seasonal autoregressive parts. Since we are using quarterly data, we substitute
m = 4 in the equation 4.24 to obtain the final equation that will be used in the
analysis.

Zt = δ +
p

∑
i=1

φiZ
′
t−i +

q

∑
i=1

θiεt−i +
P

∑
i=1

Φ4iZ
′′
t−i +

Q

∑
i=1

Θ4iεt−4i + εt (4.25)

4.5.5 Prophet
In a Prophet model, we use a decomposable time series model with three main
model components: trend, seasonality, and holidays (S. Taylor and Letham 2018).
It is defined as follows:

Z(t) = T (t) + S(t) +H(t) + εt (4.26)

In the equation 4.26, T(t) captures the non-periodic changes(trend) in the time-
series, S(t) captures the periodic changes (weekly and yearly seasonality), H(t)
captures the effects of holidays or special events in the time-series, and εt is the
irreducable error term. It is similar to a generalized additive regression model
(GAM) with interpretable parameters. The advantages of GAM are that it decom-
poses easily and accomodates new components as required, such as a new source
of seasonality, when recognized, could be added easily to the model. As men-
tioned earlier in Chpater 3, Prophet implements two models to forecast trend, a
saturating growth model and a piece-wise linear model, with the changes in trend
captured using the changepoints parameter. The periodic effects (seasonality) is
modelled using Fourier Series.



Chapter 4. Forecasting Models 45

4.5.6 Multilayer Perceptron (MLP)
A perceptron is similar to a single neuron in the human nervous system. The
structure of a perceptron is shown in the figure 4.7. A single perceptron consists
of n data inputs Yi ∈ Y . Each element of the input is associated with a synaptic
weight, w, such that the ith element of Y has a synaptic weight wi associated
with it. The weight could be positive or negative based on the significance of the
input. The net value is a result of linear combination of weighted inputs with an
added bias (where b ∈ R) (Ismail Fawaz et al. 2019; Parmezan et al. 2019). The
resulting net value is sent to an non-linear activation function f that determines the
output Z of the perceptron. The net value is calculated as shown in the equation
4.27.

net =
n

∑
i=1

wiYi + b (4.27)

The bias aims to rectify the net value by increasing or decreasing it such that
the result of f(net) is closest to the expected value. The non-linear activation
function f is a staircase (or step) function and aids in mapping the non-linear
relationship between the inputs and output. Some of the activation functions are
sigmoid, relu and tanh. Sigmoid function output range between 0 and 1, tanh
has negative values and therefore is not considered in the study. Rectified linear
unit (relu) has linear (identity) for all positive values and is zero for negative
values. We have chosen relu as the activation function in our study because it
was the most popular function in the literature, it provided better results and was
computationally more efficient Buxton et al. (2019), Delic (2019), and Parmezan
et al. (2019). The output Z could be binary (where Z ∈ {0, 1}), or Z ∈ {−1, 1},
as well as continuous where Z ∈ R. A MLP is a combination of more than

Figure 4.7: Structure of a perceptron
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one perceptron. It usually consists of an input layer, an output layer, and hidden
layers which are intermediate between the input and output layers. A simple MLP
structure with one hidden layer is shown in the figure 4.2. Mathematically, a MLP
model with a single hidden layer is defined as shown in the equation 4.28.

Z = f(
k

∑
j=1

wjf(
n

∑
i=1

wijYi + b0j) + b0) (4.28)

where Z is the output, f is the activation function, wj is the weight assigned to the
signal between the hidden layer and the output layer, wij is the weight assigned
to the signal between the input layer and the hidden layer, Yi is the input signal
and b0 is the bias added to correct each signal.

4.5.7 Long Short Term Memory (LSTM)

Figure 4.8: Structure of a LSTM cell (Abbasimehr et al. 2020)

LSTM is an extension of recurrent neural network (RNN) and has a strong ca-
pability in forecasting time-series due to its ability to store long-range time de-
pendency information (Greff et al. 2017). A LSTM structure comprises an input
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gate, a forget gate, internal state (cell memory), and an output gate. The structure
is shown in the figure 4.3. The notations used in the figure are listed below:

• x(ti): The input value

• h(ti−1) and h(ti): The output value at time ti−1 and ti

• c(ti−1) and c(ti): Cell states at time ti−1 and ti

• b = {ba, bf , bc, bo} are biases of input gate, output gate, cell state and output
gate.

• W1 = {wa, wf , wc, wo} are the weights of input gate, forget gate, cell state
and output gate.

• W2 = {wha, whf , whc, who} are the recurrent weights

• A = {a(ti), f(ti), c(ti), o(ti)} are the outputs of input gate, forget gate,
cell state and output gate.

Mathematically, the operation of LSTM is defined as follows:

a(ti) = σ(wax(ti)) + whah(ti−1) + ba) (4.29)

f(ti) = σ(wfx(ti)) + whfh(ti−1) + bf) (4.30)

c(ti) = ft × c(ti−1) + at × tanh (wcx(ti)) + whc(h(ti−1) + bc) (4.31)

o(ti) = σ(wox(ti)) + whoh(ti−1) + bo) (4.32)

h(ti) = o(ti) × tanh (c(ti)) (4.33)

where σ and tanh are activation functions, and × indicates point-wise multipli-
cation.

4.5.8 Support Vector Regressor (SVR)
The SVR performs linear or non-linear regression using the concept of transform-
ing the input data into a higher dimensional feature space by linear or non-linear
mapping. The figure 4.5 could be referred for formulating the model. The objec-
tive function of SVR is to minimize the coefficients rather than the squared error
(which is usually the case with ordinary least squares method). The error term is
handled in the constraint. The goal of SVR is to find a function f(x) of the line
(or hyperplane in higher dimensions) that fit the maximum training data (Awad
and Khanna 2015; Chanklan et al. 2018; Xu et al. 2019). The linear function is
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shown in equation 4.34. The training data is in the supervised learning format
(input-output pairs).

f(x) = ⟨w, x⟩ + b (4.34)

where w is the coefficient, x is the predictor (feature), f(x) is the target variable,
w, x ∈ X , b ∈ R and ⟨., .⟩ indicates dot product in X . The size of the margin
from the hyperplane f(x) is indicated by ε. SVR tries to find the smallest ε
deviation from the target value yi for all the training datapoints. It is calculated
as shown in equation 4.35 which is an optimization problem. The optimization
problem attempts to find the narrowest tube centred around the hyperplane while
minimizing the error (which is the distance between the predicted and desired
output).

Min
1

2
∣∣w∣∣2 subject to ∶ ∣y − ⟨w, x⟩∣ + b ≤ ε (4.35)

where ∣∣w∣∣ is the magnitude of the normal vector to the hyperplane that is being
approximated. Slack variable (ξ, ξ∗) is introduced to capture the few datapoints
outside the margin ε (Awad and Khanna 2015). The slack variable should be
minimized as much as possible and hence is added to the objective function. The
objective function in the equation 4.35 is added with the slack variables and it is
defined as:

Min
1

2
∣∣w∣∣2 + C

N

∑
i=1

(ξ + ξ∗) Subject to ∶ {y − ⟨w, x⟩ + b ≤ ε + ξ
⟨w, x⟩ − y + b ≤ ε + ξ∗

(4.36)

In the equation 4.36, C is a regularization parameter. It determines the choice
between the flatness of the hyperplane and the extent of tolerance of deviation
from the margin ε (Awad and Khanna 2015). C is a tunable parameter where as C
increases, the tolerance for data points outside the margin ε also increases.



Chapter 5
Model Evaluations

This chapter presents data, the preprocessing steps, model implementation, and
the results of modeling. Section 5.1 introduces the time-series data and data
preprocessing steps required before modelling. Section 5.2 discusses the data
transformation techniques. Section 5.3 presents the grid search method; Section
5.4 discusses the walk-forward validation technique; Section 5.5 presents the per-
formance metrics to support model evaluation; Section 5.6 describes the model
implementation and configuration; and finally section 5.7 presents the results of
the modeling process.

5.1 Data description and pre-processing

5.1.1 Data description
The data consists of 36 quarterly observations of historical demand data of cage-
P to the local customers. It is an univariate series (comprises only of demand
variable) which is recorded at the end of each quarter from the year 2011 to year
2019 from the company’s database. The data collected is shown in table 5.1. The
data is checked for missing values, duplicate values and outliers, and are replaced
or removed if found. Missing values and duplicate values are checked using func-
tions available in Python. Presence of outliers are checked using box-plots. We
did not find any of the above mentioned irregularities in our collected data. The
data is split into training and testing data for cross-validation. The usual thumb
rule of 80-20% random split is not used here to preserve the temporal information.

49
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Year Q1 Q2 Q3 Q4

Train
data

2011 24 37 30 15
2012 26 36 22 14
2013 34 42 27 19
2014 35 40 30 15
2015 38 45 25 18
2016 39 43 23 16
2017 47 48 30 18
2018 55 51 22 24

Test
data 2019 61 63 32 25

Table 5.1: Demand data collected on a quarterly basis

Statistical
measures

Number
of cages

Count 36
Mean 32
Standard
deviation 13

Min 14
Median 30
Max 63

Table 5.2: Summary statistics of demand data

The years 2011-2018 (consisting of 32 quarterly observations) serve as the train-
ing set and the year 2019 (consisting of 4 quarterly observations) serves as the
testing set. Multi-step forecasting is used in this study where multiple time-steps
must be predicted in contrast to one-step forecasting where only one time-step is
predicted. The summary statistics of the data is shown in table 5.2.

The training set of the time-series data is decomposed into three main compo-
nents, trend, seasonal, and residuals (or random variation). The decomposition
is shown in the figure 5.1 and it is evident from the figure that both trend and
seasonal components are present. We can notice that trend begins with an up-
ward trend which quickly reverses to a downtrend; then the trend stays flat for
a while which is followed by a rapid uptrend from mid-2016 to the peak in the
beginning of 2018, and it starts decreasing again. These sudden shifts in trend
make forecasting task difficult. Data transformations such as the Box-Cox trans-
formation or logarithm transformation could be used to stabilize the variance.
The seasonal behaviour is also evident in the time-series data with the pattern
showing consistent peak in the second quarter and then decreases in the consec-
utive quarters. The residuals are remainder that is left after subtracting the trend
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and seasonal components from the data. Ideally, it should be independent and
identically distributed (that is, should be uncorrelated). As we can see from the
plot, there is no visible pattern in the residuals which leads us to conclude that
the residuals are uncorrelated. Ljung Box statistic test is also performed to check
if the values are correlated. Ljung Box test is a statistical test where it tests the
null hypothesis that the data is independently distributed (Rob J Hyndman and
Athanasopoulos 2018). We obtained a p-value of 0.161 and since it was greater
than 0.05(significant value), we concluded that the residuals are uncorrelated. If
the residuals are correlated, then data transformations are necessary to stabilize
the variance or exogenous variables might be required to completely explain the
time-series.

Figure 5.1: Decomposition of time-series data

5.1.2 Stationarity
Apart from checking the data for irregularities and splitting the data into train-
test dataset, another important data pre-processing step is checking the data for
stationarity. A stationary series is defined as a series with constant mean, con-
stant variance and constant covariance (uncorrelated). Time-series with trend
and seasonality components are generally non-stationary. We require stationary
time series for especially SARIMA model. We have also used stationary time-
series for neural network models in this study. We verify stationarity by using
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various plots (mainly ACF & PACF plots) and statistical hypothesis tests such as
the Augmented Dickey-Fuller Test.

ACF and PACF

The autocorrelation function (ACF) and partial autocorrelation function (PACF)
plots are used to inspect the stationarity of the time-series. ACF plot shows the
values of autocorrelation of the current value with its lagged values while PACF
summarizes the relationship of a particular observation in the time-series with the
observations in the previous time-step where the relationships of the intermedi-
ary observations are removed (Brownlee 2017). In the plots, if autocorrelations
for small lags are large and positive, presence of trend is expected. Seasonal be-
haviour is expected if the autocorrelations are larger for the seasonal lags (such
as a spike at lag 4 and multiples of 4 for quarterly time-series) than for the other
lags. Lag-0 usually has a high correlation value because the value is correlated to
itself and hence it is generally ignored in the analysis. The ACF and PACF plot of
the training set of demand data is shown in the figure 5.2. Futhermore, the ACF
and PACF plots using the logarithmic and Box-cox transformations on the train-
ing set of demand data are shown in the Appendix-A. Visual inspections of these
plots help in the identification of required data transformation and the parameters
for the ARIMA model. The blue band in the plots indicate the confidence interval
of no correlation between the lags, and the y-axis and x-axis are the correlation
values and the lags respectively.

Figure 5.2: ACF and PACF plots of actual training data

The ACF plots of the logarithm and Box-Cox transformed series were expected to
demonstrate stabilized variance. This could be examined by comparing the ACF
plots of the transformed series with the plot of the actual series and evaluating
the reduction in height of peaks and depth of troughs. The plots are shown in
Appendix-A. We noticed that there was not a significant reduction in variance
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on applying both the transformations. Similarly, ACF plots of the transformed
series also appeared analogous to the ACF plot of the actual series. Nau (2020)
suggested the following rules to identify the order of differencing:

1. A higher order of differencing is required if the series shows positive auto-
correlations out to a higher number of lags in the ACF plot.

2. The series does not need a higher order of differencing if the series shows
zero or negative autocorrelation at lag-1, or small and patternless autocor-
relations. The series may be overdifferenced, if the autocorrelation at lag-1
is -0.5 or more negative. Overdifferenced series leads to inaccurate model.

3. The order of differencing at which the standard deviation is the lowest is
often the optimal order of differencing.

From the figure 5.2, we can notice that a higher order of differencing is unneces-
sary since the positive autocorrelations dies out after lag-1 and then is significant
only at lag-4. Hence, we began with first order of differencing. First order dif-
ferencing is applied on the training data and the plots are shown in the figure
5.3. The magnitude of negative autocorrelation at lag-1 is below 0.5 which shows
that the series was not overdifferenced. Similar to the ACF and PACF plots of
the actual data, we see spikes at lag-2 and lag-4 in the ACF plot and at lags 2 &
3 in PACF plot (higher lags are ignored since we aim to create a parsimonious
model).

Figure 5.3: ACF and PACF plots of first-order differenced actual training data

Since the series shows seasonal behaviour, we also try to apply seasonal differ-
encing as suggested by Rob J Hyndman and Athanasopoulos (2018) and Nau
(2020). The ACF and PACF plots of the seasonal differenced series is shown in
the figure 5.4. We noticed that there were no significant spikes in the smaller lags
in both the plots.
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Actual log Box-Cox
Actual,
d=1

log,
d=1

Box-Cox,
d=1

Actual,
D=1

log,
D=1

Box-Cox,
D=1

Cage-P 0.956 0.905 0.876 0.001 0.002 0.001 0.001 0.0005 0.0007

Table 5.3: P-values of Augmented Dickey-Fuller test for the time-series

Figure 5.4: ACF and PACF plots of seasonally differenced actual training data

Augmented Dickey-Fuller Test

The Augmented Dickey-Fuller Test is a statistical hypothesis test used to ob-
jectively determine whether the time-series is stationary or not. It is a popular
statistical test in the field of data science. It uses an AR model and differs the lag
value to optimize the information criterion by minimizing it. The information cri-
terion used in this study is Corrected Akaike’s Information Criteria (AICc) since
it provides stronger penalty than the other popular information criteria (AIC and
BIC) on smaller sample sizes. It is defined as:

AICc = AIC + 2((k + 2)(k + 3)
(T − k − 3) ) (5.1)

where T is the number of observations, k is the number of predictors and AIC is

calculated as: AIC = T log(∑T
t=1 ε

2
t

T
) + 2(k + 2). Information criteria are mainly

useful for simple and parsimonious model selection (Stoica and Selen 2004). The
null hypothesis is that the time-series is not stationary. On obtaining a p-value
below the threshold (that is, the significant value which is usually 0.05 or 5%),
the null hypothesis can be rejected while with a p-value above the threshold, the
null hypothesis cannot be rejected. The training data is usually subjected to the
statistical test to check for stationarity. The p-values obtained from the test are
shown in the table 5.3. The bold-values indicate that the series is stationary on
differentiation.
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Rob J Hyndman and Athanasopoulos (2018) stated that ’When both seasonal
and first differences are applied, it makes no difference which is done first—the
result will be the same; however, if the data has a strong seasonal pattern, we
recommend that seasonal differencing be done first’. The reason being that the
resulting series might be stationary and further first order differencing will not be
required. But if first order differencing is done first, then seasonality will still be
present.

5.2 Data transformation techniques
The data has to be transformed into a specific format before being used in model-
ing. The time-series data might require some transformations before being used
as an input to the traditional models and the advanced forecasting models re-
quire the data to be converted to a supervised learning format. The purpose of
applying transformations to the time-series data was to either make the patterns
more consistent across the whole data-set or to remove the known sources of
variation simplifying the patterns (Rob J Hyndman and Athanasopoulos 2018).
Accurate forecasts are usually obtained from a data-set comprising of simple pat-
terns.

Transformations such as logarithmic or power transforms are used when the data
shows variance that increase or decrease about the level of the series. These trans-
formations aids in stabilizing the series (Akpinar and Yumusak 2016; Claveria
and Torra 2014; Papacharalampous et al. 2018). A logarithm or power transform
is also useful in converting multiplicative models to additive models. For exam-
ple: If Zt = Tt × St × εt is a time-series with multiplicative components (trend,
seasonal and residual components), with logarithm transformation applied to the
data we can use an additive model. That is, Zt = Tt × St × εt is equivalent to
log(Zt) = log(Tt) + log(St) + log(εt). A family of Box-Cox transformations,
which encompasses both logarithm and power transformations serves as handy
tool for performing transformation and it depends on a parameter λ. Formally, it
is written as:

ωt = {log(Zt) if λ = 0;

(Zλ
t − 1)/λ otherwise.

(5.2)

Some of the traditional models, especially SARIMA model, require a stationary
series.A series with trend or seasonality is considered as a non-stationary series.
A non-stationary series can be converted to a stationary series by taking a dif-
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ference of the consecutive observations. This is known as differencing (Papaste-
fanopoulos et al. 2020; Parmezan et al. 2019; Shih and Rajendran 2019). For
seasonal time-series, we difference the time-series based on the seasonal period.
While the variance of the time series could also be stablized using transformations
such as logarithms and Box-Cox (Rob J Hyndman and Athanasopoulos 2018),
differencing stabilises the mean of a time series by eliminating the variations in
the level of a time series. Multiple statistical tests are also available to test the
stationarity of the time series such as the Augmented Dickey-Fuller (ADF) test
described in the section 5.1.2.

Sliding window method is usually used to convert a time-series data into super-
vised learning problem (Brownlee 2017). A supervised learning problem is a
subset of machine-learning which consists of labelled data (input) and desired
output and an algorithm is employed to learn the mapping from the labelled data
(input) to the desired output. In sliding window method, the observed values at
the previous time-steps are used as input variables (or labelled data) and the next
time-step is used as output variable (Brownlee 2017). Sliding window method
is also know as lag method. An example of sliding window method is shown
in figure 5.5. As we can see in the figure, the order between the observations is
preserved, and the top row and the last row is deleted in the last table. The reason
is that there is no value that can be used as a labelled data (X) in the top row and
there is no value that serves as a desired outcome (Z) in the last row. The width
of window can be increased if desired and the width of the window could be
determined from the partial autocorrelation graphs of the time series (Brownlee
2017).

Figure 5.5: An example of sliding window method (adapted from (Brownlee 2017))
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5.3 Grid searching
Grid searching is an iterative process in which optimal parameters for a model
are selected by iterating through every parameter combination, storing a model
for each combination and scoring each model. The model with best score is
considered to have optimal parameters and generally optimal parameters help to
improve model performance (Abbasimehr et al. 2020; Brownlee 2018; Papachar-
alampous et al. 2018; Parmezan et al. 2019). Grid-searching is computationally
expensive when used on a large dataset and it takes a while to compute the best
parameters. But, since the dataset used in our study is small, it is possible to
use grid-search to find the optimal parameters (Brownlee 2018). In this study,
grid-search is used to find optimal parameters for exponential smoothing models
and to find hyper-parameters for all the chosen advanced models expect Prophet.
The range of hyper-parameters was determined from the literature and by hand-
tuning. The range of each parameter used in all the chosen models are discussed
under the respective model description.

5.4 Walk forward Validation
Evaluation of time-series forecasting models can be performed by using walk-
forward validation on a test set (Brownlee 2017; Rob J Hyndman and Athana-
sopoulos 2018). Walk-forward validation is a method where the model makes
a forecast, one at time for a time step, for each observation in the test data and
the true observation is added to the test dataset. The true observation is made
available to the model as a part of the input for making the prediction on the next
time step. The observations could be refit in simpler models before making the
subsequent prediction, but cannot be refitted in complex models, such as neural
networks, due to the greater computational cost. This method is generally used
with machine learning models. The method is shown in the figure 5.6. In our
study, year 2011 - 2017 is used as a first training set and year 2018 is used as
the first test set and the prediction is made for each quarter of 2018. Once the
first quarter has been predicted, the actual observed value in the first quarter is
added to the test data and it is used as a part of the input to predict the second
quarter in 2018. This process continues until all the quarters in the subsequent
years have been predicted. However, only the predictions made in the year 2019
are considered in the results.
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Figure 5.6: Walk forward validation

5.5 Performance metrics
This section discusses various performance metrics that will be used in the later
chapters to measure the performance of the forecasting methods. The forecast
accuracy forms a vital component in measuring the performance of a model. The
forecast error is calculated as the difference between the actual observed value
at time t and the predicted value at time t. There has been a variety of metrics
that has been used in the literature for the evaluation of performance of forecast-
ing methods (Rob J. Hyndman and Anne B. Koehler 2006). Each metric has its
own advantages and disadvantages in comparing the results of the models and its
suitability depends on the type of data. From the table 4.3, we can see that Root
Mean Squared Error (RMSE) and Mean Absolute Percentage Error (MAPE) are
the most frequently used metrics. Hence, we have selected the RMSE as the
performance measurement metric due to their explainability, relevance, and pop-
ularity, to measure the performance of both the traditional and advanced fore-
casting methods. MAPE is scale-independent and is useful when two different
datasets with different scales are used in the analysis (Rob J. Hyndman and Anne
B. Koehler 2006). Since we will use only one dataset for all the models, we will
not include MAPE in the study. In addition to RMSE, we have also included co-
efficient of determination (R2), which measures the goodness of fit of the model
to the data-set. The following sub-sections discusses the performance metrics in
details.
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5.5.1 Root Mean Squared Error (RMSE)
RMSE is a scale-dependent accuracy measure where the scale of the measure
depends on the scale of the data (Rob J. Hyndman and Anne B. Koehler 2006).
Therefore, it is useful when comparing different methods are used on the same
dataset and it cannot be used when comparing datasets that have different scales.
It is also sensitive to extreme values in a distribution and it penalizes the larger er-
rors compared to MAE (Rob J. Hyndman and Anne B. Koehler 2006). Moreover,
RMSE is related to the least squares based cost function used in most of the mod-
els (Rob J Hyndman and Athanasopoulos 2018; Swalin 2018), but RMSE is more
sensitive to outliers compared to MAE (Rob J. Hyndman and Anne B. Koehler
2006). These reasons compelled us to use RMSE as a performance metric in the
model evaluation. It is calculated as the root of the average of squared differences
between predicted value and observed value. If Zt is the actual observed value at
time t and Ẑt is the predicted value at time t, then RMSE is defined as:

RMSE =

√
∑n

t=1(Zt − Ẑt)2
n (5.3)

Lower the RMSE, the better is the accuracy and thus the performance of the
model.

5.5.2 Coefficient of determination (R2)

The coefficient of determination (R2) demonstrates the goodness of fit for a
model, that is, it explains how well the independent variable explains the vari-
ability in the dependent variable in a regression model (Swalin 2018). The value
of R2 ranges from 0 to 1, where 1 indicates a perfectly fit model. Occasionally,
models get negative R2 values. This means that the model is not following the
trend in the data and is performing worse than a horizontal line. Formally, R2 is
calculated as follows:

R
2
= 1 −

∑n

t=1(Zt − Ẑt)
2

∑n

t=1(Zt − Z̄t)2
(5.4)

where Zt is the observed value at time t, Ẑt is the predicted value at time t and
Z̄t is the mean of observed values at time t which is given by Z̄t = ∑n

t=1(Zt/n).
R

2 is scale-independent and it is sensitive to the variance present in the observa-
tions.
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5.6 Model implementation and configuration
In this section, we discuss the model implementation in Python environment and
also the configuration of each model in terms of optimal parameters. In general,
the modeling procedure follows the steps as shown in the schematic diagram 5.7.
The comparison of the models is discussed in Chapter 6.

Figure 5.7: Schematic diagram of modeling approach

5.6.1 Seasonal Naive
The model was implemented in Python by writing a custom function because of
the unavailability of a package. Since the model does not contain any parameters,
parameter selection using grid search was not necessary to obtain an optimized
model.

5.6.2 Holt Winters
The model was implemented using the statsmodels.tsa.holtwinters package (Seabold
and Perktold 2010) in Python for generating predictions. Grid searching was
used to select the best parameters for each model. The parameters used in the
grid-search for Holt-Winters model are:
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• Trend: The first parameter was the nature of trend component with two
options, additive and multiplicative.

• Seasonal: The second parameter was the nature of seasonal component
with two options, additive and multiplicative.

• Damped: The third parameter was to indicate the presence of damped
trend. It was a binary parameter with values True and False.

• Box-Cox: The last parameter was to implement the Box-Cox transforma-
tion on the time-series. It had three values, they were True,False and log.

The grid-search resulted in a total of 24 models with different combinations used
in each model. AICc was chosen as the information criterion in the model se-
lection due its superior performance with smaller sample sizes. The optimization
objective of all the models was to minimize the AICc on the training data. The
model that resulted in the least AICc value on the train data, and RMSE value
on the train data and test data was chosen. The best performing model was op-
timized automatically by maximizing the log-likelihood and had the following
parameters:

• Trend: Additive

• Seasonal: Multiplicative

• Damped: False

• Box-Cox: False

The multiplicative Holt-Winters model (refer to equation 4.6) was used to gener-
ate forecasts(h=4 in the equation 4.6). The values of the smoothing paramaters
in the best performing model were: α = 0.37, β = 0.05 and γ = 0.63. It shows
that the initial observations has more influence than the latest observations on the
level and trend variables of the forecast equation due to the low value of α and β.
While the high value of γ indicates that the seasonality has been learnt from the
recent observations.

5.6.3 State Space model (ETS)
The model was implemented using the statsmodels.tsa.statespace in Python en-
vironment. The ETS model also had similar parameters as those of Holt-Winters
model. Since, the best model is Holt-Winters model had multiplicative seasonal-
ity, it was evident that a multiplicative model was used in modeling the train data.
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The statsmodels.tsa.statespace package does not have multiplicative seasonality
to date; therefore, it is necessary to perform data transformation on the train data
before modeling. We have applied logarithm transformation on the train data to
convert the components to additive form so that additive model could be used for
modeling. The only difference in the parameters of Log-ETS(AAA) model was
the seasonal parameter value. In this model, we had to indicate the seasonal peri-
ods rather than the type (that is, additive or multiplicative). The value of seasonal
periods was 4 due to the quarterly observations used in the study. The additive
model in equation 4.18 was used for generating forecasts. The values of smooth-
ing parameters of the best performing model were: α = 0.0001, β = 0.0001 and
γ = 0.9550. The values of α and β was close to zero and high value of γ indicates
that the seasonality had higher influence on the final forecast equation.

5.6.4 SARIMA
The SARIMA model was implemented in Python using the statsmodels.tsa.sarimax
package (Seabold and Perktold 2010). We use the auto arima method in the
pmdarima library (G Smith 2020) to perform automatic model selection. The
auto arima method performs grid search to return the optimal values for the pa-
rameters (p,d,q,P,D,Q) with the optimization objective to minimize AICc. The
best SARIMA model according to the auto arima method was of the order (0, 0, 0)×
(0, 1, 0)4.
The parameters for the SARIMA model can also be found manually and this
could be used to validate the result obtained from the automatic model selection
method. The values of the parameters can be found from the ACF and PACF
plots and the rules for determining the orders of the model are described by Nau
(2020). Since the series is non-stationary, differencing is required to make it
stationary. As discussed in the section 5.1.2, seasonal differencing is preferred
over first-order differencing. After performing the seasonal differencing, the ACF
and PACF plots (refer figure 5.4 were analysed and it was found that there were
no spikes found in any of the smaller lags (preferably lags 1-4). Hence, SARIMA
model of the order (0, 0, 0) × (0, 1, 0)4 was found to be the best model and this
was similar to the result obtained from the auto arima method. The constant δ
was included in the final model (because d+D ≤ 1) with a value of 1.643.

Though the visual inspection of the ACF and PACF plots in Section 5.1.2 did not
reveal any necessary data transformations, we have considered logarithm trans-
formed series and Box-Cox transformed series to examine if they can enhance
the forecasting performance. Again auto arima method was used to find the best
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orders for the parameters of both the models. The automatic model selection
method resulted in the best SARIMA model of the order (0, 0, 0) × (1, 1, 0)4
for both the transformed series. The constant δ was included in the final models
(because d +D ≤ 1) with a value of 0.075 and 0.304 for the log-transformed se-
ries and Box-Cox transformed series models. The value of the coefficient of the
seasonal autoregressive part (ΦP ) was -0.420 and -0.410 for the log-transformed
series and Box-Cox transformed series models.

These obtained order of the parameters were utilized in building the final SARIMA
model for each of the series (that is with actual series, logarithm transformed se-
ries and Box-Cox transformed series).

5.6.5 Prophet
The Prophet model was implemented in Python using the fbprophet library de-
veloped by Facebook. The data had to be converted to a specific format before
modeling. The data was converted into a series with two columns ds and y, where
the ds column comprises all the dates and the y comprises the demand data. Grid
searching was not performed to find the optimal parameters because the param-
eters were intuitive. The values of the parameters were mostly default and some
of them were found by hand-tuning. The most important parameters mentioned
for the model were:

• growth - This parameter identifies the type of trend model to use while
modelling. By default, it is ’linear’ and the default value was used in our
model since our data did not show any signs of saturation (refer the graph
in figure 5.1).

• yearly seasonality - This parameter indicates the presence of periodic changes
on an yearly basis.

• number of changepoints - This parameter indicates the number of points in
the time-series at which there are sudden changes in trend. We set the value
to be 10 which was obtained by hand-tuning.

• seasonality - This parameter indicates the type of seasonality to be used in
the model. We chose the seasonality to be of multiplicative because the
seasonal variation was increasing with the level of the time-series.

Since the model is considered to be an automatic forecasting tool, most of the
initial data preprocessing (such as removing outliers, duplicate values or missing
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values) could be skipped and a raw time-series (without any data pre-processing
steps performed on it) could be used.

5.6.6 Multilayer Perceptron (MLP)
The MLP model was implemented in Python using the Keras library (Chollet et
al. 2018). The data was converted to supervised learning format using the sliding
window method (as mentioned in Chapter 3) with a window width of 4 (that is 4
inputs are mapped to a single output). The grid search was performed to find the
optimal hyperparameters for the model. The list of important hyperparameters
that was used in the grid search were:

• n inputs - The number of lag observations to be used as an input to the
model. The value is synonymous to the window width in the sliding win-
dow.

• n epochs - This parameter indicates the number of times to expose the
model to the whole training data. We selected two values, 20 and 50. Big-
ger numbers were not selected to avoid overfitting of the models due to
small train data size.

• n nodes - The number of nodes to be used in the hidden layer. The val-
ues selected were 20 and 30. Bigger numbers were not selected to avoid
overfitting of the models due to small train data size.

• n batch - The number of samples considered within an epoch after which
the weights are updated. We selected three values for this parameter, 1,4
and 16. Bigger numbers were not selected to avoid overfitting of the models
due to small train data size.

• n diff - The number of differencing required to stationarize the series. We
selected three values, 0,1, and 4 (equivalent to seasonal differencing).

There were a total of 24 model configurations and the best model (with the least
RMSE) had the following parameters: n inputs=4, n nodes=30, n epochs=50,
n batch=4, n diff=4. The best model preferred seasonal differencing over first-
order differencing, and is in accordance with the rule discussed in the end of
section 5.1.2. Default values were used for dropout rate (helps in model gener-
alization) and learning rate (adjusts the extent of change to the model weights)
parameters. These parameters were used in model fitting. The optimizer used
for the model fitting was adam and the loss function to be optimized was mean
squared error. Adaptive moment estimation (adam), an optimization algorithm
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for the weights, was used as the optimizer in this study because it is computation-
ally efficient and can handle sparse gradients. Walk forward validation was used
to generate forecasts for the four quarters in the test data.

5.6.7 Long Short Term Memory (LSTM)
The LSTM model was implemented in Python using Keras library (Chollet et al.
2018). The data was converted to supervised learning format using the sliding
window method (as mentioned in Chapter 3) with a window width of 4 (that is 4
inputs are mapped to a single output). The grid search was performed to find the
optimal hyperparameters for the model. The list of important hyperparameters
and its ranges were similar to that of MLP model.

There were a total of 24 model configurations and the best model (with the least
RMSE) had the following parameters: n inputs=4, n nodes=30, n epochs=50,
n batch=1, n diff=4. Similar to the best model in MLP, the best model of LSTM
also preferred seasonal differencing over first-order differencing, and is in accor-
dance with the rule discussed in the end of section 5.1.2. Default values were
used for dropout rate and learning rate parameters. These parameters were used
in model fitting. Similar to MLP, the optimizer used for the model fitting was
adam and the loss function to be optimized was mean squared error. Walk for-
ward validation was used to generate forecasts for the four quarters in the test
data.

5.6.8 Support Vector Regressor (SVR)
The SVR model was implemented in Python using the sklearn library (Pedregosa,
G. Varoquaux, et al. 2011). The data was converted to supervised learning format
using the sliding window method with a window width of 4. The grid search
was performed to find the optimal hyperparameters for the model. The list of
hyperparameters that were used in the model were:

• C - C is a regularization term which controls the tolerance for data points
outside the margin. It adds penalty to the mis-classified datapoint. The
value of C is usually in the range of 0.1 to 100.

• kernel - The kernel aids in finding a hyperplane in the higher dimensional
space without increasing the computational cost. The most popular kernals
used in practice are radial basis function (RBF), linear and polynomial.

The optimal hyperparameters that were chosen from the grid search were C: 100
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and kernal: ’linear’. Walk forward validation was used to generate the forecasts
for the four quarters in the year 2019.

5.7 Results
This section presents the results obtained from each of the models in the form of
graphs, and the performance metrics obtained.

5.7.1 Seasonal Naive

Figure 5.8: Seasonal Naive forecasts

The result of the prediction is shown in the figure 5.8. In the figure 5.8, the
blue-line indicates the forecast values, grey-line indicates the train-data and the
red-line indicates the test-data. The fitted values on the train data indicate that
were obtained from the same quarter of the previous year. We can notice that the
second and third quarters have greater difference between the predicted values
and the actual values (test-data) compared to the first and fourth quarters. The
RMSE score and R

2 values were evaluated to capture the performance of the
model and we achieved the values as 8.4 and 0.76 respectively. The residuals
were also examined and they were uncorrelated and normally distributed. Various
residual plots (refer Appendix A.4) such as ACF plot and density plot were also
inspected to verify the aforementioned residual results.
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5.7.2 Holt Winters
The results of the prediction using multiplicative Holt-Winters model is shown
in figure 5.9. From the graphs, we noticed that Holt-Winters model generated

Figure 5.9: Holt-Winters forecasts

forecasts that were under-estimated for all the quarters. The fitted values, indi-
cated as blue-lines, demonstrate correct predictions in some of the quarters in the
train data. The performance metrics were calculated and the obtained values for
RMSE and R2 were 5.3 and 0.9 respectively. The residuals were also examined
and they were uncorrelated and normally distributed. Various residual plots (refer
Appendix A.4) such as ACF plot and density plot were also inspected to verify
the aforementioned residual results.

5.7.3 State Space model (ETS)
The results of the prediction of state-space model, Log-ETS(AAA), is shown in
figure 5.10. The fitted values demonstrate that the model struggled to fit on the
initial quarters in the train data but later on had a good fit. The performance
metrics were calculated and the obtained values of RMSE and R2 were 5.5 and
0.89 respectively. As we can see from the performance metrics, Holt-Winters
performed marginally better. Generally, state-space models perform better than
the simple exponential smoothing models; but in this study, it was the other way
around. The residuals were also examined and they were uncorrelated and nor-
mally distributed. Various residual plots (refer Appendix A.4) such as ACF plot
and density plot were also inspected to verify the aforementioned residual results.
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Figure 5.10: Forecasts from ETS(AAA) with log-transformed data

5.7.4 SARIMA
The results of the predictions using actual series is shown in figure 5.11, using
the logarithm transformed series is shown in figure 5.12 and the Box-Cox trans-
formed series is shown in figure 5.13.

Figure 5.11: Forecasts from SARIMA model with actual series

Additionally, the residuals were also examined and they were uncorrelated and
normally distributed. Various residual plots (refer Appendix A.4) such as cor-
relogram, Q-Q plot and histogram were inspected to verify the aforementioned
residual results. From the figures, we could say that the models with transformed
series performed better than the model with actual series. The performance met-
rics also reproduced similar results. The actual series model had a RMSE value
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Figure 5.12: Forecasts from SARIMA with log-transformed series

Figure 5.13: Forecasts from SARIMA with Box-Cox transformed series

of 6.0 and R2 value of 0.87, while the log-transformed series model had a RMSE
value of 4.4 andR2 value of 0.93, and the Box-Cox transformed series model had
a RMSE value of 5.8 and R2 value of 0.88. The log-transformed series model
performed the best out of the three models.

5.7.5 Prophet
The results of the predictions using the Prophet model are shown in the figure
5.14. From the graph, we noticed that the model over-estimates the value for the
third quarter and under estimates for the remaining quarters. Also, the fitted val-
ues were absent in the plot because of the model’s unexplainability which is due
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Figure 5.14: Forecasts from Prophet model

to the automated process of generating forecasts. The performance metrics was
calculated and we obtained the RMSE value as 7.4 and R2 value as 0.81.

5.7.6 Multilayer Perceptron (MLP)

Figure 5.15: Forecasts from MLP model

The results of the prediction using the MLP model is shown in the figure 5.15.
As we can see from the plot, the second quarter has been under-predicted com-
pared to the other three quarters in 2019. It is difficult to explain the presence of
certain variables in the final model due to the ’black-box’ nature of the model.
Consequently, the fitted values were also not available. The performance metrics
for the model were calculated and we obtained the RMSE value as 6.7 and R2
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value as 0.84.

5.7.7 Long Short Term Memory (LSTM)

Figure 5.16: Forecasts from LSTM model

The results of the prediction using the LSTM model is shown in the figure 5.16.
As we can see from the plot, the second and third quarters have been under-
predicted compared to the other two quarters in 2019. It is difficult to explain the
presence of certain variables in the final model due to the ’black-box’ nature of the
model. Consequently, the fitted values were also not available. The performance
metrics for the model were calculated and we obtained the RMSE value as 4.1
and R2 value as 0.94.

Figure 5.17: Forecasts from SVR model
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5.7.8 Support Vector Regressor (SVR)
The results of the prediction are shown in the figure 5.17. From the graph, we
noticed that the first and last quarter was predicted close to the actual observed
value while the other two quarters had bigger differences between the predicted
values and the actual observed values. It is difficult to explain the presence of
certain variables in the final model due to the ’black-box’ nature of the model.
Consequently, the fitted values were also not available. The performance met-
rics were calculated and we obtained the RMSE value as 8.9 and R2 value as
0.72.



Chapter 6
Discussions

This chapter discusses the findings from the literature study and quantitative mod-
eling to answer the research questions.

The case company, Scale AQ, had a long replenishment lead-time for one of their
crucial component, that is brackets. The brackets are considered as a functional
product and the demand of a functional product is generally believed to be stable
and predictable (Chopra and Meindl 2016). But the demand of the brackets was
unpredictable because it depends on the demand of the final product, cage-P.
Sanderson and Cox (2008) also argued that functional products in a low-volume
complex environment exhibits demand unpredictability. To mitigate the supply-
demand mismatch, we have chosen to improve the demand forecasting capability
of the case company.

The objective of this study was to find a suitable forecasting method that could
handle limited data and generate forecasts for a short-medium forecast horizon.
To find a suitable forecasting method, various time-series forecasting methods
were investigated. Two research questions were formulated to support us in
achieving the research objective. We begin with attempting to answer the first
research question which is “What are the different state-of-the-art traditional
and advanced forecasting methods that can be employed on short univariate
time-series data?”

In order to answer the first research question, we utilized systematic literature
review to find the forecasting models. According to Feizabadi (2020), plenty of
attention was contributed towards artificial intelligence to improve the demand

73
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forecastability of an organisation in the recent years. Traditional demand fore-
casting methods accommodates only few factors such as trend, seasonality, cycli-
cal behaviour and so on, that affect demand. On the contrary, advanced methods
can combine artificial intelligence and machine learning algorithms to analyze
the demand data and can account for the extensive number of casual factors along
with non-linear relationship between the predictor and target variables. Though
advanced methods are generally labelled data-hungry methods, we noticed that
some of them performed well with limited demand data in few literature articles
(refer table 4.3). Due to the inconclusive results in selecting a demand forecast-
ing method for limited data (or short time-series), we have investigated the per-
formances of both traditional and advanced methods in handling limited demand
data.

Figure 6.1: Selected time-series forecasting models

Most of the literature that we came across was about energy demand forecasting
with long time-series (consisted of several hundreds or thousands of data-points).
We found mainly four traditional methods and five advanced methods along with
their variants (refer figure 6.1) that were the most popularly studied methods for
demand forecasting. The characteristics, advantages and disadvantages of each
model were also discussed to further support the filtering process. From the men-
tioned models, only some of them were chosen for quantitative modeling based
on the selection criteria mentioned in the section 4.4. Four traditional models (and
its variants) and four advanced models were selected for the analysis. Some of
the model variants in the traditional methods were a result of data transformations
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performed on the original series. For instance, in Log-SARIMA, log transforma-
tion was performed on the original series. The models colored in green in the
figure 6.1 were the ones selected for modeling. The other models indicated in red
color in the figure 6.1 were not included for modeling because they did not qual-
ify the selection requirements. Moving average, SES and Holt models were not
considered because they could not handle seasonality behaviour. ARIMAX and
SARIMAX models were not considered because we do not use exogenous infor-
mation in our study and it is beyond the scope of the study. Random forests and
XGBoost were not selected for the quantitative analysis due to the fact that they
required a minimum of 50 data-points to perform well (Pedregosa, G. Varoquaux,
et al. 2011). The list of models chosen for quantitative modeling are: seasonal
naı̈ve, Holt-Winters, state-space (ETS), SARIMA (and its data transformed vari-
ants), MLP, LSTM, Prophet and SVR. The previously stated models answers our
first research question.

Now we attempt to answer the second research question which is ”Do advanced
time-series forecasting methods perform better than traditional time-series fore-
casting methods when dealing with short univariate time-series data?”

In order to answer the research question, quantitative analysis was performed
in Python environment with the chosen forecasting models using the demand
data from the case-company. Each model was subjected to the same data set
consisting of 32 quarterly sales observations from 2011-2018 and were evaluated
on a test set (consisting of 4 quarters) using RMSE and R2 as the performance
metrics. Data transformation was applied to most of the models before modeling
and all models were optimised using grid-search and hand-tuning techniques. For
traditional methods, the values of the variables of each model were also reported
along with residual plots. On the contrary, neither the values of the variables of
each model in the advanced methods nor the residuals plots were not reported
due to their black-box nature.

The performance metrics of all the models is shown in the table 6.1. The per-
formance metrics were also plotted as shown in the figures 6.2 & 6.3 to support
in comparison against each other. The performance of a model is considered to
be superior if it has a lower RMSE value and a R2 value closer to one. Both the
performance metrics revealed that Log-SARIMA was the best model among the
traditional methods and LSTM was the best model among the advanced meth-
ods. The bold values in the table 6.1 indicate the previously discussed result.
From the plots and the table 6.1, it was evident that LSTM was the overall best
forecasting model which was very closely followed by Log-SARIMA, and the



76

Model RMSE R
2

Seasonal naive 8.4 0.76
Holt-Winters 5.3 0.9
Log-ETS (AAA) 5.5 0.89
SARIMA 6.0 0.87
Log-SARIMA 4.4 0.93

Traditional
methods

Box-Cox SARIMA 5.8 0.88
Prophet 7.4 0.81
MLP 6.7 0.84
LSTM 4.1 0.94

Advanced
methods

SVR 8.9 0.72

Table 6.1: Performance metrics of all the selected models

overall worst forecasting model was SVR. LSTM performed slightly better than
SARIMA models due to the availability of large number of hyperparameters and
its ability to handle non-linear trends.

Figure 6.2: RMSE values of all the models

Seasonal naı̈ve model was also used as a base model to benchmark the perfor-
mances of the other complex models. All the models, except SVR, performed
better than the base model. Since the currently employed time-series forecast-
ing method (seasonal naı̈ve) did not provide accurate forecasts for the company,
we suggest that seasonal naı̈ve could be replaced with any of the chosen state-
of-the-art models (except SVR) to improve the forecasting performance. We no-
ticed a minimum improvement of 12% in forecasting performance when Prophet
model was employed and maximum of 51% when LSTM model was employed.
The other models except SVR contributed an improvement in forecasting per-
formance within the previously mentioned range. The second best perform-
ing model, SARIMA and its variants, resulted in an improvement of 29-48%
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Figure 6.3: R2 values of all the models

compared to seasonal naı̈ve’s forecasting performance. In general, we noticed
that most of the traditional methods outperformed the advanced methods, except
LSTM. Hence, traditional methods are more reliable for generating forecasts with
short univariate time-series. This result leads us to answering the second research
question.

Figure 6.4: Type of forecasting in relation to demand history and forecast horizon
(adapted from Syntetos et al. (2016))

Domain knowledge, such as new product introductions, R&D milestones and so
on due to which the demand is provoked, cannot be captured by a forecasting
model or exogenous variables. Also, the business experts have more information
in the near future regarding the current pipeline of orders that will be arriving.
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The model derived forecasts could support the sales and operations team in an or-
ganisation in evaluating the soft orders received from their customers and also in
providing information on longer term sales trends. Domain knowledge of busi-
ness experts is vital especially in a low-volume project environment and it is
useful to adjust the derived model forecasts based on the situation. The previous
discussion is depicted in the form of a graph in the figure 6.4. The purple dot in
the figure 6.4 indicates our problem position. We have short demand history and
have to generate forecasts for short-medium term horizon (one year). Since our
problem is positioned quite close to integrated statistical-judgmental forecasts in
the graph, we suggest that complementing model derived (statistical) forecasts
with managerial judgments could improve the forecasting performance (Syntetos
et al. 2016). Feizabadi (2020) and Salais-Fierro et al. (2020) also demonstrated
an increase in efficiency in the planning process when managers make decisions
based on more than one method.



Chapter 7
Conclusion

This chapter presents the conclusion of the research which is followed by the
limitations faced in the study and finally suggestions for future work.

The objective of this comparative study was to investigate various time-series
forecasting methods that could handle limited data, the necessary data transfor-
mation techniques and finally, performance metrics to evaluate the results of the
modeling. The model derived forecasts are intended to guide the managers in the
demand and supply planning process of Scale AQ. In order to achieve this objec-
tive, two research questions were framed. They were answered using exploratory
case study and systematic literature review as the research methods.

There are a plethora of time-series forecasting models that were developed for
demand forecasting. Among those models, only a few models could handle lim-
ited data (short time-series). These models were selected based on some require-
ments and were studied in depth. A total of 8 models were selected for the anal-
ysis, namely,seasonal naı̈ve, Holt-Winters, state-space (ETS), SARIMA (and its
data transformed variants), MLP, LSTM, Prophet and SVR. The first four mod-
els belonged to traditional methods and the remaining four models belonged to
advanced methods. The data utilized for modeling was historical demand data of
cage-P. The data was scrutinized for irregularities and the necessary data transfor-
mations were performed before modeling. The selected models utilized the same
data to generate forecasts for 4 quarters. Several model configurations were tested
and the suitable parameters for each model were chosen from grid-searching and
hand-tuning. They were evaluated using the performance metrics, RMSE and
R

2.
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The models were compared against each other. It was found that LSTM was the
overall best performing model and SVR was the overall worst performing model.
SARIMA model with log transformed data was the best performing model in
traditional methods with an improvement of 48% compared to seasonal naı̈ve
forecasts (which is the currently employed model at the case company). LSTM
model resulted in a maximum improvement of 51% and Prophet model resulted
in a minimum improvement of 12% compared to the seasonal naı̈ve model. The
other models except SVR contributed towards improvement in forecasting per-
formance within the previously mentioned range. In general, we also noticed
that the traditional methods performed better than most of the advanced methods.
Thus, we concluded that traditional methods were superior compared to advanced
methods when dealing with short univariate time-series.

7.1 Contribution
This research contributes to both academia and case company. For academia,
this research contributes to the field by comparison of various traditional and
advanced forecasting methods that are optimized to handle short time-series.
Though there has been comprehensive research on comparison of traditional and
advanced forecasting models, most of the research utilised longer time series
(Bouktif et al. 2018; Carbonneau et al. 2008; Divina et al. 2019; Parmezan et al.
2019; Yenidoğan et al. 2018; X. Zhang et al. 2014). Also, this study included
some of the latest state-of-the-art forecasting models such as Prophet and LSTM.
To the best of the knowledge of the author, we did not come across any arti-
cle that neither compared all the mentioned state-of-the-art forecasting models
nor demonstrated a detailed model description for all the models. This study
suggests a suitable method for forecasting short univariate time series to a practi-
tioner.

For Scale AQ, the model forecasts serve as a tool to the sales and operations
team to evaluate the soft orders (or handshake plan). They also help the company
with replacing the currently employed statistical forecasting with a state-of-the-
art forecasting method and consequently ensuring better forecasting performance.
Due to the superior performance of traditional models in forecasting short time-
series, we recommend that SARIMA model could be used by Scale AQ for fore-
casting the demand of cage-P and other products. Compared to seasonal naı̈ve,
an improvement of 29-48% in forecasting performance was obtained by using the
SARIMA model and its variants. The model configuration code has to be trig-
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gered to select the appropriate configuration that is applicable for each product.
The model configuration code has to be run every year to prevent it from be-
ing outdated because the demand pattern changes over time. Since each product
has its own unique demand data associated with it and the model configuration
is dependent on the time-series data; therefore, the model configuration code is
run separately for each of them. Once the actual demand is realized, they should
be updated in the training data and consequently, the model generates forecasts
for the required forecast horizon. We also recommend to augment managerial
judgments with the SARIMA model forecasts due to the importance of domain
knowledge in a low-volume complex environment, which might consequently
lead to further improvement in forecast accuracy.

7.2 Limitations
There were two main limitations involved in this research. Firstly, the author is
not well-versed in the field of data-science and therefore he used only grid search
technique for tuning the hyperparameters. Further tuning of the hyperparameters
using other techniques or other popular hyperparameter tuning libraries in Python
might lead to more accurate forecasts.

Secondly, building a robust forecasting model with limited historical sales data.
There were only 36 data points with only 32 data points used as a train set. This
made the training of a robust forecasting model extremely challenging especially
with the advanced models. Although some of the advanced models provided su-
perior performance in the literature, generally most of them tend to overfit on the
training data and perform poorly on test data. For instance, SVR performed well
in many literature articles with limited data but performed poorly in our analysis.
Several hundreds or even thousands of data points might be required to train a
robust advanced forecasting model. With the increase in the availability of data,
the performance of the advanced models would also improve drastically.

7.3 Future Work
Prior research (Makridakis et al. 2020; Xu et al. 2019; G Peter Zhang 2003)
suggests the idea of combining models to create hybrid models that could improve
the forecasting performance. A hybrid model could be a combination of two
advanced models or a traditional model and an advanced model. As a future
work, hybrid models in demand forecasting using short univariate time-series



can be investigated.

Multivariate analysis of the time-series forecasting methods using short time-
series could be investigated. Multivariate analysis allows the forecaster to add
more predictor variables that could possibly influence the demand of cages.
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Appendix A
Additional results

A.1 Plots of training data

Figure A.1: Graph of actual sales

95



Figure A.2: Graph of log transformed sales

Figure A.3: Graph of Box-Cox transformed sales
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A.2 ACF and PACF plots of Log-transformation on
training data

Figure A.4: ACF and PACF of actual training data

Figure A.5: ACF and PACF plots of seasonally differenced training data

Figure A.6: ACF and PACF plots of first-order differenced training data
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A.3 ACF and PACF plots of Box-Cox transforma-
tion on training data

Figure A.7: ACF and PACF of actual training data

Figure A.8: ACF and PACF of seasonally differenced training data

Figure A.9: ACF and PACF of first-order differenced training data
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A.4 Residual diagnostics

Figure A.10: Residual diagnostics of the Seasonal naive model
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Figure A.11: Residual diagnostics of the Holt-Winters model

Figure A.12: Residual diagnostics of the Log-ETS(AAA) model
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Figure A.13: Residual diagnostics of the SARIMA model with actual series

Figure A.14: Residual diagnostics of the SARIMA model with log-transformed series
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Figure A.15: Residual diagnostics of the SARIMA model with Box-Cox transformed
series
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