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Abstract

Horizontal wells (HWs) are deployed in hydrocarbon reservoirs to increase the reservoir con-
tact area and hence recovery. Pressure losses along the length of the well, and Reservoir hetero-
geneity create an imbalanced well inflow profile. This is particularly problematic for HWs, and
negatively impacts their productivity. In order to improve the HW productivity, Inflow control
devices (ICDs) are used to control the flow of reservoir fluids into the well.

Several different workflows are used to determine the number and settings of the ICDs. Most
use models of the reservoir around the well to run simulations to determine the placement
and type of ICD from those available that performs best with the Horizontal well to achieve
the desired reservoir performance outcome. In this thesis, a working philosophy is explored
in which the optimal pressure distribution along the well path in the reservoir is determined
with respect to the Net present value (NPV). The HW is then modelled with ICDs to replicate
the optimal pressure distribution determined along the well path. The aim of the work is to
develop a work process where ICDs are designed to replicate the well in flow that drains the
reservoir in the most favorable way that maximizes the NPV.

In our workflow, the well is divided into well segments modelled as individual wells to al-
low for local and independent pressure setting. The Bottom hole pressure (BHP) for each well
segment is optimized to maximize the NPV as the objective function. The NPV is a function
of the cost of the amount of oil and water produced, and a fixed well cost. The optimal BHP
values are then translated into the ICD strength settings. In this work, the placement of the
modelled ICDs will coincide with the well segment location. The optimization is solved using
the Particle swarm optimization (PSO) method with in the FieldOpt software.

The results from applying the workflow on two synthetic model cases are presented. The first
case is a homogeneous reservoir, in which pressure losses along the well are minimised as the
well is partitioned in to more well segments, this delayed water breakthrough. The second case
is a heterogeneous reservoir, the control of fluid flow into the well improved as the number of
well segments increased. More well segments gave more localised well control with respect to
permeability distribution along the well path. For this case, the NPV is seen to peak at 6 well
segments as the well cost starts to exceed the revenue.

Upon translating the optimal pressure distribution to ICD design, the HW performance with
ICDs was improved for both cases. The method used to translate the optimal pressures to ICD

ix



x Nakibuule: Optimal Well Inflow Modelling

settings is a first order approximation, but performs well as the difference between the final
production profiles of the segmented well and the well with ICDs is small.
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Chapter 1

Introduction

Reservoir management is the use of human, financial and technological resources to maxim-
ize profit from a hydrocarbon reservoir by optimizing recovery and minimizing costs (Satter
et al. 1994). The high field development costs coupled with the need to maximize recovery
require that the field operations are effectively and efficiently executed through good reservoir
management practices. One such practice is the model based optimization of field operations.
These field operations include well pressure and or rate controls (Jan-Dirk Jansen et al. 2008),
well locations (Bellout et al. 2012) and well type.

Horizontal wells (HWs) are a type of wells deployed to improve oil recovery as they increase
the reservoir contact area, and allow drainage across reservoir barriers. Unfortunately, with
increase in wellbore length, issues such as water and or gas coning, and early water break-
through caused by reservoir permeability heterogeneity and non uniform flow from the heel to
toe of the well are more prevalent. These issues require different pressures along the well for
optimal production, thus the need for well inflow control (Bybee 2010). Inflow control devices
(ICDs) are added to the HW completion to achieve control of fluid flow in to the well.

ICDs balance the inflow along the wellbore by generating an additional pressure drop along
the well, restricting flow from the high production areas delaying water and gas breakthrough,
and improving the reservoir drainage sweep. In this work, ICD strength refers to the addi-
tional pressure drop the ICD applies along the well. Passive ICDs are those whose strength is
not adjustable once they are deployed, and the ICDs function as initially designed despite the
changing reservoir conditions (Li et al. 2011). This requires that the ICD settings should be
such that the ICD does not have a negative impact on the reservoir throughout the life of the
well. Another ICD type are the Autonomous inflow control devices (AICDs). These are capable
of adjusting the flow restriction applied depending on the fluid phase flowing as discussed by
James and Hossain (2017).

Several different methods are used in the industry to determine the strength, number and
placement of ICDs to be used. These methods use simulations to determine which ICD comple-
tion design performs best with the reservoir to achieve the desired outcome. The simulation is
done on a trial and error basis using the available ICDs in different completion configurations.

1
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An example of such an ICD completion design procedure is outlined in Javid et al. (2018),
where a well centric model extracted from the full field reservoir model is used to simulate
ICD performance by carrying out sensitivity studies on the ICD strength and placement. Such
a method places focus on only the reservoir performance near the well bore to determine ICD
design. In the long run such an ICD becomes ineffective as the reservoir properties change
during production.

The aim of this work is to develop a procedure that determines the optimal pressure distribu-
tion along the well in a reservoir, and uses this as a basis to design the ICD completion settings.
The well is divided into a number of independent well segments in order to find the optimal
pressure distribution along the well path. The optimal pressure distribution is determined by
optimizing the control settings of the individual well segments. The pressure distribution is
then translated into ICD strength settings. The expected outcome of using such a workflow
is that the ICDs modelled take into account the optimal performance of the entire reservoir.
Further, the ICD design is not limited by existing tools and their settings range. The objectives
of the work are:

1. Propose and test a workflow for determining the optimal pressure distribution along the
well. The workflow consists of two nested loops, in the outer loop multiple well segments
are modelled with OPM Flow reservoir simulator. In the inner loop the well settings
for each well segment configuration are optimized using a derivative free algorithm in
FieldOpt.

2. Develop a Python code to automate the proposed workflow.
3. Model synthetic reservoir models to be used as study cases to test the workflow using

the automation code.
4. Investigate the nature of the optimization problem and determine the most suitable op-

timization algorithm to be used in the workflow.
5. Model ICDs whose settings are translated from the results of the proposed workflow to

replicate the optimal pressure distribution along the HW.

This work contains 6 chapters where the background chapter is a brief literature review of Ho-
rizontal wells (HWs), the need for inflow control, Inflow control device (ICD) design, and dif-
ferent optimization algorithms that can be employed in the work. In the methodology chapter,
the workflow proposed and the code written to automate it are described, the setup of the op-
timization problem to be solved within the workflow is discussed, a description of the synthetic
models to be used as study cases is given, and finally the method used to translate the optimal
pressure distribution to ICD settings is presented. The results of applying the proposed work-
flow to the study cases are presented in the results chapter, and the results are discussed in the
discussion chapter. Finally, in the conclusion chapter we draw conclusions on the outcomes of
the study cases and performance of the workflow.



Chapter 2

Background

2.1 Horizontal Well Production and Performance

Horizontal wells (HWs) have been used as an improved oil recovery technique since 1930, with
the aim of improving recovery leading to an increase in economic returns (Joshi 2003). HWs
offer a larger reservoir drainage area, as they increase the contact area between the reservoir
and the wellbore. They also allow for draining across natural barriers in highly compartment-
alized reservoirs.

HW have led to an increase in recovery, reduction in the costs and required number of plat-
forms for field development. These benefits outweigh the costs of deploying HWs especially in
multilayered reservoirs with large differences in vertical permeabilities, which has led to earlier
return of investments. Despite their advantages as stated above, HWs face several challenges,
one major challenge is frictional pressure losses along the well which create a heel and toe
effect in which higher production rates are seen at the heel than at the toe (Ozkan et al. 1999;
Penmatcha et al. 1999; Dikken 1990). The resulting non uniform draw down profile along the
wellbore length as seen in Figure 2.1 reduces the benefit of improved well productivity that is
associated with long horizontal wells (Li et al. 2011).

The friction pressure losses along the well create a non uniform draw down profile along
the well bore as shown in Figure 2.1, increasing the tendency of early water breakthrough and
gas coning at the heel (Penmatcha et al. 1999). Horizontal well productivity is also affected by
heterogeneities in reservoir properties with water and or gas breakthrough occurring at high
permeability areas (Li et al. 2011).

Analytical work in the past, such as the Joshi model explained in Joshi (1988), assumed in-
finite conductivity of the HW. In the model, the pressure loss due to friction along the HW
wellbore length is neglected such that the Bottom hole pressure (BHP) exerted at the heel
is the same at the toe. Penmatcha et al. (1999) and Ozkan et al. (1999) developed models
showing how such an assumption only applies when the friction pressure loss in the wellbore
is small compared to the reservoir draw down such as in HWs with a large tubing diameter
and short well length (Li et al. 2011). Reservoir draw down is the difference between the well

3
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Figure 2.1: Horizontal well with non uniform draw down profile along wellbore length (Jansen
2003).

pressure and the average reservoir pressure .

Figure 2.3 from Penmatcha et al. (1999) is used to illustrate this. Ep is the error arising from
neglecting friction pressure loss along the wellbore in well productivity calculations. Using
Figure 2.2, assuming a homogeneous reservoir, Pe is the pressure at the outer boundary of the
reservoir, Pw(x) pressure variation along the wellbore length due to friction pressure losses,
the well inflow equation will thus be;

qs(x) = Js(x)[Pe − Pw(x)] (2.1)

Where;

• qs is the flow per unit length of well bore.
• Js(x) is the productivity index per unit length of the wellbore. Assuming the reservoir

is homogeneous, single phase oil system at steady state, this is assumed to be constant,
such that;

qs(x) = Js[Pe − Pw(x)] (2.2)

Integrating Equation 2.2 along the entire length of the well to give the total flow rate from the
well with pressure drop in the wellbore included ; Qw, f r ic and without ; Qw,no f irc:

Qw, f r ic = JsPe L − Js

∫ L

0

Pw(x) (2.3)

Qw,no f irc =

∫ L

0

Js[Pe − Pw,0] = Js L[Pe − Pw,0] (2.4)
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Figure 2.2: Illustration of coupling of the reservoir and wellbore used to describe effect of
friction on HW productivity in Penmatcha et al. (1999).

The productivity error Ep, is then defined as

Ep =
Qw, f r ic −Qw,no f irc

Qw, f r ic
(2.5)

Using Equations 2.4 and 2.6 to define the well flow rates with and without friction pressure
losses included the productivity error term is reduced to Equation 2.8 which is the ratio of the
average pressure drop along the wellbore and the draw down at the heel.

Ep =
1
L

∫ L
0 [Pw(x)− Pw,0]dx

Pe − Pw,0
(2.6)

The concave trend of the graph in Figure 2.3 for a given pressure draw down shows that pro-
ductivity of well increases with increasing well length until a point beyond which there is no
more increase in well productivity with length due to the well bore pressure losses (Penmatcha
et al. 1999).
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Figure 2.3: Relationship between well length, flow rate and wellbore pressure loss (Penmatcha
et al. 1999).

2.2 Well Inflow Control

2.2.1 Inflow control devices

In order to improve the HW productivity, different well control completions are used. Li et
al. (2011) explore the role Inflow control devices (ICDs) play in balancing the well inflow
as shown in Figure 2.4 by creating an additional pressure drop. Jansen (2003) and Permadi
et al. (1997) discuss use of stinger completion in which a pipe of smaller diameter than the
liner is inserted along the horizontal part of the well, Figure 2.5. This splits the well into two
shorter well segments reducing the pressure drop along the wellbore. In this work ICDs are
investigated.
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Figure 2.4: Oil inflow profile balanced
along wellbore with ICD completion (Li et
al. 2011).

Figure 2.5: Stinger completion balancing
draw down along well with intermediate
inflow opening (Jansen 2003).

ICDs are described as chocking devices added to the completion section of the well with packers
installed in the annulus to channel flow through the ICD. They balance the well inflow profile
by creating an additional pressure drop on the sand face at a specified flow rate chocking the
high productivity zones (Li et al. 2011; Lim et al. 2017). This balances the inflow contribution
along the wellbore, giving a more balanced water and or gas front, reducing conning effects,
such that the total oil recovery is improved. The term ICD strength is used to refer to the ad-
ditional pressure drop applied by the ICD.

The channel and orifice type of ICDs as seen in Figure 2.6 are the most commonly used ICDs.
They are present in different configurations, but have similar modes of operation. The chan-
nel type uses surface friction to generate the additional pressure drop with the fluids flowing
through multiple layered screens before entering the wellbore. As friction pressure loss in-
creases with flow rate, the device will be viscosity dependent, as seen from the Darcy flow
equation defined in Equation (2.7). This dependency means that the ICD strength will change
when water begins to flow in the well eventually reducing the effectiveness of the device
(Daneshy et al. 2012).

q =
k
µ

∆P
L

(2.7)

Figure 2.6: Channel (left) and orifice (right) type ICDs (Li et al. 2011).
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With the orifice type the local additional pressure drop is created by a set of small diameter
orifices, thus its performance is dependant on fluid velocity. This makes the ICD more sus-
ceptible to erosion (Li et al. 2011). The total pressure drop across the ICD is the sum of the
pressure drop across the outer screen, conduit below the screen, the chamber, the orifices and
the casing perforations, as indicated in Figure 2.7. Denney (2010) states that the orifices con-
tribute 99.76% of the total local pressure drop, and that the flow through the ICD will vary
with density as the flow through the orifices is turbulent.

Figure 2.7: Illustration of flow of reservoir fluid through an orifice type ICD (Denney (2010)).

The ICD types described above are categorized as Passive Inflow control devices (ICDs) be-
cause once installed in the well, the strength of the ICD can not be adjusted to match the
changing reservoir conditions (Al-Khelaiwi et al. 2010). This reduces the degree of freedom
of the completions, making real time reservoir management difficult.

On the other hand are the Autonomous inflow control devices (AICDs), which adjust the ad-
ditional pressure drop applied depending on the properties of the fluid passing through the
device. An example is the fluidic diode AICD that makes adjustments depending on the fluid
viscosities. The AICD design is such that the low viscosity water and gas is made to flow through
a higher resistance pathway, thus effectively reducing its production, while the higher viscosity
oil will flow through the path of least resistance, effectively encouraging it’s production (James
and Hossain 2017).

Li et al. (2011) discuss the impact of ICD on the horizontal well performance using two cases.
Case 1 is a high permeability reservoir with an 8,000 ft long HW and Case 2 is a reservoir with
moderate permeability with a 4000 ft long HW. The parameters for the cases described are
listed in table Table 2.1. In both cases the wellbore is broken into 200ft segments each with
an ICD installed. For Case 1 the ICD installation balanced the flow profile along the well bore
as shown in Figure 2.4 and improved the total oil production as shown in Figure 2.8.

For Case 2, ICD installation lowered the oil-inflow rate resulting into a lowered cumulative
oil production as as shown in Figure 2.9. In this case the friction pressure loss along the well-
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bore is minimal compared to the draw down of 400 psi such that the flow profile along the
wellbore length with and without ICDs is the same. Use of ICDs to balance well inflow profile
in this case is not beneficial. This shows that understanding the reservoir properties plays a
role in the effectiveness of ICDs.

Units Case 1 Case 2
Reservoir Thickness ft 100 120
Reservoir dimension ft x ft 2,000 x 8,000 2,000 x 4,000

Well Length ft 8,000 4000
Horizontal Permeability md 800 50

Vertical Permeability md 80 5
Average reservoir pressure psi 2,930 2,950
Well-flow pressure at heel psi 2,650 2,550

Oil Viscosity cp 2 2
Oil density l b/ f t3 40 40

Tubing diameter (ID) in. 4.5 5.5
Water density l b/ f t3 63 63

Number of ICD - 40 20

Table 2.1: Input Parameters for ICD Study Case

Figure 2.8: Increased oil production and
delayed water breakthrough in Case 1
when an ICD is used (Li et al. 2011).

Figure 2.9: Reduced cumulative oil pro-
duction with ICD coupled with reduced wa-
ter production in Case 2 (Li et al. 2011).

2.2.2 Inflow Control Device design

The major aim of the design of ICD installation is to create a uniform flux along the length of
the well with the desired effect being delayed water and gas breakthrough and improved oil
recovery (Daneshy et al. 2012). Using an example of a HW in a homogeneous reservoir whose
well in flow flux is U shaped as shown in Figure 2.10. The heel and toe of the well have a
higher production rates on account of having a larger reservoir contact area. Deploying ICD
along such a well to create a uniform flux would be detrimental to oil recovery as it requires
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chocking the heel and toe regions of the well and also lead to water breakthrough in the middle
sections of the well.

Figure 2.10: U-Shape flux profile along horizontal wellbore in homogeneous reservoir
(Daneshy et al. 2012).

Daneshy et al. (2012) put forward a new ICD design philosophy which addresses early wa-
ter, and gas breakthrough due to heterogeneous permeability, and uneven wellbore pressure
caused by friction losses along the well. The ICD design suggested is to locally resolve the well
inflow issues caused by reservoir permeabilities and frictional losses while allowing the rest of
the well flow naturally. Below the two issues guiding the ICD design are discussed:

• Heterogeneous Permeability: HWs encounter varying permeabilities along their length
as seen in Figure 2.11. The well sections with higher permeabilities will have higher
production rates and thus be sites of possible early water breakthrough. These are the
well sections that would require chocking to delay the water and gas breakthrough.

• Well bore frictional pressure losses: For long HW,the reservoir draw down reduces
from the heel to the toe. This leads to higher production rates at the heel than the rest of
the well. Balancing the flux would require chocking the heel section of the well reducing
production from the connected reservoir region.

This design’s main objective is to optimize the cumulative oil production before water and gas
breakthrough by determining the appropriate ICD strength required for each of the sections.
In the ICD design process, a first simulation is run where the natural flux along the length of
the well is calculated using the reservoir fluid and formation properties. The natural flux along
the well is represented by the green bars in Figure 2.12. The HW is then divided into multiple
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segments based on the permeability distribution along the well as depicted in Figure 2.11).
The strength of the ICD required in order to obtain the desired flux from each well segment
is calculated. Different ICD strengths scenarios of the available ICDs are run and the most ap-
propriate that best suits the needs of the reservoir is selected. This example highlights the trial
and error basis of such ICD design procedures.

Figure 2.11: Permeability distribution along length of well ((Daneshy et al. 2012)).

A study case is used to show the working of this process. In Figure 2.12, the well has a U-shaped
flux along the wellbore length when well is allowed to flow naturally. The computed choked
flux is shown in the blue bars and the brown bars show the flux level after ICD installation.
In Figure 2.12, water breakthrough will still occur at the heel, toe and mid section segment
at 165m as there is a difference between the blue and brown bars. This difference shows that
at the computed ICD strength, the ICD was not able to provide the desired chocking level and
thus a new strength can be simulated.

A comparison was made with a commercial ICD design process in which the ICD segments
were chosen as in Figure 2.13a, the resulting flux profile is shown in Figure 2.13b. In Fig-
ure 2.14, it can be seen that using the targeted design the total oil production goes up to
700,000 std/m3 while using the commercial design a total oil production of about 400,000
std/m3. From this it is clear that a targeted ICD design is more beneficial.
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Figure 2.12: Flux profile across segments without ICD(green) and with ICD(brown) (Daneshy
et al. 2012).
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(a)

(b)

Figure 2.13: (a)ICD segment selection based on commercial ICD design. (b) Resulting flux
profile along well with a commercial ICD design (Daneshy et al. 2012).
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(a)

(b)

Figure 2.14: (a) Production result using targeted ICD design. (b) Production result using a
commercial ICD design (Li et al. 2011).
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The ICD design process described and evaluated in this work takes on a similar targeted ap-
proach, where the optimum pressure setting in each individual segment along the well that
maximizes the objective is determined. As the design process involves optimization, the sec-
tion below discusses several optimization methods applicable.

2.3 Well Control Optimization

Field development procedures are aimed at optimizing hydrocarbon production from any given
field. These procedures involve; but are not limited to, determining the appropriate well place-
ment and well controls. The optimal well placement and controls can be determined sequen-
tially or in a joint manner. Bellout et al. (2012) discusses and compares both modes of optim-
ization. In this work the well placement is fixed and only well controls are optimized.

Well control optimization is the determination of the optimum well control variables that are
required to maximize a given objective function such as the Net present value (NPV) or cu-
mulative oil production or minimize objective functions such as cumulative water production
(Ciaurri et al. 2010). This optimization problem is in practice also constrained by other field
operating factors such as daily production rates that have to be satisfied.

In this work the objective function of the optimization is the NPV and Bottom hole pressure
(BHP) is the control variable. The optimization is constrained by the well liquid daily flow
rates to account for topside production constraints. The objective function is computed from
the results of the numerical simulation of fluid flow in the reservoir using the FLOW reservoir
simulator. The results of the numerical solution will vary with variations in the optimization
variable.

Optimization can be achieved using gradient based methods as discussed in Bellout et al.
(2012), with a single objective function evaluation requiring one reservoir simulation which
can be computationally costly (Wang et al. 2019). The objective function derivatives can be
estimated numerically, but such calculation is costly and not accurate (Ciaurri et al. 2010) .
Additionally these gradient based methods are likely to get stuck at local optima (Wang et al.
2019) or search in the wrong direction due to inaccuracies in calculating the derivatives when
adjoint based methods are used (Echeverra Ciaurri et al. 2011).

For ease of optimization computation, derivative free optimization methods are chosen for the
optimization problem to be solved in this work as discussed in Ciaurri et al. (2010), Echeverra
Ciaurri et al. (2011), Isebor et al. (2014) and Wang et al. (2019). The direct search methods
do not explicitly use the objective function’s derivatives, hence the term derivative free meth-
ods/algorithms. They involve the sequential examination of trial solutions, comparing each
solution with the best obtained up to that point, together with a method of obtaining what the
next trial solution will be (Kolda et al. 2003). These methods are subdivided into Deterministic
and Stochastic methods.
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Deterministic methods use a defined pattern to search the space using an initial guess of the
variable. They are also known as local derivative free search methods as they tend to get
trapped at a local optima as the outcome depends on the initial guess given. As the method
uses a defined pattern it will give the same result for different trial runs given the same initial
guess (Wang et al. 2019). An example of such methods is the General Pattern Search method
(GPS) or commonly known as the Compass Search method in which, as the name suggests a
compass pattern is used to search the space as seen in Figure 2.15. The algorithm searches in
all compass directions for trial solutions, moves to new point with better result than the cur-
rent, if no better result is found, the step length is contracted and the search continues until
set minimum step length is reached.

Figure 2.15: Description of the compass search method (Kolda et al. 2003).

This algorithm can be executed in parallel mode as function evaluations are made over a set
pattern of points, together with a set of rules on how the points are updated. The function
values at these points can easily be calculated individually and thus collectively at the same
time in which case the method is known as the Parallel Pattern Search (PPS). The algorithm
is described in Hough et al. (2001).

From Hough et al. (2001), it is seen that for the case of the PPS method the evaluation of the
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objective function in the different pattern directions and determination of new search point
occurs concurrently. This means the method will have to wait for all function evaluations to be
complete before making an assessment to move forward. In the case of Asynchronous parallel
pattern search (APPS), the objective function evaluations in each direction will continue ahead
concurrently in similar manner as to the PPS, but at each maximization point the individual
processes will take into account only that information from the other processes that is avail-
able and continue searching until each individual process converges.

Stochastic methods are defined in Wang et al. (2019) as those that use the information from
the previous trial solution and a random component to generate new search points. They are
grouped as global direct search method as they search the entire search space at each eval-
uation. They are thus able to avoid being trapped in a local optima point but require more
computational power. An example is the Particle Swarm Optimization (PSO).

PSO is a population based method that mimics the interactions of social animals such as birds
to search for the optimum. As shown in Figure 2.16, at a given iteration the collection of the
individual (Np) "particles" make up a swarm, with each member being a representation of a
possible solution (E.Nwankwor 2013). The particles in the swarm move through the search
space based on the information about the best solution found at each iteration by the particle;
cognitive learning factor (c1), and the best solution obtained by any particle so far, social
learning factor(c2).This information is updated for each particle at the end of the iteration to
determine the new position (x(k)) and velocity (v(k)) of the particle (E.Nwankwor 2013). The
process continues until the maximum number of iterations (K) have been attained as indicated
in Figure 2.16.
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Figure 2.16: Flow chart of the PSO algorithm (E.Nwankwor 2013).



Chapter 3

Methodology

In this chapter a workflow is proposed, its development and automation are discussed. The
aim of the workflow is to determine the optimal pressure distribution along the well path. The
method used to translate the optimal pressure distribution to ICD strength settings is presen-
ted. Figure 3.1 is an overview of the workflow.

Starting with initial well coordinates, the production well is divided into a number of indi-
vidual well segments. The Bottom hole pressure (BHP) for each well segment is optimized
with respect to maximizing the Net present value (NPV). In this work, due to computational
constraints the number of ICDs and their placement shall be consistent with well segments.
Each well segment will be representative of a well compartment containing a single ICD. The
final output of the workflow is therefore a number of well segments and the optimized pres-
sure distribution along each segment.

Figure 3.1: Visual of proposed general ICD settings design workflow.

3.1 Proposed Workflow

In a well completion, the ICDs are placed in compartments separated by packers for pressure
isolation. This channels flow through the ICDs and prevents cross flow between the well com-
partments (Todman et al. 2017). The well is divided into multiple well segments to represent

19
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the ICDs. The well segments are modelled as individual wells of equal lengths so as to indi-
vidually control each well segment pressure setting in a similar manner to ICD operation. Well
segments of equal lengths and spacing are used in this work basing on the results from Todman
et al. (2017), where the packer placement in ICD design had a small effect on the results, in
addition to simplifying the setup.

For a given number of well segments, the optimal BHP of each well segment that maxim-
izes the NPV is determined. The optimization problem being solved at this step is discussed
in Section 3.1.2. The well control optimization step of the workflow uses FieldOpt software
which is an open source software with various optimization methods including CS, APPS and
PSO (Baumann et al. 2020).

The workflow is visualised as a set of two nested loops, with the outer loop being the well
partitioning and the inner loop being the optimization of the NPV as illustrated in Figure 3.2.
In the outer loop the well segments are modelled and in the inner loop the BHP settings for
each of the well segments for which the NPV is maximum are determined. The number of well
segments corresponds to the number of ICD and the optimal BHP control settings will give
their corresponding strength i.e. the required pressure drop across the ICD.

In the inner optimization loop, the number of well control time steps; ns, are increased in
a step wise manner until there is no more increase in the NPV or the set maximum number of
control time steps; nm

s , is reached. At each step the optimization results of the previous step
are used as the initial guess for the next optimization step with increased number of control
time steps. The number of segments the well is divided into is increased in the outer loop of
the workflow and the inner loop is repeated for the new number of well segments. The work-
flow continues until there is no more increase in the N PV nw. In this work the workflow was
continued until the maximum number of well segments nm

w are attained.
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Initialize number of
well segments nw = 2

Initialize number of
control steps ns = 1

Set time step ∆T = Tt
ns

Conduct simulation to
obtain N PV (nw, ns)

Check ns ≤ nm
s and

N PV (nw, ns)>
N PV (nw, ns − 1)

ns = 2ns

Check nw ≤ nm
w or

N PV (nw, ns)>
N PV (nw − 1, ns)

Return nw and ns

nw = nw + 1

no

no

yes

yes

Figure 3.2: Illustration of the proposed workflow.

Where:

• nw : number of well segments.
• ns : number of well control time steps.
• : N PV nw : NPV w.r.t the number of well segments.
• N PV nw,ns: NPV w.r.t to a given number of well segments and number of well control

time steps.
• nm

w and nm
s : Maximum number of well segments and well control time steps respectively.

• ∆ T: duration of control time step.
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3.1.1 Well Partitioning

As described in Section 3.1, the first step of the proposed workflow is to divide the production
well into a number of well segments using the function in listing Code listing 3.1. The function
requires the heel and toe coordinates of the well, the number of well segments and the spacing
between the well segments as the inputs.

In order to avoid wells penetrating the same cell during modelling, a spacing of half the grid
cell size and the coordinates of the grid cell faces are used as input coordinates. These are
tabulated in Section 3.2. Note that the total effective production length of the well segments
differs from that of the initial well as the well segments are modelled with spacing between
them to prevent the wells from penetrating each other. In this work the number of well seg-
ments the well is divided into is done in multiples of two.

#Partitioning wells function
def split(start, end,segments,spacing):
#spacing usually model cell size to avoid wells penetrating the same cell

for jj in range(0,np.size(start)):
#size of input coordinates
x_delta = (end[jj] - start[jj]+2*spacing) / float(segments)
#z_delta = (end[jj+2] - start[jj+2]) / float(segments) #for deviated wells
z_delta = 0 # for horizontal wells
points = []
for i in range(0, segments):

points.append([start[jj]-spacing+i*x_delta+spacing,start[jj+1],
start[jj+2]+i*z_delta,start[jj]-spacing + (i+1) * x_delta-spacing,start[jj+1],
start[jj+2] + (i+1) * z_delta])

return points

Code listing 3.1: Function for partitioning well into given number of well segments.

For a horizontal well, the value of ∆Z is set to zero and for a deviated well the value of ∆Z is
calculated with no spacing term. Figure 3.3 is an illustration of how the partitioning function
divides the well into segments of equal length.

Figure 3.3: Illustration of how the well partitioning code divides a well into three well seg-
ments.
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The x,y, z coordinates of the heel and toe for the well segments are generated with Code
listing 3.1 and are saved as a csv text file in the format shown in Figure 3.4.

Figure 3.4: Example of heel and toe coordinates generated for the three well segments.

Using the generated coordinates, the new wells are modelled with the help of the Well index
calculator (WIC). The WIC is a program embedded within FieldOpt software that generates
the well specification and well completion data required by the reservoir simulator for well
modelling. The well specifications describe the well name, group, wellhead location, reference
depth for the BHP and fluid phase. The completion data describes how the well is connected to
the reservoir. This data is generated by running a single optimization run in FieldOpt with the
heel and toe coordinates of the desired wells input into the json file. Examples of the possible
well partition configurations are shown in Figure 3.5.

(a) Well divided into 2 well segments.

(b) Well divided into 4 well segments.

Figure 3.5: Possible well partition configurations for a horizontal well.

3.1.2 Optimization

As discussed in Section 2.3, well inflow can be controlled with either rate or bottom hole pres-
sure (BHP) settings. These well controls can then be optimized to maximize the NPV or oil
production. The optimization seeks to maximize the NPV as a function of the BHP. The optim-
ization problem can be defined as:

argmax N PV (u) = {u | umin < umax , N PV (u)> N PV (v)∀umin < v < umax} , (3.1)



24 Nakibuule: Optimal Well Inflow Modelling

where u is the BHP variable constrained between the minimum and maximum BHP values
umin and umax .

The BHP well controls are defined at given control time steps and held constant during that
time interval but can vary at the next defined control time step. The objective function to
be maximized is the yearly discounted NPV which is a direct function of the oil and water
produced as represented by Equation (3.2) and well cost Cw.

N PV =
NT
∑

k=1

� nw
∑

w=1

poqk
o −

nw
∑

w=1

pwqk
w

�

(1+ d)k
− (Cw ∗ nw) (3.2)

Where;

• T is the of production period in years
• qo and qw are the total oil and water produced in the production period k respectively.
• po is the price of oil.
• pw is cost of water produced.
• d the discount factor.
• Cw is a constant well cost for each well segment to represent the cost of ICDs.

The NPV components used in the optimization step of the workflow are tabulated in Table
Table 3.1. The components used in the NPV calculation are the same for all the study cases.
The maximum of the optimization variable BHP, is set to 140 barsa to avoid well shut in during
optimization.

NPV Components value
Oil Price 60$/bbl

Cost Water Produced 24$/bbl
Discount factor 0.08

Well Cost 7.5 E4 USD
Minimum BHP 80 barsa
Maximum BHP 130 barsa

Table 3.1: NPV components used in the optimization step for cases.

3.1.3 Automation of Workflow

The workflow described above is automated Code listing A.4 written in Python. The code is
executed with an input file shown in Code listing A.5 in which the different inputs are declared,
both scripts can be seen at https://github.com/marinaki15/OptimalWellInflow. The inputs
declared are:

• Number of well segments.
• Well partitioning inputs: heel and toe well coordinates and spacing.
• PROJECT_PATH: Working directory.
• INITIAL_MODEL: Path to initial model case.

https://github.com/marinaki15/OptimalWellInflow
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• FINAL_MODEL: Path to new model with well segments.
• OPT_OUTPUT: Optimization output folder.
• DRIVER_FILE: Directory to which JSON driver files are saved.
• Simulation period in years (T).
• Maximum number of control steps.

The first part of the Python code executes the outer loop of the workflow, that is starting with
the initial model, heel and toe coordinates of the single well, spacing and number of individual
well partitions to be modelled. These are declared in the input file. The code generates the heel
and toe coordinates for the new wells, saving them in the text file coordinates.csv as comma
separated values. The coordinates are read from the text file and written into the JSON driver
file ; saved in the DRIVER_FILE folder. A single optimization evaluation is run in FieldOpt in
order to generate the new well completion data. The new model is saved in the FINAL_MODEL
file path.

The next part of the Python code executes the inner optimization loop. In this section the
optimization algorithm parameters are tuned to match the increase in number of optimization
variables. For the PSO method used in this work, the Swarm size is tuned to be a product of
the number of well segments and the Maximum number of Evaluations is a product of the
number of well control time steps being optimized.

The JSON driver file requires that all the simulation time intervals are declared in the control
times tab seen in Code listing 3.2. These are generated by the short function Code listing 3.3.
As described in Figure 3.2, while the number of control steps is less than the set maximum, the
code splits each control time step into two time intervals. The control step refinement process
is executed in the while loop until the maximum number of control steps are reached. At each
control time step refinement step, the initial BHP values in the JSON file are updated using
the BHP values from the previous optimization step. After fully editing the JSON file, the op-
timization output folder is created and the optimization is initiated.

"Global": {
"BookkeeperTolerance": 1e-08,
"Name": "1WSHOEBOXMODEL"

},
"Model": {

"ControlTimes": [
0,
365,
730,
1095,
1460,
1825,
2190,
2555,
2920,
3285,
3650,
4015,
4380
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],
"Reservoir": {

"Type": "FLOW"
},

}

Code listing 3.2: Control Times tab where all control times are declared in JSON file.

def Timesteps (years,steps):
Timesteps =[]
T_delta = (years*365)/steps
for i in range(0,(steps+1)):

T = round(i*T_delta)
Timesteps.append(T)

return Timesteps

Code listing 3.3: Function for generating time steps for JSON file.

3.2 Synthetic Models

In this section different Simple synthetic "Shoe-box" reservoir models are used in this work to
study the performance of the workflow for different scenarios. Case 1 is a model developed
by Angga (2020) is used in the workflow development. The model is 60 X 60 X 20 3D model,
with grid cell sizes in the X and Y direction are both 25m while the Z direction is 4m.

The model is a simple black oil reservoir supported by a connected aquifer, the phase be-
havior in the reservoir model is calculated using the black oil model and the PVT tables are
obtained from the Olympus model ((R.M.Fonseca 2017)). The model is homogeneous with
permeabilities in the x and y direction both being 100mD, and 10mD in the z direction. The
reservoir has a porosity of 0.3. The reservoir top is set at 2000m and rock compressibility
is 1.4234.10−5 barsa−1 at a reference pressure of 230 barsa. The oil water contact is set at
2060m, the aquifer is numerically modelled to be one thousand times bigger than the reser-
voir bulk volume in order to simulate effective aquifer support.

The homogeneous shoe box model is modelled with a single horizontal producer well 600m
long as seen in Figure 3.6, the heel and toe coordinates of the well are in Section 3.2. The well
has a wellbore diameter of 0.1905m. The well production is controlled with the bottom hole
pressure together with a maximum Surface liquid rate of 5000 sm3/d 35 ay.

X(m) Y(m) Z(m)
Heel 425 730 2005
Toe 1025 730 2005

Table 3.2: Horizontal Well Coordinates.
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Figure 3.6: Case 1: Horizontal well in Homogeneous Reservoir

Case 2 is remodelled from the homogeneous Case 1 described above. Case 2 is a 3D hetero-
geneous reservoir model with permeability and porosity values used to model heterogeneity
are taken from the SPE10Model2 using Code listing A.3. The porosity and permeability fields
of the study case are shown in Figure 3.8 and Figure 3.9 respectively.

Figure 3.7: Case 2: Horizontal well in Heterogeneous Reservoir
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Figure 3.8: Porosity field of Case 2 of hori-
zontal well in Heterogeneous reservoir

Figure 3.9: Permeability field of Case 2 of
horizontal well in Heterogeneous reservoir.

3.3 Optimization Setup

In this section the optimization executed in the inner loop of the workflow is discussed. Using
2 well segments in Case 2, the surface of the optimization objective function is generated in
order to examine the nature of the problem. The Particle swarm optimization (PSO) and Asyn-
chronous parallel pattern search (APPS) optimization methods are compared to determine the
most suitable for this work.

3.3.1 Nature of Optimization Problem

Using Case 2 with the horizontal well divided into 2 well segments as shown in Figure 3.10,
the nature of the optimization problem to be solved in the optimization loop of the workflow is
illustrated. The NPV surface is mapped to examine the nature of the objective function search
space in which the optimization algorithm shall search for the maximum value.

The possible BHP combinations using a single control time step are limited within 80 and
150 bar, and a well group liquid rate constraint of 5000 sm3/day to account for surface fa-
cilities. For each BHP combination the model is simulated, the total oil and water production
values are extracted and used to calculate the resulting NPV. Code listing A.1 in the Appendix
is used to execute this.
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Figure 3.10: 2 Well Partition configuration used to study the nature of the optimization prob-
lem.

Figure 3.11: 3D Surface of the NPV for the
2 well configuration.

Figure 3.12: Contour plot of the NPV re-
sponse surface shown in Figure 3.11.

Figure 3.11 shows that the objective function surface is fairly smooth within the given range
of variable values. The sudden drops in NPV at BHP values higher than 140 bara is due to the
wells being shut in during the production period. Figure 3.12 clearly shows the sharp decrease
in NPV when the BHP is set to 140 bara in well P2 .

In the Flow simulator, producer well controls are specified under the WCON keyword. The
well can be controlled by specifying the target surface fluid phase well production rate, sur-
face liquid rate, BHP or well head pressure. In this work the well BHP is used and is defined by
the simulator as the minimum BHP that the producer well can be set to. In our optimization
case, well P2 is shut in when a BHP of 140 bara is set, as at that minimum BHP, the well cannot
be produced under the prevailing reservoir conditions.

From Figure 3.11 and Figure 3.12, we can infer that the use of local search derivative free
methods such as APPS require input of an appropriate initial guess to avoid getting stuck at a
local maximum of the NPV present at the far right of Figure 3.11. In this case a global search
method would be more effective irrespective of the initial guess given. Additionally we see
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that for this work, the range of the BHP optimization variables can be narrowed in order to
avoid instances of the wells being shut in during the optimization process.

3.3.2 Bench Marking Optimization Algorithm

Section 2.3 discussed a few of the derivative free optimization algorithms that can be applied
to solve the optimization problem. Using the 2 well configuration in case 2, the APPS and
PSO methods are compared. The parameters used for each method are listed in Table 3.3. The
methods are both given the same initial guess for the BHP. As the PSO method is stochastic in
nature, the algorithm is run three times, and a final average value of NPV is obtained.

Table 3.4 shows that the PSO performs considerably better, but at a high computational cost
with more than 1000 evaluations used as seen in Figure 3.14 as compared to the 29 for APPS as
seen in Figure 3.13. The optimal BHP values obtained by both methods are listed in Table 3.5.
The results from PSO gives values for each segment that are close to each other, conversely
the APPS BHPs are significantly different in value for each segment.

APPS PSO
Parameter value Parameter value

Max. Evaluations 1000 Max. Generations 25
Initial Step length 20 Learning factor1 2
Contraction factor 0.5 Learning factor 2
Expansion factor 1 Swarm size 72
Min. Step length 2 Velocity scale 2
Max. Queue size 4 - -

Table 3.3: Parameters for Optimization method:APPS vs PSO.

From this analysis the optimization process of the workflow shall use the Particle swarm op-
timization (PSO) method with the parameters in Table 3.6.

3.3.3 Well Control Frequency

The results presented in Table 3.4 are a well control optimization at a single control time step
at the start of the production period. The well controls are treated as "piece wise functions"
(Oliveira and Reynolds 2014), where the control is held constant between each control time
interval. For each well segment, the frequency with which the well control is varied that is
the number of well control time steps, affects the outcome of the optimization. With a few

APPS PSO
NPV (USD) 8.85E8 9.11E8

Table 3.4: NPV results of the comparison.
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Figure 3.13: Computational cost of optim-
izing NPV using the APPS algorithm with
only 29 evaluations used to reach conver-
gence

Figure 3.14: Computational cost of optim-
izing NPV using PSO algorithm showing
considerable increase in the NPV

Bottom hole pressure (BHP)(Bara) APPS PSO
P1 97.5 135.054
P2 140 138.34

Table 3.5: BHP results of comparison.

control time steps, the optimization problem is faster to solve but may not give the optimal
solution while too many control time steps increase the number of optimization variables and
thus computational cost. That said, there is need to determine the appropriate well control
frequency for each case number of times the well control can be varied during the production
period.

Several techniques for determining the optimal number of control time steps are discussed
in Oliveira and Reynolds (2014). One such technique is the multi-scale regularization as dis-
cussed in Wang et al. (2019) , Oliveira and Reynolds (2014) and Lien et al. (2008). This
approach starts with few control time steps such that the control time interval is coarse. The
control time interval is gradually refined by successively increasing the number of control time
steps. At each refinement step the optimization solution from the previous coarser time interval

Optimization Parameters value
Max. Generations 25
Learning factor1 2
Learning factor 2

Swarm size (25*i)
Velocity scale 2

Table 3.6: For the Swarm size it is increased according to the number of well partitions i that
are being optimized.
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is used as the initial guess for the optimization at the next refined time interval. The process
is stopped when the maximum number of control time steps have been attained.

In this work, the ordinary multi-scale or successive splitting as discussed in Lien et al. (2008)
is applied. In this approach at each refinement step a single control time step is split into two
new ones. The process is as follows:

1. Starting with one control time step for each well segment; ns = 1, the number of optim-
ization variables are thus equal to the number of wells.

2. Initial guesses for the BHP for each well segment are assigned and the optimization run.
3. The control time step is split into two steps of equal length, this doubles the number of

optimization variables. The optimal solution from the single control time step is used as
the initial guess , and step 2 is repeated.

4. The process is stopped once the maximum number of control time steps are attained.
5. The result is assessed and consecutive control time steps with similar controls are merged.

3.4 Software

Optimization is executed using FieldOpt software developed under the Petroleum Cybernet-
ics Group (PCG) NTNU. The software is open source allowing for easy prototyping and test-
ing different optimization scenarios such as well control optimization and well placement.
Different optimization algorithms are available within FieldOpt such as Particle swarm op-
timization (PSO), Asynchronous parallel pattern search (APPS), Compass search (CS) and
Genetic Algorithm. FieldOpt uses json files as inputs in which the different optimization para-
meters are described. Further description of the software is available at https://github.com/
PetroleumCyberneticsGroup/FieldOpt.

In this work the reservoir modelling and simulations are executed using the Flow simulator,
which solves the equation for fluid flow in porous media implicitly. Flow is a Black Oil sim-
ulator where only three components; water, oil and gas, are considered to be distributed
among the three phases; aqueous, oleic and gaseous. Flow requires a .DATA file to execute
the reservoir simulation. The different keywords their definitions and functions used for Flow
in the .DATA input file are described in the Flow Documentation Manual available at https:
//opm-project.org. The reservoir simulation results are visualised in ResInsight. This is a 3D
visualization tool part of the OPM project.

3.5 Translating Optimal Pressure distribution to Inflow Control
Device settings

As described in section Section 3.1, the final output of the workflow is a number of well seg-
ments with optimal BHP settings that maximizes the NPV with respect to the number of well
segments. In this section the method used to translate the optimal pressure distribution along
the well segments to ICD settings is discussed. This method is not automated.

https://github.com/PetroleumCyberneticsGroup/FieldOpt
https://github.com/PetroleumCyberneticsGroup/FieldOpt
https://opm-project.org
https://opm-project.org
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3.5.1 Modelling ICD

For each case, the result from the proposed workflow that gives the highest NPV shall be used
to model the ICD completion along the Horizontal well. The flow reservoir simulator has the
capability for modelling sub-critical valve type ICD and spiral type ICD. Both are types of fric-
tional ICD where the pressure drop across the device is due to friction losses. In this work the
sub-critical valve is modelled. It is a passive Inflow control device that creates the additional
pressure loss by constricting fluid flow before it enters the production tubing.

Flow simulator calculates the pressure drop created by the device using the sub critical ho-
mogeneous flow through a constriction model. In this model the total pressure drop across the
ICD, ∆P, is the pressure drop due to the constriction (∆Pconst ric t ion), and additional friction
pressure loss in the segment containing the valve (∆Pf r ic t ion). These components are calcu-
lated using the equations below

∆P =∆Pconst ric t ion +∆Pf r ic t ion (3.3)

∆Pconst ric t ion = C1
ρv2

r

2C2
v

(3.4)

∆Pf r ic t ion = 2C2
f L
D

v2
p (3.5)

where:

• Unit conversion factors:

◦ C1 = 1.340x10−15

◦ C2 = 1.0x10−5

• vr = flow velocity of mixture through constriction (m/s)
• Cv = dimensionless flow coefficient for valve
• D = Diameter of pipe (m)
• f = fanning friction factor
• L = Length of segment (m)
• vp = flow velocity of mixture through segment(m/s)
• ρ = Fluid mixture density (kg/m3)
• P = Pressure (barsa)

The flow velocity of the fluid mixture through the constriction depends on its cross-section
area such that:

Q = vrAr (3.6)

where:

• Ar = Cross sectional area of constriction
• Q = volumetric flow rate (m3/da y)
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Substituting equation 3.6 into equation 3.4 gives the ∆Pconst ric t ion as:

∆Pconst ric t ion = C1
ρQ2

2C2
v A2

r
(3.7)

The strength of the device; K , is defined by:

K =
C1

2C2
v A2

r
(3.8)

We can thus define the ∆Pconst ric t ion as:

∆Pconst ric t ion = KρQ2 (3.9)

From the above equations the strength of the device K is given by equation 3.9.

K =
∆P −

2C2 f Lv2
p

D

ρQ2
(3.10)

As per the description of the WSEGVALV keyword in the OPM Flow Manual, the ICD requires
the cross sectional area of the constriction Ar in the modelling process. Section 3.5.2 describes
the method used in this work to determine the value of Ar .

When completing a well with ICDs, the well is divided into compartments using packers placed
in the annulus between the reservoir and production tubing as illustrated in Figure 3.15. In
each compartment any number of ICDs can be placed to control the fluid flow into that com-
partment of the well.

Figure 3.15: Illustration of well compartments separated by packers in the annulus with a
single ICD in each compartment Baumann et al. (2020).

The well completion described above is modelled as a multi segment well in flow using the
WELSEGS key word. The three main segments are the tubing segment, ICD segment and the
annulus segment. The tubing segment is further split into compartments, each compartment
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is connected to an ICD. The ICD segment is then connected to the annulus. In this work each
tubing compartment is modelled to contain a single ICD. The values specified in the WELSEGS
key word to model the described well completion are tabulated in Table 3.7. The valve length
and effective absolute roughness are small so the pressure drop across the valve due to friction
is negligible.

Name Value Units
Length of tubing - m
Tubing roughness 1.5E-2 m
Tubing thickness 0.01 m

Valve length 0.01 m
Valve diameter fully open 0.1 m

Valve roughness 1.5E-15 m

Table 3.7: Values used under the WELSEGS keyword to describe the multi segment well com-
pletion.

3.5.2 Inflow Control Device Strength Calculation

A small valve length and roughness are specified in the WSEGVALV keyword such that the
frictional pressure loss along the valve, ∆Pf r ic t ion is negligible. With this assumption, ∆P
consists only of the Pressure drop due to the constriction (∆Pconst ric t ion) such that equation
Equation (3.10) for the ICD strength is reduced to Equation (3.11).

K =
∆P
ρQ2

(3.11)

Using equations Equation (3.11) and Equation (3.8), the cross sectional area of the constriction
Ar is calculated using Equation (3.12).

Ar =

√

√

√
C1

2C2
v

ρQ2

∆P
(3.12)

In this work, the number of compartments modelled along the well is equal to the number of
well segments with the highest NPV. Each compartment is modelled with a single ICD at the
start of the compartment. The single ICD in each segment is modelled to reflect the optimal
pressure distribution determined for the corresponding well segment. This is done by defining
the size of the ICD constriction Ar calculated using equation Equation (3.12).

In order to calculate Ar using the optimal BHP results obtained from the workflow, the total
pressure drop across each ICD,∆ P will be the difference between the average optimal BHP of
the corresponding well segment and the lowest average optimal BHP. In this work the well is
modelled with passive Inflow control devices (ICDs), whose settings as described in Section 2.2
are constant throughout the life of the field unless the well completion is replaced, thus the
average optimal BHP over the production period are used. This is the average of the BHP at
the different control time steps. For the ICD whose corresponding well segment’s optimal BHP
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is the minimum average BHP, that ICD is modelled fully open with the value of Ar set to the
maximum.

The dimensionless flow coefficient Cv of the ICD is the standard flow rate at which fluid flows
through the ICD at a standard pressure drop across the ICD of 1psi at standard temperature.
The value is supplied by the ICD manufacturer, in this work a value of 0.5 is assumed. The
average liquid production rate, (Sm3/da y) over the simulation period of each well segment
is used as the value of the volumetric flow rate Q for the corresponding ICD. The other values
to be used in calculating and modelling of the ICD settings are tabulated in Table 3.8 below.

Property Value Units
Density of fluid mixture 958.915 kg/m3

Cv 1 -
C1 1.340 x 10−15 -

Max. Ar 0.00785398 m2

Table 3.8: Table of values used to calculate Ar
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Results

In this chapter the results of the study cases described in Section 3.2 are presented. For each
case the trend of the Net present value (NPV) with number of control steps and number of
optimization evaluations is plotted. For each of the well segment configurations, the change
of the Bottom hole pressure (BHP) with time, and fluid rates are visualised in ResInsight.
The plots for the different well partition configurations are presented in Appendix B. The ICD
settings calculated from the final outcome of the workflow for each case are modelled and
the resulting production profiles compared. Figure B.1 in Appendix B shows the different well
segments modelled.

4.1 Case 1: Homogeneous Reservoir with Aquifer support

Using the results of the optimization with only a single control step, the trend of the NPV with
number of well segments is plotted. From Figure B.1, it is seen that dividing the well into more
than 8 segments creates unequally spaced segments thus the maximum number of segments
the well is divided into is 8. Table 4.1 gives a summary of the final NPV obtained for each well
segment configuration and the maximum number of control steps used to attain it.

No. of well segments NPV (USD) FOPT (Sm3) FWPT(Sm3) Max.Control steps
2 9.984E8 4.11E6 3.86E6 8
4 1.030E9 4.23E6 4.09E6 4
6 1.056E9 4.13E6 3.44E6 4
8 1.084E9 4.14E6 3.36E6 2

Table 4.1: Case 1:Summary of workflow results.

The computational cost of the workflow is visualized using plots of the NPV versus the number
of evaluations used for each well segment configuration in Figure 4.3. For Case 1, the best NPV
was achieved with the 8 well segment configuration ,the flux profile across the well segments
is plotted in Figure 4.2 using the average of the Well liquid production rate (WLPR) of each

37
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Figure 4.1: Trend of NPV with number of well segments

segment over the production period.

Figure 4.2: Average liquid rate of each well segment in the 8 well segment configuration

The horizontal well is remodelled with 8 ICDs corresponding to the 8 well segments. The val-
ues for the calculation of the cross sectional areas ,Ar of the ICDs as described in Section 3.5.2
are tabulated in Table 4.2. The resulting production profile of the reservoir with ICDs is presen-
ted in Figure 4.5. Well segment P1 has the lowest optimal BHP as seen in Table 4.2, and is thus
modelled as fully open.
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Figure 4.3: Case 1: Performance of the optimization step of the workflow for the different well
segment configurations.
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Well segment Average BHP(bar) ∆P(bar) Average WLPR (Sm3/day) Ar (m2)
P1 82.5996 - 315.53 0.007853982
P2 119.1076 36.5081 194.48 2.57995E-5
P3 127.3658 44.7662 175.16 2.09839E-5
P4 127.7808 45.1812 176.41 2.10366E-5
P5 125.2987 42.6991 184.82 2.26712E-5
P6 124.2159 41.6163 184.82 2.29643E-5
P7 127.7541 45.1546 166.93 1.9916E-5
P8 85.6089 3.0094 310.16 0.000143311

Table 4.2: Case 1:Cross sectional area of the ICDs, Ar calculated from the optimal BHP obtained
for each corresponding well segment.

The resulting oil and water production profile of the HW modelled with 8 ICDs is compared
to that of 8 well segments in Figure 4.4. Figure 4.5 shows the impact of the ICDs on the HW
production profile for case 1.

Figure 4.4: Comparing the Oil and water production profiles of the HW remodelled with 8
ICDs and the 8 well segment model

FOPT (Sm3) FWPT(Sm3)
With out ICD 4.982E6 8.653E6

With ICD 4.289E6 4.039E6

Table 4.3: Case 1:Comparing the final fluid productions for the model with and without ICDs
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Figure 4.5: Case 1: Oil and water production profile for HW without and with ICDs installed
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4.2 Case 2: Heterogeneous Reservoir with Aquifer support

Similarly using the NPV obtained with respect to 1 control step for each well segment config-
uration, Figure 4.6 shows the trend of the NPV with number of well segments for case 2.

Figure 4.6: Trend of NPV with number of well segments

Table 4.4 is a summary of the NPV obtained for each number of well segments, the final total
fluid productions and the number of well control steps used to achieve the maximum NPV.

No. of well segments NPV (USD) FOPT (Sm3) FWPT(Sm3) Max.Control steps
2 7.18E8 4.254E6 6.087E6 4
4 2.66E9 4.223E6 5.28E6 4
6 2.88E9 4.38E6 7.17E6 2
8 1.03E9 4.18E6 5.68E6 2

Table 4.4: Case 2:Summary of workflow results.

For case 2, Figure 4.7 shows the optimization runs that were completed within the available
time frame. In this case, the number of well segments the well was divided into was capped at
8 as the 10 well segment had a lower NPV when optimized with a single control step as seen
in Figure 4.6. This indicated that the subsequent optimization runs of the 10 well segments
with more control steps would still yield a lower NPV compared to the 8 well segment. From
Table 4.4 and Figure 4.7, the highest NPV is obtained with 6 well segments optimized with 2
well control steps.
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Figure 4.7: Case 2: Performance of the optimization step of the workflow for the different well
segment configurations.



44 Nakibuule: Optimal Well Inflow Modelling

Figure 4.8 shows the liquid production profile along the well segments after optimization.
The permeability variation along the well path is shown in Figure 4.9, we see that the well
segments P3 and P4 in the high permeability region have the highest production rates. Using
the method described in Chapter 3, the values of Ar in Table 4.5 are calculated and used to
remodel the well with 6 ICDs.

Figure 4.8: Liquid rate of each well segment in the 6 well segment configuration.

Figure 4.9: Variation of the permeability along the well path for Case 2.
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Well segment Average BHP(bar) ∆P(bar) Average WLPR (Sm3/da y) Ar (m2)
P1 97.272177 - 124.96 0.007853982
P2 110.05893 12.78675 161.61 3.62261E-5
P3 104.23719 6.965011 171.66 5.21373E-5
P4 115.40532 18.13315 450.22 8.47451E-5
P5 110.94776 13.67559 875.14 0.000189684
P6 105.64665 8.374474 851.55 0.000235863

Table 4.5: Case 2:Cross sectional area of the ICDs,Ar calculated from the optimal BHP obtained
for each corresponding well segment.

The production profile of the horizontal well modelled with 6 ICDs is compared to the pro-
duction profile of the model produced with 6 well segments in Figure 4.10. A comparison of
the horizontal well with and without ICDs is shown in Figure 4.11 with final oil and water
production values listed in Table 4.6.

Figure 4.10: Production profiles for well modelled with 6 ICDs and 6 well segments model.
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Figure 4.11: Case 2:Production profiles of HW with and without ICDs.

FOPT (Sm3) FWPT(Sm3)
With out ICD 3.95E6 4.45E6

With ICD 4.70E6 9.93E6

Table 4.6: Case 2: Comparison of total fluid production.

The data files of the resulting models with ICDs can be seen at https://github.com/marinaki15/
OptimalWellInflow in the models with ICD folder.

https://github.com/marinaki15/OptimalWellInflow
https://github.com/marinaki15/OptimalWellInflow
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Discussion

In this chapter, the results of applying the workflow on the different study cases and the out-
comes of modelling each case with the Inflow control device (ICD) completion are discussed.
From the results of both cases, it is seen that as the number of well segments increases the con-
trol of fluid flow into the well is more localised such that the water breakthrough is delayed in
case 1 and oil production is increased in case 2. The improved control of fluid inflow is seen to
increase the NPV as seen in Figure 4.1 and Figure 4.6 where the NPV increases with increasing
number of well segments. Additionally, the improved well inflow control along the well path
is shown in the increase in resolution of well production rates plots shown in Appendix B as
the number of well segments increase.

From the case of the homogeneous reservoir, the maximum number of well segments the well
could be divided into with respect to the NPV was hard to determine as the NPV increased as
seen in Figure 4.1 to up to 10 well segments. This was not practical when modelling, as di-
viding the well beyond 8 segments resulted into unequal spacing of the well segments as seen
in Figure B.1. This would introduce another optimization variable of well segment placement
which is not in the scope of this work.

The maximum number of segments the well was divided into was thus capped at 8 for this
case. From this, the well cost becomes an input parameter for the workflow as the value has
an impact on the maximum number of well segments with respect to the NPV. This is import-
ant as it represents the economic constraint on determining the appropriate number of ICDs
that should be used. An alternative would be setting a minimum well segment length to de-
termine the maximum number of well segments the Horizontal well (HW) can be divided into.

For case 2, the increase in NPV with number of well segments peaks at 8 well segments after
which there is a sharp decline in NPV for 10 well segments. This decline of NPV is due to the
heterogeneous nature of the reservoir which reduces oil recovery as compared to the homo-
geneous reservoir. The reduced revenue from oil production means that the well cost for 10
well segments will significantly impact the NPV unlike the case of the homogeneous reservoir.
In addition to well costs, well placement plays a role in the final NPV for a heterogeneous
reservoir but this out of the scope of this work as stated earlier.
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For all the well segment configurations in both case 1 and case 2, the NPV increases with
increase in the number of control time steps as seen in Figure 4.3 and Figure 4.7. There is
a trade off between number of well segments and number of control steps. That is, as the
number of well segments increase the number of well control steps required to maximize NPV
reduce. The figures also show the increase in computational cost with increased number of
well segments and control steps.

The results from the two study cases suggest that the final outcome of the ICD implementation
depends on the factor dominantly causing the unbalanced flow along the wellbore length. In
case 1, the pressure losses along the well led to water breakthrough in the middle sections
of the HW. The workflow in this case reduces the pressure losses by using a high number of
ICDs along the HW. In case 2, the reservoir permeability heterogeneities create zones of high
production and would ideally require more ICDs in those zones. These zones are allowed to
produce as much as possible in order to maximize oil production before water breakthrough
occurs. In this case including the optimization variable of the placement of the ICD would be
beneficial so as to have a higher number of ICDs in the high production zones that require
more well control.

In this work, the cost of produced water used in the NPV calculation is set to 24 USD/bbl
to increase the optimization algorithms’ sensitivity to water production. This value is higher
than that used in the industry. Using a lower value of 6 USD/bbl will not change the general
trend of the optimal BHP settings but will give higher oil recoveries than seen in the results
discussed in Chapter 4 as the well segments will be chocked to a lesser degree.

The PSO optimization algorithm described in Chapter 2 performs well within the workflow
in terms of determining the maximum of the objective function. As the number of variables
of the optimization problem increase within the workflow, it can be noted that the algorithm
struggles to converge to the optimal point as more evaluations are required at each subsequent
step of the workflow. This can be attributed to the fact that the algorithm searches the entire
search space globally at each optimization run.

5.1 Case 1: Homogeneous Reservoir

The 8 well segment with 4 control time steps gives the maximum NPV. For the homogeneous
reservoir, the fluid inflow profile into the 8 well segments is U-shaped as seen in Figure 4.2.
This is similar to that discussed in Daneshy et al. (2012) where the heel and toe regions of
the horizontal well have higher production rates as they have a larger reservoir contact area.
Well segments in the middle section ; P2 to P7, are set to higher BHP therefore restricting and
delaying water breakthrough in the middle section of the well.

Figure 4.4 compares the final fluid production profiles of the case modelled with 8 ICDs and



Chapter 5: Discussion 49

the model with 8 well segments to gain an understanding of the translation of ICD settings
from the workflow results. From the figure we see that the single HW with 8 ICDs has a higher
FOPT than the 8 well segments as the single well has a longer effective wellbore length than
the 8 well segments. The difference in the total productions is low as the pressure loss along
the single well is countered by the ICDs while the pressure losses along the 8 well segments is
negligible due to the short lengths of the well segments.

The production profiles of the horizontal well with and without ICDs are compared in Fig-
ure 4.5. For the HW without ICDs, water breakthrough occurs in 2024 while with ICDs water
breakthrough does not occur at all and the FWPT is greatly reduced by over 50%. The delay of
water breakthrough is at the expense of oil production with FOPT reduced to 4.2E6Sm3 with
ICDs from 4.8E6Sm3 without ICDs.

5.2 Case 2: Heterogeneous Reservoir

In this case, the variation of the permeability along the well path as shown in Figure 4.9 de-
termines the pressure distribution along the well. The 6 well segments with 2 control time steps
gives the maximum NPV as seen in Figure 4.7. The fluid inflow profile shown in Figure 4.8
corresponds with the permeability variation along the well path. The permeability along the
well path increases as you move towards the toe of the HW thus the WLPR increases from P1
to P6. Well segment P5 has a slightly higher WLPR than well segment P6 as the length from
400m t0 500m has a higher average permeability.

As with case 1, the production profile of the model with 6 well segments is compared to the
model of the HW with 6 ICDs in Figure 4.10. The trend of the production profiles is similar
with differences arising due to the effective lengths of the wells and effect of pressure drop
along the wells. The single HW with 6 ICDs does perform better as expected due to longer
effective well length and less pressure loss effects along the well bore.

A final comparison is made between the models with and without ICDs in Figure 4.11. In
this case, the ICD completion led to a 18.98% increase in the final total oil production. The
final total water production doubled during the production period and is accompanied by an
early water breakthrough in 2021 as compared to 2026 when the reservoir is produced with
out ICDs. Here the outcome of maximizing the NPV to determine the optimal pressure distri-
bution is that the oil recovery before water breakthrough occurs is maximised.





Chapter 6

Conclusion

The aim of the work was to develop a working process with which ICDs are designed based
on the optimal pressure distribution along the well path in a reservoir. The optimal pressure
distribution is that which maximizes the Net present value. The following conclusions are
made about the workflow proposed to determine the optimal pressure distribution along the
well path:

• The positive results from the cases described in Chapter 3 show that an optimal pressure
distribution along a well path with respect to the NPV can be obtained by optimizing
the well controls of the individual well segments the well is divided into as described in
Section 3.1.

• Modelling individual well segments along the well path is a viable approach of determ-
ining the optimal pressure distribution along the well path as seen in the increased res-
olution in well production rates allowing localised well inflow control.

• The optimization section of the workflow that determines the optimal pressure distri-
bution along the well paths has a high computational cost as seen in Figure 4.3 and
Figure 4.7.

• The PSO optimization algorithm used within the workflow, requires increasing number
of evaluations to reach convergence as the number of well segments increase.

• As the NPV increases with the number of well control time steps being optimized, the
workflow successfully determines the optimal number of well control time steps required
for each well segment partition configuration.

• The final result from the workflow depends on the optimization algorithm used, cost of
water produced and the fixed well cost impact. These should thus be treated as tuning
parameters of the workflow.

• The NPV is a good criteria to use to determine the optimal pressure distribution along
the well path.

Chapter 3 described the method used to translate the optimal pressure distribution along the
well path obtained from the workflow to ICD settings. The following conclusions are made:

• The method used is a first order approximation that performs well for the simple study
cases used in this work as seen in Figure 4.10 and Figure 4.4 in which the difference
between the resulting production profiles of the reservoir with optimized well segments
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and the HW with the corresponding ICDs are similar.
• The use of average WLPR, density and BHP to model the valve ICD is a good approxim-

ation assuming that each valve sees a uniform fluid mixture.

The study cases had positive results when the workflow was applied on them. In case 1 the
amount, of water produced is reduced when the well is produced with the ICDs. The reduc-
tion in water production despite the lowered oil recovery is positive in terms of reduced water
handling costs and energy consumption required to separate and handle the produced water.
Additionally, the carbon footprint of the water separation and treatment process is reduced. In
case 2 the final outcome is of improved oil recovery. In this case the cumulative oil produced
was maximized before water breakthrough occurred.

Further work

Due to time and computational constraints a number of tasks were not included in this work.
These have formed the basis of the recommendations made for further work that can be done
to further improve the proposed workflow.

Parameter tuning

As noted in the conclusion, the PSO method does perform well within the workflow but re-
quires more evaluations as the number of variables increase. A bench marking study can asses
the performance of different optimization algorithms with the workflow. In addition to this,
a sensitivity analysis of the different workflow tuning parameters identified to study how the
optimal pressure distribution behaves.

Automation

The method described for translating the optimum BHP values to ICD settings is not included
in Code listing A.4. Automation of this method will ease the sensitivity analysis of the workflow
tuning of the parameters.

Autonomous inflow control Device

In this work only a passive ICD has been modelled based off the workflow results. Further
work can be done to develop a method to translate these results to model Autonomous inflow
control devices. This means that the modelled AICDs will be able to adapt to the changing
reservoir properties. With this view, inclusion of history matching in the workflow would be
an interesting aspect.
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Inflow control device modelling

As earlier stated, in this work the ICDs are modelled as a single ICD in a well compartment
corresponding to the well segment. The ICD strength is modelled to replicate the optimal BHP
of that well segment. Further work can be done to refine the translation of the optimal pressure
distribution along the well and optimize the placement of the ICDs along the HW.





Bibliography

Satter, A., J.E. Varnon and M.T. Hoang (Dec. 1994). ‘Integrated Reservoir Management’. In:
Journal of Petroleum Technology 46.12, pp. 1057–1064. eprint: https://onepetro.org/
JPT/article-pdf/46/12/1057/2222667/spe-22350-pa.pdf.

Jansen, Jan-Dirk, Okko H Bosgra and Paul MJ Van den Hof (2008). ‘Model-based control of
multiphase flow in subsurface oil reservoirs’. In: Journal of Process Control 18.9, pp. 846–
855.

Bellout, Mathias C, David Echeverrıa Ciaurri, Louis J Durlofsky, Bjarne Foss and Jon Kleppe
(2012). ‘Joint optimization of oil well placement and controls’. In: Computational Geosciences
16.4, pp. 1061–1079.

Bybee, Karen (2010). ‘Inflow Control Devices for Reducing Water Production’. In: Journal of
Petroleum Technology 62.03, pp. 55–56.

Li, Zhuoyi, Preston Fernandes and Ding Zhu (2011). ‘Understanding the roles of inflow-control
devices in optimizing horizontal-well performance’. In: SPE Drilling & Completion 26.03,
pp. 376–385.

James, EJ and MM Hossain (2017). ‘Evaluation of factors influencing the effectiveness of pass-
ive and autonomous inflow control devices’. In: SPE/IATMI Asia Pacific Oil & Gas Conference
and Exhibition. OnePetro.

Javid, Khalid, Hammad Mustafa, Sunil Chitre, Atul Anurag, Mohamed Sayed, Myrat Kuliyev,
Anoop Mishra, Khalil Al Hosany, Yawar Saeed et al. (2018). ‘Comprehensive ICD/ICV Com-
pletion Design Workflow Practiced in Green Oilfield Offshore, Abu Dhabi’. In: Abu Dhabi
International Petroleum Exhibition & Conference. Society of Petroleum Engineers.

Joshi, SD (2003). ‘Cost/benefits of horizontal wells’. In: SPE western regional/AAPG Pacific
section joint meeting. OnePetro.

Ozkan, Erdal, Cem Sarica and Marc Haci (1999). ‘Influence of Pressure Drop Along wellbore
on Horizontal-Well Productivity’. In: SPE Journal 4.3.

Penmatcha, VR, Sepehr Arbabi and Khalid Aziz (1999). ‘Effect of Pressure Drop in Horizontal
Wells and Optimum Well Length’. In: SPE Journal 4.3, pp. 215–223.

Dikken, Ben J (1990). ‘Pressure Drop in Horizontal Wells and its Effect on Production Perform-
ance’. In: Journal of Petroleum Technology 43, pp. 1426–1433.

Jansen, J-D (2003). ‘A Semianalytical Model for Calculating Pressure Drop Along Horizontal
Wells with Stinger Completions’. In: SPE Journal, pp. 138–146.

Joshi, SD (1988). ‘Agumentation of Well Productivity With Slant and Horizontal Wells’. In:
Journal of Petroleum Engineers 40, pp. 729–739.

55

https://onepetro.org/JPT/article-pdf/46/12/1057/2222667/spe-22350-pa.pdf
https://onepetro.org/JPT/article-pdf/46/12/1057/2222667/spe-22350-pa.pdf


56 Nakibuule: Optimal Well Inflow Modelling

Permadi, P, W Wibowo, Y Alamsyah and SW Pratomo (1997). ‘Horizontal well completion with
stinger for reducing water coning problems’. In: SPE Production Operations Symposium.
OnePetro.

Lim, Michelle et al. (2017). ‘ICDs for Uncertainty and Heterogeneity Mitigation: Evaluation of
Best Practice Design Strategies for Inflow Control Devices’. In: SPE/IATMI Asia Pacific Oil
& Gas Conference and Exhibition. Society of Petroleum Engineers.

Daneshy, Ali, Boyun Guo, Vitaly Krasnov and Sergey Zimin (2012). ‘Inflow-Control-Device
Design: Revisiting Objectives and Techniques’. In: SPE Production & Operations 27.01,
pp. 44–51.

Denney, Dennis (2010). ‘Analysis of inflow-control devices’. In: Journal of Petroleum Technology
62.05, pp. 52–54.

Al-Khelaiwi, Faisal T, Vasily M Birchenko, Michael R Konopczynski and David R Davies (2010).
‘Advanced wells: a comprehensive approach to the selection between passive and active
inflow-control completions’. In: SPE Production and Operations, pp. 306–326.

Ciaurri, D Echeverrıa, Obiajulu J Isebor and Louis J Durlofsky (2010). ‘Application of derivative-
free methodologies to generally constrained oil production optimization problems’. In: Pro-
cedia Computer Science 1.1, pp. 1301–1310.

Wang, Xiang, Ronald D Haynes, Yanfeng He and Qihong Feng (2019). ‘Well control optimiza-
tion using derivative-free algorithms and a multiscale approach’. In: Computers & Chemical
Engineering 123, pp. 12–33.

Echeverra Ciaurri, D, T Mukerji and LJ Durlofsky (2011). ‘Derivative-free optimization for
oil field operations’. In: Computational Optimization and Applications in Engineering and
Industry 359.

Isebor, Obiajulu J, David Echeverrıa Ciaurri, Louis J Durlofsky et al. (2014). ‘Generalized
field-development optimization with derivative-free procedures’. In: SPE Journal 19.05,
pp. 891–908.

Kolda, Tamara G, Robert Michael Lewis and Virginia Torczon (2003). ‘Optimization by Direct
Search:New Perspectives on Some Classical and Modern methods’. In: SIAM review 45.3,
pp. 385–482.

Hough, Patricia D, Tamara G Kolda and Virginia J Torczon (2001). ‘Asynchronous Parallel
Pattern Search for Nonlinear Optimization’. In: SIAM Journal on Scientific Computing 23.1,
pp. 134–156.

E.Nwankwor A.K.Nagar, D.C.Reid (2013). ‘Hybrid Differential Evolution and Particle swarm
optimization for optimal well placement’. In: Computer Geo science.

Todman, S, G Wood and MD Jackson (2017). ‘Modelling and Optimizing Inflow Control Devices’.
In:

Baumann, Einar JM, Stein I Dale and Mathias C Bellout (2020). ‘FieldOpt: A powerful and
effective programming framework tailored for field development optimization’. In: Com-
puters & Geosciences 135, p. 104379.

Angga, I Gusti Agung Gede (2020). ‘Development of Numerical Reservoir Models’. In: PHD
project paper.

R.M.Fonseca C.R.Geel, O.Leewuenburgh (2017). Description of Olympus Reservoir Model for
Optimization model. Tech. rep. ISAPP,TNO.



Bibliography 57

Oliveira, Diego F and Albert Reynolds (2014). ‘An adaptive hierarchical multiscale algorithm
for estimation of optimal well controls’. In: SPE Journal 19.05, pp. 909–930.

Lien, Martha E, D Roald Brouwer, Trond Mannseth and Jan-Dirk Jansen (2008). ‘Multiscale
regularization of flooding optimization for smart field management’. In: SPE Journal 13.02,
pp. 195–204.





Appendix A

Python Code Listings

Appendix A contains the different code used to complete the different tasks. It also includes
the Python code written for the automation of the proposed workflow.

Code listing A.1: Calculating NPV to obtain objective function surface.

#!/usr/bin/env python3
# -*- coding: utf-8 -*-
"""
Created on Sat Oct 31 13:23:05 2020

@author: m
"""

import numpy as np
import os
from ecl.summary import EclSum
import sys

#Function for calculating cashflows
def CF(fPo,fPw,wellcost,fopt,fwpt):

Cf=np.zeros(len(fopt)+1)
Cf[0] = wellcost
Cf[1:] = ((np.asarray(fopt)*fPo*6.2898)+(np.asarray(fwpt)*fPw*6.2898))
#Cf.append([Cf[0],Cf[1:]])
return Cf

#BHP Variable ranges
seg1 = np.arange(80,151,2)
seg2 = np.arange(80,151,2)

#$/barrel
fPo=60
fPw=-24
wellcost=-16025000

NPV=[]
FOPT=[]
FWPT=[]

for ii in range(0,np.size(seg1)):
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for jj in range(0,np.size(seg2)):
input_file=’2WSHOEBOX.DATA’
file1 = open(input_file,"r")
data = file1.readlines()
output_file=’2WCASE’ + ’.DATA’
file2 = open(output_file,"w")

#rewriting BHPs
line1 = data[368]
line1_pre = line1[:30]
line1_whole = line1_pre + str(seg1[ii]) + "␣/␣\n␣"

line2 = data[369]
line2_pre = line2[:30]
line2_whole = line2_pre + str(seg2[jj]) + "␣/␣\n␣"

data[368] = line1_whole
data[369] = line2_whole

file2.writelines(data)
file1.close()
file2.close()

#Simulating generated data file and extracting FOPT and FWPT data
os.system(’flow’ +’␣’+’2WCASE’ + ’.DATA’ )

summary = EclSum(’2WCASE’)
fopt = summary.numpy_vector("FOPT",report_only="True")
fwpt = summary.numpy_vector("FWPT",report_only="True")

FOPT.append(fopt)
FWPT.append(fwpt)

#calculating the cashflow
cashflows = CF(fPo,fPw,wellcost,fopt,fwpt)

#calculating the NPV
npv = 0
for xx in range(13):

DCash=cashflows[xx]/((1+0.08)**(xx+1))
npv=npv+DCash

NPV.append([seg1[ii],seg2[jj],npv])

#saving data to txt files
np.savetxt(’FOPT2.txt’, FOPT, fmt="%s\n", delimiter= ’␣’, newline= "\n", header= "FOPT")
np.savetxt(’FWPT2.txt’, FWPT, fmt="%s\n", delimiter= ’␣’, newline= "\n", header= "FWPT")
np.savetxt(’NPV2.txt’, NPV, fmt="%1.1f", delimiter= ’␣’, newline= "\n", header= "BHP1␣␣BHP2␣␣NPV")
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Code listing A.2: Plotting objective function surface.

import numpy as np
from mpl_toolkits.mplot3d import Axes3D
import matplotlib.pyplot as plt
from matplotlib import cm

BHP2 = np.loadtxt("BHP2.csv", delimiter=",")
BHP1 = np.loadtxt("BHP1.csv", delimiter=",")
NPV = np.loadtxt("NPV.csv", delimiter=",")

X = BHP1
xlabel = "Segment␣1␣BHP␣[bara]"
Y = BHP2
ylabel = "Segment␣2␣BHP␣[bara]"
X, Y = np.meshgrid(X, Y)

Z = NPV
zlim_min = 0
zlim_max = Z.max()
zlabel = "optimal␣NPV␣[USD]"

title = "surface:␣optimal␣NPV"

fig = plt.figure(figsize=(7.5, 6))
ax = fig.add_subplot(111, projection=’3d’)
surf = ax.plot_surface(X, Y, Z, cmap=cm.jet, linewidth=0,

antialiased=False, vmin=zlim_min, vmax=zlim_max)
ax.set_zlim(zlim_min, zlim_max)
ax.set_xlabel(xlabel)
ax.set_ylabel(ylabel)
ax.xaxis.set_tick_params(labelsize=8)
ax.yaxis.set_tick_params(labelsize=8)
ax.zaxis.set_tick_params(labelsize=8)
cbar = fig.colorbar(surf, ax=ax, shrink=0.5, aspect=5)
cbar.set_label(zlabel)
ax.set_title(title, loc="left")
ax.view_init(75, -120)
plt.tight_layout()
plt.show()
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Code listing A.3: Extracting Porosity and Permeability values.

#!/usr/bin/env python3
# -*- coding: utf-8 -*-
"""
Created on Mon Oct 12 12:04:26 2020

@author: m
"""

import numpy as np
data = np.loadtxt("./SPE10MODEL2_PERM.INC")
print("current␣shape␣of␣data:",data.shape)
PermZ = data[374010:386010,:]
#PermX = PermX.reshape(72000,1)
print("modified␣shape␣of␣data:",data.shape)
print(PermZ)

#np.savetxt("permz_SHOEBOX.INC",PermZ, fmt= "%s")
a_file = open("permz_SHOEBOX.INC","w")
for row in PermZ:

np.savetxt(a_file,row, fmt = "%s")

a_file.close()

fname = "permz_SHOEBOX.INC"
file = open(fname,"r")
data = file.readlines()
file.close()
file = open(fname,"w")
file.write("PermZ␣\n")
file.writelines(data)
file.write("/")
file.close()
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Code listing A.4: Proposed workflow automation.

import json
import numpy as np
import pandas as pd
import sys
import os.path
from os import path
import os
import shutil
from inputs import *

#Partitioning wells function
def split(start, end,segments,spacing):
#spacing usually model cell size to avoid wells penetrating the same cell

for jj in range(0,np.size(start)):
#size of input coordinates
x_delta = (end[jj] - start[jj]+2*spacing) / float(segments)
#z_delta = (end[jj+2] - start[jj+2]) / float(segments) #for deviated wells
z_delta = 0 # for horizontal wells
points = []
for i in range(0, segments):

points.append([start[jj]-spacing+i*x_delta+spacing,start[jj+1],
start[jj+2]+i*z_delta,

start[jj]-spacing + (i+1) * x_delta-spacing,start[jj+1],start[jj+2]
+ (i+1) * z_delta])

return points
#Generating control time steps for json file
def Controlsteps (years,steps):

Timesteps =[]
T_delta = (years*365)/steps
for i in range(0,steps):

T = round(i*T_delta)
Timesteps.append(T)

return Timesteps

def Timesteps (years,steps):
Timesteps =[]
T_delta = (years*365)/steps
for i in range(0,(steps+1)):

T = round(i*T_delta)
Timesteps.append(T)

return Timesteps

##################################Start of workflow##############################

#Splitting well and generating new well partiton coordinates
coordinates=split(heel,toe, ii,spacing)
np.savetxt(’coordinates.csv’,coordinates,fmt="%1.1f",delimiter=’,’,newline="\n",
header = "x,y,z,x,y,z")

#loading well segment coordinate file
df=pd.read_csv("coordinates.csv")

#loading initial driver file
jsonfile = DRIVER_FILE + CASE +’.json’
with open(jsonfile, ’r’) as file1:

data = json.load(file1)
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#adding well control tab
#editing well P1 coordinates
P1_heel = {’IsVariable’:False,’x’:df.iloc[0,0],’y’:df.iloc[0,1],’z’:df.iloc[0,2]}
P1_toe = {’IsVariable’:False,’x’:df.iloc[0,3],’y’:df.iloc[0,4],’z’:df.iloc[0,5]}
data[’Model’][’Wells’][0][’SplinePointArray’]=[]
data[’Model’][’Wells’][0][’SplinePointArray’].append(P1_heel)
data[’Model’][’Wells’][0][’SplinePointArray’].append(P1_toe)

for jj in range(1,ii):
control = {’Controls’:[{’BHP’: 110, ’IsVariable’:True, ’Mode’:’BHP’, ’TimeStep’:0}],
’DefinitionType’:’WellSpline’,’Group’:’P’,’Name’:’P’+str(jj+1),’PreferredPhase’:’Oil’,
’SplinePointArray’:
[{’IsVariable’:False,’x’:df.iloc[jj,0],’y’:df.iloc[jj,1],’z’:df.iloc[jj,2]},
{’IsVariable’:False,’x’:df.iloc[jj,3],’y’:df.iloc[jj,4],’z’:df.iloc[jj,5]}],
’Type’:’Producer’,’WellboreRadius’: 0.125}

data[’Model’][’Wells’].insert(jj,control)

#Adding well in Optimizer tab
data[’Optimizer’][’Constraints’][0][’Wells’].insert(jj,’P’+str(jj+1))

#Edits
data[’Global’][’Name’]=str(ii)+’WSHOEBOXMODEL’
data[’Simulator’][’ScheduleFile’]=’include/’+str(ii)+’WSHOEBOXMODEL_SCH.INC’
data[’Optimizer’][’Parameters’][’MaxGenerations’] = 1
#single evaluation needed to generete wellcompletion data

jsonfile_new = DRIVER_FILE+CASE+str(ii)+’.json’
with open(jsonfile_new, ’w’) as file2:

json.dump(data,file2,indent="␣␣␣")

#############################################################################################
#creating model directory
if os.path.exists(NEW_MODEL) and os.path.isdir(NEW_MODEL):

shutil.rmtree(NEW_MODEL)
os.mkdir(NEW_MODEL)

else:
os.mkdir(NEW_MODEL)

#Generating DATA File for FLOW simulation
with open(INITIAL_MODEL+’/1WSHOEBOX.DATA’,’r’) as modelfile1:

modeldata = modelfile1.read()

#editing data file
modeldata = modeldata.replace(’./include/1WSHOEBOXMODEL_SCH.INC’,’./include/’
+str(ii)+’WSHOEBOXMODEL_SCH.INC’)

#copying EGRID and INIT file
egrid1=INITIAL_MODEL+’/1WSHOEBOX.EGRID’
egrid2 = NEW_MODEL
shutil.copy(egrid1,egrid2)

init1 = INITIAL_MODEL+’/1WSHOEBOX.INIT’
shutil.copy(init1,NEW_MODEL)

#changing into new model working directory
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os.chdir(NEW_MODEL)

#renaming copied egrid and init file
os.rename(’1WSHOEBOX.EGRID’,str(ii)+’WSHOEBOX.EGRID’)
os.rename(’1WSHOEBOX.INIT’,str(ii)+’WSHOEBOX.INIT’)

#Writing New DATA file
with open(str(ii)+’WSHOEBOX.DATA’,’w’) as modelfile2:

modelfile2.write(modeldata)

#creating and copying include files into model folder
#os.mkdir(’include’)

src = INITIAL_MODEL+’/include’
dst = NEW_MODEL+’/include’
shutil.copytree(src,dst)

os.chdir(NEW_MODEL+’/include’)
os.rename(’1WSHOEBOXMODEL_SCH.INC’, str(ii)+’WSHOEBOXMODEL_SCH.INC’)

##################################################################################

os.chdir(PROJECT_PATH)

#Running single evaluation to obtain COMPDATA
if os.path.exists(INITIAL_OUTPUT) and os.path.isdir(INITIAL_OUTPUT):

shutil.rmtree(INITIAL_OUTPUT)
os.mkdir(INITIAL_OUTPUT)

else:
os.mkdir(INITIAL_OUTPUT)

os.system(’FieldOpt’+’␣’+jsonfile_new +’␣’+ INITIAL_OUTPUT+’␣’+’-v’+’␣’+’3’+’␣’+
’-f’+’␣’+’-r’+’␣’+’serial’+
’␣’ +’-g’+NEW_MODEL+’/’+str(ii)+’WSHOEBOX.EGRID’+’␣’+’-e’+’␣’+’bash_flw-bin.sh’+
’␣’+’-s’+’␣’+NEW_MODEL+’/’

+str(ii)+’WSHOEBOX.DATA’)

#extracting model file
shutil.rmtree(NEW_MODEL)
src = INITIAL_OUTPUT+’/model’+str(ii)
dst = FINAL_MODEL
shutil.move(src,dst)

#################################OPTIMIZATION LOOP ####################################
#optimization Parameter tuning
jsonfile_old = CASE + str(ii)+ ’.json’

with open(DRIVER_FILE + jsonfile_old, ’r’) as file:
data = json.load(file)

data[’Optimizer’][’Parameters’][’MaxGenerations’] = 100 #setting maximum evaluations
data[’Optimizer’][’Parameters’][’PSO-SwarmSize’] = (25*(ii/2))

with open(DRIVER_FILE + jsonfile_old, ’w’) as file:
json.dump(data,file,indent=4)

minT_delta = (t*365)/max_ctrlstep
currentctrlstep = 1
T_delta = (t*365)/currentctrlstep
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if os.path.exists(OPT_OUTPUT+’_’+str(currentctrlstep)) and os.path.isdir(OPT_OUTPUT+
’_’+str(currentctrlstep)):
shutil.rmtree(OPT_OUTPUT+’_’+str(currentctrlstep))
os.mkdir(OPT_OUTPUT+’_’+str(currentctrlstep))

else:
os.mkdir(OPT_OUTPUT+’_’+str(currentctrlstep))

#initializing single control time step optimization
os.system(’mpirun’+’␣’+ ’-n’+ ’␣’+ ’8’+ ’␣’+ FIELDOPT_BIN_PATH +’␣’+DRIVER_FILE +

jsonfile_old +’␣’+ OPT_OUTPUT+’_’+str(currentctrlstep) +’␣’+’-v’+’␣’+’1’+’␣’+’-f’
+’␣’+’-r’+’␣’+’mpisync’+’␣’ +’-g’+FINAL_MODEL+’/’+str(ii)+’WSHOEBOX.EGRID’+’␣’+’-e’
+’␣’+’bash_flow.sh’+’␣’+’-s’+’␣’+FINAL_MODEL+’/’+str(ii)+’WSHOEBOX.DATA’)

#os.system(’FieldOpt’ +’ ’+CASE+’.json’ +’ ’+ OPT_OUTPUT+’_’+str(currentctrlstep) +’ ’
#+’-v’+’ ’+’3’+’ ’+’-f’+’ ’+’-r’+’ ’+’serial’+’ ’ +’-g’+NEW_MODEL+’/’+str(i)
#+’WSHOEBOX.EGRID’+’ ’+’-e’+’ ’+’bash_flw-bin.sh’+’ ’+’-s’+’ ’+NEW_MODEL+’/’+str(i)+’WSHOEBOX.DATA’)

#### loading optimization data for 1control step ################
#path opt_log depends on serial or parallel run is used
opt_log = OPT_OUTPUT+’_’+str(currentctrlstep)+’/rank0/log_extended.json’
with open(opt_log, ’r’) as logfile1:

optdata = json.load(logfile1)

BHP_data = optdata[’Cases’][-1][’Variables’]

with open (’bhp’+str(ii)+’.csv’,’w’) as file:
writer =csv.writer(file,delimiter=’,’)
writer.writerow(["Key","Value"])
for BHP in BHP_data:

writer.writerows(BHP.items())

df=pd.read_csv(’bhp’+str(ii)+’.csv’,index_col=’Key’)

controlsteps_previous = Controlsteps(12,1)

npv_df=pd.read_csv(OPT_OUTPUT+’_’+str(currentctrlstep)+’/rank0/log_optimization.csv’,sep=’,’)
npv1 = npv_df.iloc[-1,10]
NPV.append(npv1)
#################################################################

with open(DRIVER_FILE + jsonfile_old, ’r’) as file1:
data = json.load(file1)

data[’Model’][’ControlTimes’] = []

ControlTimes = Timesteps(t,16)
print(ControlTimes)

data[’Model’][’ControlTimes’]= ControlTimes

while currentctrlstep <= max_ctrlstep:

currentctrlstep = currentctrlstep*2
controlsteps_current = Controlsteps(12,currentctrlstep)
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T_delta = controlsteps_current[1]
print(controlsteps_current)

#this is to be changed according to the optimization method used
data[’Optimizer’][’Parameters’][’MaxGenerations’] = (25*currentctrlstep)

for jj in range(0,ii):

data[’Model’][’Wells’][jj][’Controls’] = []

for t in controlsteps_current:
#extract BHP at that time step
if t in controlsteps_previous:

bhp = df.loc[’Var#BHP#P’+str(jj+1)+’#’+str(int(t)),’Value’]
ctrlstep = {’BHP’:bhp, ’IsVariable’:True, ’Mode’:’BHP’, ’TimeStep’:t}
data[’Model’][’Wells’][jj][’Controls’].append(ctrlstep)

else :
bhp = df.loc[’Var#BHP#P’+str(jj+1)+’#’+str(int(t-T_delta)),’Value’]
ctrlstep = {’BHP’:bhp, ’IsVariable’:True, ’Mode’:’BHP’, ’TimeStep’:t}
data[’Model’][’Wells’][jj][’Controls’].append(ctrlstep)

jsonfile_new = CASE +str(ii)+str(currentctrlstep)+’.json’
with open(DRIVER_FILE + jsonfile_new, ’w’) as file2:

json.dump(data,file2,indent=4)

if os.path.exists(OPT_OUTPUT+’_’+str(currentctrlstep)) and os.path.isdir(OPT_OUTPUT+’_’
+str(currentctrlstep)):
shutil.rmtree(OPT_OUTPUT+’_’+str(currentctrlstep))
os.mkdir(OPT_OUTPUT+’_’+str(currentctrlstep))

else:
os.mkdir(OPT_OUTPUT+’_’+str(currentctrlstep))

os.system(’mpirun’+’␣’+ ’-n’+ ’␣’+ ’6’+ ’␣’+FIELDOPT_BIN_PATH+’␣’+DRIVER_FILE + jsonfile_new +
’␣’+ OPT_OUTPUT+’_’+str(currentctrlstep)+’␣’+’-t’+’␣’+’300’+’␣’+’-v’+’␣’+’1’+’␣’+’-f’+’␣’+
’-r’+’␣’+’mpisync’+’␣’ +’-g’+’␣’+FINAL_MODEL+’/’+str(ii)+’WSHOEBOX.EGRID’+’␣’+’-e’+’␣’+
’bash_flow.sh’+’␣’+’-s’+’␣’+FINAL_MODEL+’/’+str(ii)+’WSHOEBOX.DATA’)

#os.system(’FieldOpt’+’ ’+DRIVER_FILE + jsonfile_new +’ ’+ OPT_OUTPUT+’_’+str(currentctrlstep)+
#’ ’+’-v’+’ ’+’3’+’ ’+’-f’+’ ’+’-r’+’ ’+’serial’+’ ’ +’-g’+’ ’+FINAL_MODEL+’/’+str(ii)+
#’WSHOEBOX.EGRID’+’ ’+’-e’+’ ’+’bash_flw-bin.sh’+’ ’+’-s’+’ ’+FINAL_MODEL+’/’+str(ii)+’WSHOEBOX.DATA’)

npv_df=pd.read_csv(OPT_OUTPUT+’_’+str(currentctrlstep)+’/rank0/log_optimization.csv’,sep=’,’)
npv2= npv_df.iloc[-1,10]

NPV.append(npv2)
if npv2==npv1: break

controlsteps_previous = controlsteps_current

opt_log = OPT_OUTPUT+’_’+str(currentctrlstep)+’/rank0/log_extended.json’
with open(opt_log, ’r’) as logfile1:

optdata = json.load(logfile1)

BHP_data = optdata[’Cases’][-1][’Variables’]

with open (’bhp’+str(ii)+’.csv’,’w’) as file:
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writer =csv.writer(file,delimiter=’,’)
writer.writerow(["Key","Value"])
for BHP in BHP_data:

writer.writerows(BHP.items())

df=pd.read_csv(’bhp’+str(ii)+’.csv’,index_col=’Key’)
npv1=npv2

np.savetxt(’npv’+str(ii)+’.csv’, NPV, fmt="%1.1f", delimiter= ’,’, newline= "\n",)

Code listing A.5: Input file used together with the automation code.

#INPUT VARIABLES

#Input variables for well partitioning and modelling loop
#Number of well segments
ii =8

#Well partitioning inputs; heel and toe well coordinates, spacing
heel= [425,730,2005]
toe = [1025,730,2005]
spacing = 12.5

#Declare case(optimization algorithm)
CASE = ’fo_driver.CntrlOpt_inj.PSO’

#FieldOpt path
#FIELDOPT_BIN_PATH=’/home/marinaki/git/PCG/FieldOpt/FieldOpt/cmake-build-debug/bin/FieldOpt’

#Directory Paths
PROJECT_PATH=’/home/m/lib/Thesis/auto’ #path to main project folder
#PROJECT_PATH=’/home/marinaki/auto’
INITIAL_MODEL=PROJECT_PATH +’/1W_homogeneous’ #path to initial single well model
NEW_MODEL=PROJECT_PATH + ’/model’+str(ii) #path to new partitioned well model
DRIVER_FILE = PROJECT_PATH+’/Driverfiles/’ #path to json driver files initial and generated
INITIAL_OUTPUT = PROJECT_PATH + ’/initial’ #temporary output location for single optimization run
OPT_OUTPUT = PROJECT_PATH + ’/output/’+CASE +str(ii) #final optimization output
FINAL_MODEL = PROJECT_PATH+ ’/models/Injector’ #path all generated models for optimization

#Gridblock indices for well specs file [I,J]
heel2 = [18,30]
toe2 = [41,30]

#Specifyting Well control
wcon = ’BHP’
value = 130

#Input variables for optimization loop

#Simulation period in years
T = 12.0 #If using python 2.7 and below enter as an integer

#Maximum number of times BHP will be varied per well
max_ctrlstep = 16



Appendix B

Additional Results

Additional results from the study cases are presented in Appendix B. The results include trend
of the BHP with time, oil and water well production rates during the production period and
the final fluid production total for all the well partition configurations.
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(a) 2 well segments

(b) 4 well segments

(c) 6 well segments

(d) 8 well segments

(e) 10 well segments

Figure B.1: Different well partition configurations used in the cases.
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CASE 1: Homogeneous Reservoir with Aquifer support

2 well segments

(a) Total oil and water production profile for 2 well seg-
ment configuration

(b) Variation of the BHP with time

Figure B.2: Final water and oil production profiles for 2 well segments and corresponding
optimal BHP

(a) Well oil production rates (b) Well water production rates

Figure B.3: Well production rates for 2 well segments with 8 control time steps
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4 well segments

(a) Total oil and water production profile for 4 well seg-
ment configuration

(b) Variation of BHP with time

Figure B.4: Final water and oil production profiles for 4 well segments and corresponding
optimal BHP

(a) Resulting Well oil production rate (b) Well water production rates

Figure B.5: Well production rates for 4 well segments with 4 control time steps
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6 well segments

(a) Total oil and water production profile for 6 well seg-
ment configuration

(b) Variation of BHP with time

Figure B.6: Final water and oil production profiles for 6 well segments and corresponding
optimal BHP

(a) Well oil production rates (b) Well water production rates

Figure B.7: Well production rates for 6 well segments
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8 well segments

(a) Total oil and water production profile for 8 well seg-
ment configuration

(b) Variation of BHP with time

Figure B.8: Final water and oil production profiles for 6 well segments and corresponding
optimal BHP

(a) Well oil production rates (b) Well water production rates

Figure B.9: Well production rates for 8 well segments
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CASE 2: Heterogeneous Reservoir with Aquifer support

2 well segments

(a) Total oil and water production profile for 2 well seg-
ment configuration

(b) Variation of the BHP with time

Figure B.10: Final water and oil production profiles for 2 well segments and corresponding
optimal BHP

(a) Well oil production rates (b) Well water production rates

Figure B.11: Well production rates for 2 well segments with 4 control time steps.
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4 well segments

(a) Total oil and water production profile for 4 well seg-
ment configuration

(b) Variation of the BHP with time

Figure B.12: Final water and oil production profiles for 4 well segments and corresponding
optimal BHP.

(a) Well oil production rates (b) Well water production rates

Figure B.13: Well production rates for 4 well segments with 4 control time steps
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6 well segments

(a) Total oil and water production profile for 6 well seg-
ment configuration.

(b) Variation of the BHP with time.

Figure B.14: Final water and oil production profiles for 2 well segments and corresponding
optimal BHP.

(a) Well oil production rates. (b) Well water production rates.

Figure B.15: Well production rates for 6 well segments with 2 control time steps.
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8 well segments

(a) Total oil and water production profile for 6 well seg-
ment configuration.

(b) Variation of the BHP with time.

Figure B.16: Final water and oil production profiles for 8 well segments and corresponding
optimal BHP.

(a) Well oil production rates. (b) Well water production rates.

Figure B.17: Well production rates for 8 well segments with 2 control time steps.



Appendix C

Driver Files

Appendix C is a compilation of the initial json driver file and the different json driver files
generated from the workflow for the corresponding number of well segments. These files are
used by FieldOpt to initialize the optimization runs.

Code listing C.1: Initial json driver file for a single well

1 {
2 "Global": {
3 "BookkeeperTolerance": 1e-08,
4 "Name": "1WSHOEBOXMODEL"
5 },
6 "Model": {
7 "ControlTimes": [
8 0,
9 365,

10 730,
11 1095,
12 1460,
13 1825,
14 2190,
15 2555,
16 2920,
17 3285,
18 3650,
19 4015,
20 4380
21 ],
22 "Reservoir": {
23 "Type": "FLOW"
24 },
25 "Wells": [
26 {

79
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27 "Controls": [
28 {
29 "BHP": 110,
30 "IsVariable": true,
31 "Mode": "BHP",
32 "Rate": 5000,
33 "TimeStep": 0
34 }
35 ],
36

37 "DefinitionType": "WellSpline",
38 "Group": "P",
39 "Name": "P1",
40 "PreferredPhase": "Oil",
41 "SplinePointArray": [
42 {
43 "IsVariable": false,
44 "x": 425,
45 "y": 737.5,
46 "z": 2005.0
47 },
48 {
49 "IsVariable": false,
50 "x": 1025,
51 "y": 737.5,
52 "z": 2005.0
53 }
54 ],
55 "Type": "Producer",
56 "WellboreRadius": 0.125
57 }
58 ]
59 },
60 "Optimizer": {
61 "Constraints": [
62 {
63 "Max": 130,
64 "Min": 80,
65 "Type": "BHP",
66 "Wells": [
67 "P1"
68 ]
69 }
70 ],
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71 "Mode": "Maximize",
72 "Objective": {
73 "NPVComponents": [
74 {
75 "COMMENT": "Coefficient: 60 $/barrel * 6.2898 barrel/sm3 =

377.388",
76 "Coefficient": 377.388,
77 "DiscountFactor": 0.08,
78 "Interval": "Yearly",
79 "Property": "CumulativeOilProduction",
80 "TimeStep": -1,
81 "UseDiscountFactor": true
82 },
83 {
84 "COMMENT": "Coefficient: -24 $/barrel * 6.2898 barrel/sm3 =

-150.5992",
85 "Coefficient": -150.9552,
86 "DiscountFactor": 0.08,
87 "Interval": "Yearly",
88 "Property": "CumulativeWaterProduction",
89 "TimeStep": -1,
90 "UseDiscountFactor": true
91 }
92 ],
93 "SeparateHorizontalAndVertical": false,
94 "Type": "NPV",
95 "UseWellCost": true,
96 "WellCost": 7500,
97 "WellCostXY": 0,
98 "WellCostZ": 0
99 },

100 "Parameters": {
101 "MaxGenerations": 25,
102 "PSO-LearningFactor1": 2,
103 "PSO-LearningFactor2": 2,
104 "PSO-SwarmSize": 25,
105 "PSO-VelocityScale": 0.25
106 },
107 "Type": "PSO"
108 },
109 "Simulator": {
110 "ExecutionScript": "bash_flow",
111 "FluidModel": "BlackOil",
112 "ScheduleFile": "include/1WSHOEBOXMODEL_SCH.INC",
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113 "Type": "Flow"
114 }
115 }

Code listing C.2: Generated json driver file for 2 well segment configuration

1 {
2 "Global": {
3 "BookkeeperTolerance": 1e-08,
4 "Name": "2WSHOEBOXMODEL"
5 },
6 "Model": {
7 "ControlTimes": [
8 0,
9 365,

10 730,
11 1095,
12 1460,
13 1825,
14 2190,
15 2555,
16 2920,
17 3285,
18 3650,
19 4015,
20 4380
21 ],
22 "Reservoir": {
23 "Type": "FLOW"
24 },
25 "Wells": [
26 {
27 "Controls": [
28 {
29 "BHP": 100,
30 "IsVariable": true,
31 "Mode": "BHP",
32 "TimeStep": 0
33 }
34 ],
35 "DefinitionType": "WellSpline",
36 "Group": "P",
37 "Name": "P1",
38 "PreferredPhase": "Oil",
39 "SplinePointArray": [
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40 {
41 "IsVariable": false,
42 "x": 425.0,
43 "y": 730.0,
44 "z": 2005.0
45 },
46 {
47 "IsVariable": false,
48 "x": 712.5,
49 "y": 730.0,
50 "z": 2005.0
51 }
52 ],
53 "Type": "Producer",
54 "WellboreRadius": 0.125
55 },
56 {
57 "Controls": [
58 {
59 "BHP": 90,
60 "IsVariable": true,
61 "Mode": "BHP",
62 "TimeStep": 0
63 }
64 ],
65 "DefinitionType": "WellSpline",
66 "Group": "P",
67 "Name": "P2",
68 "PreferredPhase": "Oil",
69 "SplinePointArray": [
70 {
71 "IsVariable": false,
72 "x": 737.5,
73 "y": 730.0,
74 "z": 2005.0
75 },
76 {
77 "IsVariable": false,
78 "x": 1025.0,
79 "y": 730.0,
80 "z": 2005.0
81 }
82 ],
83 "Type": "Producer",
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84 "WellboreRadius": 0.125
85 }
86 ]
87 },
88 "Optimizer": {
89 "Constraints": [
90 {
91 "Max": 130,
92 "Min": 80,
93 "Type": "BHP",
94 "Wells": [
95 "P1",
96 "P2"
97 ]
98 }
99 ],

100 "Mode": "Maximize",
101 "Objective": {
102 "NPVComponents": [
103 {
104 "COMMENT": "Coefficient: 60 $/barrel * 6.2898 barrel/sm3 =

377.388",
105 "Coefficient": 377.388,
106 "DiscountFactor": 0.08,
107 "Interval": "Yearly",
108 "Property": "CumulativeOilProduction",
109 "TimeStep": -1,
110 "UseDiscountFactor": true
111 },
112 {
113 "COMMENT": "Coefficient: -24 $/barrel * 6.2898 barrel/sm3 =

-150.9552",
114 "Coefficient": -150.9552,
115 "DiscountFactor": 0.08,
116 "Interval": "Yearly",
117 "Property": "CumulativeWaterProduction",
118 "TimeStep": -1,
119 "UseDiscountFactor": true
120 }
121 ],
122 "Type": "NPV",
123 "UseWellCost": true,
124 "WellCost": 75000,
125 "WellCostXY": 0,
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126 "WellCostZ": 0
127 },
128 "Parameters": {
129 "MaxGenerations": 25,
130 "PSO-LearningFactor1": 2,
131 "PSO-LearningFactor2": 2,
132 "PSO-SwarmSize": 25,
133 "PSO-VelocityScale": 0.25
134 },
135 "Type": "PSO"
136 },
137 "Simulator": {
138 "ExecutionScript": "bash_flow",
139 "FluidModel": "BlackOil",
140 "ScheduleFile": "include/2WSHOEBOXMODEL_SCH.INC",
141 "Type": "FLOW"
142 }
143 }

Code listing C.3: Generated json driver file for 4 well segment configuration

1 {
2 "Global": {
3 "BookkeeperTolerance": 1e-08,
4 "Name": "4WSHOEBOXMODEL"
5 },
6 "Model": {
7 "ControlTimes": [
8 0,
9 365,

10 730,
11 1095,
12 1460,
13 1825,
14 2190,
15 2555,
16 2920,
17 3285,
18 3650,
19 4015,
20 4380
21 ],
22 "Reservoir": {
23 "Type": "FLOW"
24 },
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25 "Wells": [
26 {
27 "Controls": [
28 {
29 "BHP": 110,
30 "IsVariable": true,
31 "Mode": "BHP",
32 "TimeStep": 0
33 }
34 ],
35 "DefinitionType": "WellSpline",
36 "Group": "P",
37 "Name": "P1",
38 "PreferredPhase": "Oil",
39 "SplinePointArray": [
40 {
41 "IsVariable": false,
42 "x": 425.0,
43 "y": 730.0,
44 "z": 2005.0
45 },
46 {
47 "IsVariable": false,
48 "x": 556.2,
49 "y": 730.0,
50 "z": 2005.0
51 }
52 ],
53 "Type": "Producer",
54 "WellboreRadius": 0.125
55 },
56 {
57 "Controls": [
58 {
59 "BHP": 110,
60 "IsVariable": true,
61 "Mode": "BHP",
62 "TimeStep": 0
63 }
64 ],
65 "DefinitionType": "WellSpline",
66 "Group": "P",
67 "Name": "P2",
68 "PreferredPhase": "Oil",
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69 "SplinePointArray": [
70 {
71 "IsVariable": false,
72 "x": 581.2,
73 "y": 730.0,
74 "z": 2005.0
75 },
76 {
77 "IsVariable": false,
78 "x": 712.5,
79 "y": 730.0,
80 "z": 2005.0
81 }vpn.ntnu.no
82 ],
83 "Type": "Producer",
84 "WellboreRadius": 0.125
85 },
86 {
87 "Controls": [
88 {
89 "BHP": 110,
90 "IsVariable": true,
91 "Mode": "BHP",
92 "TimeStep": 0
93 }
94 ],
95 "DefinitionType": "WellSpline",
96 "Group": "P",
97 "Name": "P3",
98 "PreferredPhase": "Oil",
99 "SplinePointArray": [

100 {
101 "IsVariable": false,
102 "x": 737.5,
103 "y": 730.0,
104 "z": 2005.0
105 },
106 {
107 "IsVariable": false,
108 "x": 868.8,
109 "y": 730.0,
110 "z": 2005.0
111 }
112 ],
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113 "Type": "Producer",
114 "WellboreRadius": 0.125
115 },
116 {
117 "Controls": [
118 {
119 "BHP": 110,
120 "IsVariable": true,
121 "Mode": "BHP",
122 "TimeStep": 0
123 }
124 ],
125 "DefinitionType": "WellSpline",
126 "Group": "P",
127 "Name": "P4",
128 "PreferredPhase": "Oil",
129 "SplinePointArray": [
130 {
131 "IsVariable": false,
132 "x": 893.8,
133 "y": 730.0,
134 "z": 2005.0
135 },
136 {
137 "IsVariable": false,
138 "x": 1025.0,
139 "y": 730.0,
140 "z": 2005.0
141 }
142 ],
143 "Type": "Producer",
144 "WellboreRadius": 0.125
145 }
146 ]
147 },
148 "Optimizer": {
149 "Constraints": [
150 {
151 "Max": 130,
152 "Min": 80,
153 "Type": "BHP",
154 "Wells": [
155 "P1",
156 "P2",
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157 "P3",
158 "P4"
159 ]
160 }
161 ],
162 "Mode": "Maximize",
163 "Objective": {
164 "NPVComponents": [
165 {
166 "COMMENT": "Coefficient: 60 $/barrel * 6.2898 barrel/sm3 =

377.388",
167 "Coefficient": 377.388,
168 "DiscountFactor": 0.08,
169 "Interval": "Yearly",
170 "Property": "CumulativeOilProduction",
171 "TimeStep": -1,
172 "UseDiscountFactor": true
173 },
174 {
175 "COMMENT": "Coefficient: -24 $/barrel * 6.2898 barrel/sm3 =

-150.9552",
176 "Coefficient": -150.9552,
177 "Divpn.ntnu.noscountFactor": 0.08,
178 "Interval": "Yearly",
179 "Property": "CumulativeWaterProduction",
180 "TimeStep": -1,
181 "UseDiscountFactor": true
182 },
183 {
184 "COMMENT": "Coefficient: -2 $/barrel * 6.2898 barrel/sm3 =

-12.580",
185 "Coefficient": -12.58,
186 "DiscountFactor": 0.08,
187 "Interval": "Yearly",
188 "Property": "CumulativeWaterInjection",
189 "TimeStep": -1,
190 "UseDiscountFactor": true
191 }
192 ],
193 "SeparateHorizontalAndVertical": false,
194 "Type": "NPV",
195 "UseWellCost": true,
196 "WellCost": 75000,
197 "WellCostXY": 0,
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198 "WellCostZ": 0
199 },
200 "Parameters": {
201 "MaxGenerations": 100,
202 "PSO-LearningFactor1": 2,
203 "PSO-LearningFactor2": 2,
204 "PSO-SwarmSize": 50,
205 "PSO-VelocityScale": 0.25
206 },
207 "Type": "PSO"
208 },
209 "Simulator": {
210 "ExecutionScript": "bash_flow",
211 "FluidModel": "BlackOil",
212 "ScheduleFile": "include/4WSHOEBOXMODEL_SCH.INC",
213 "Type": "FLOW"
214 }
215 }

Code listing C.4: Generated json driver file for 6 well segment configuration

1 {
2 "Global": {
3 "BookkeeperTolerance": 1e-08,
4 "Name": "6WSHOEBOXMODEL"
5 },
6 "Model": {
7 "ControlTimes": [
8 0,
9 365,

10 730,
11 1095,
12 1460,
13 1825,
14 2190,
15 2555,
16 2920,
17 3285,
18 3650,
19 4015,
20 4380
21 ],
22 "Reservoir": {
23 "Type": "FLOW"
24 },
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25 "Wells": [
26 {
27 "Controls": [
28 {
29 "BHP": 110 ,
30 "IsVariable": true,
31 "Mode": "BHP",
32 "TimeStep": 0
33 }
34 ],
35 "DefinitionType": "WellSpline",
36 "Group": "P",
37 "Name": "P1",
38 "PreferredPhase": "Oil",
39 "SplinePointArray": [
40 {
41 "IsVariable": false,
42 "x": 425.0,
43 "y": 730.0,
44 "z": 2005.0
45 },
46 i have to note that {
47 "IsVariable": false,
48 "x": 504.2,
49 "y": 730.0,
50 "z": 2005.0
51 }
52 ],
53 "Type": "Producer",
54 "WellboreRadius": 0.125
55 },
56 {
57 "Controls": [
58 {
59 "BHP": 110 ,
60 "IsVariable": true,
61 "Mode": "BHP",
62 "TimeStep": 0
63 }
64 ],
65 "DefinitionType": "WellSpline",
66 "Group": "P",
67 "Name": "P2",
68 "PreferredPhase": "Oil",
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69 "SplinePointArray": [
70 {
71 "IsVariable": false,
72 "x": 529.2,
73 "y": 730.0,
74 "z": 2005.0
75 },
76 {
77 "IsVariable": false,
78 "x": 608.3,
79 "y": 730.0,
80 "z": 2005.0
81 }
82 ],
83 "Type": "Producer",
84 "WellboreRadius": 0.125
85 },
86 {
87 "Controls": [
88 {
89 "BHP": 110 ,
90 "IsVariable": true,
91 "Mode": "BHP",
92 "TimeStep": 0
93 }
94 ],
95 "DefinitionType": "WellSpline",
96 "Group": "P",
97 "Name": "P3",
98 "PreferredPhase": "Oil",
99 "SplinePointArray": [

100 {
101 "IsVariable": false,
102 "x": 633.3,
103 "y": 730.0,
104 "z": 2005.0
105 },
106 {
107 "IsVariable": false,
108 "x": 712.5,
109 "y": 730.0,
110 "z": 2005.0
111 }
112 ],
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113 "Type": "Producer",
114 "WellboreRadius": 0.125
115 },
116 {
117 "Controls": [
118 {
119 "BHP":110,
120 "IsVariable": true,
121 "Mode": "BHP",
122 "TimeStep": 0
123 }
124 ],
125 "DefinitionType": "WellSpline",
126 "Group": "P",
127 "Name": "P4",
128 "PreferredPhase": "Oil",
129 "SplinePointArray": [
130 {
131 "IsVariable": false,
132 "x": 737.5,
133 "y": 730.0,
134 "z": 2005.0
135 },
136 {
137 "IsVariable": false,
138 "x": 816.7,
139 "y": 730.0,
140 "z": 2005.0
141 }
142 ],
143 "Type": "Producer",
144 "WellboreRadius": 0.125
145 },
146 {
147 "Controls": [
148 {
149 "BHP": 110,
150 "IsVariable": true,
151 "Mode": "BHP",
152 "TimeStep": 0
153 }
154 ],
155 "DefinitionType": "WellSpline",
156 "Group": "P",
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157 "Name": "P5",
158 "PreferredPhase": "Oil",
159 "SplinePointArray": [
160 {
161 "IsVariable": false,
162 "x": 841.7,
163 "y": 730.0,
164 "z": 2005.0
165 },
166 {
167 "IsVariable": false,
168 "x": 920.8,
169 "y": 730.0,
170 "z": 2005.0
171 }
172 ],
173 "Type": "Producer",
174 "WellboreRadius": 0.125
175 },
176 {
177 "Controls": [
178 {
179 "BHP": 110,
180 "IsVariable": true,
181 "Mode": "BHP",
182 "TimeStep": 0
183 }
184 ],
185 "DefinitionType": "WellSpline",
186 "Group": "P",
187 "Name": "P6",
188 "PreferredPhase": "Oil",
189 "SplinePointArray": [
190 {
191 "IsVariable": false,
192 "x": 945.8,
193 "y": 730.0,
194 "z": 2005.0
195 },
196 {
197 "IsVariable": false,
198 "x": 1025.0,
199 "y": 730.0,
200 "z": 2005.0



Chapter C: Driver Files 95

201 }
202 ],
203 "Type": "Producer",
204 "WellboreRadius": 0.125
205 }
206 ]
207 },
208 "Optimizer": {
209 "Constraints": [
210 {
211 "Max": 130,
212 "Min": 80,
213 "Type": "BHP",
214 "Wells": [
215 "P1",
216 "P2",
217 "P3",
218 "P4",
219 "P5",
220 "P6"
221 ]
222 }
223 ],
224 "Mode": "Maximize",
225 "Objective": {
226 "NPVComponents": [
227 {
228 "COMMENT": "Coefficient: 60 $/barrel * 6.2898 barrel/sm3 =

377.388",
229 "Coefficient": 377.388,
230 "DiscountFactor": 0.08,
231 "Interval": "Yearly",
232 "Property": "CumulativeOilProduction",
233 "TimeStep": -1,
234 "UseDiscountFactor": true
235 },
236 {
237 "COMMENT": "Coefficient: -24 $/barrel * 6.2898 barrel/sm3 =

-150.5992",
238 "Coefficient": -150.9552,
239 "DiscountFactor": 0.08,
240 "Interval": "Yearly",
241 "Property": "CumulativeWaterProduction",
242 "TimeStep": -1,
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243 "UseDiscountFactor": true
244 }
245 ],
246 "SeparateHorizontalAndVertical": false,
247 "Type": "NPV",
248 "UseWellCost": true,
249 "WellCost": 75000,
250 "WellCostXY": 0,
251 "WellCostZ": 0
252 },
253 "Parameters": {
254 "MaxGenerations": 50,
255 "PSO-LearningFactor1": 2,
256 "PSO-LearningFactor2": 2,
257 "PSO-SwarmSize": 75,
258 "PSO-VelocityScale": 0.25
259 },
260 "Type": "PSO"
261 },
262 "Simulator": {
263 "ExecutionScript": "bash_flow",
264 "FluidModel": "BlackOil",
265 "ScheduleFile": "include/6WSHOEBOXMODEL_SCH.INC",
266 "Type": "Flow"
267 }
268 }

Code listing C.5: Generated json driver file for 8 well segment configuration

1 {
2 "Global": {
3 "BookkeeperTolerance": 1e-08,
4 "Name": "8WSHOEBOXMODEL"
5 },
6 "Model": {
7 "ControlTimes": [
8 0,
9 365,

10 730,
11 1095,
12 1460,
13 1825,
14 2190,
15 2555,
16 2920,
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17 3285,
18 3650,
19 4015,
20 4380
21 ],
22 "Reservoir": {
23 "Type": "FLOW"
24 },
25 "Wells": [
26 {
27 "Controls": [
28 {
29 "BHP": 110,
30 "IsVariable": true,
31 "Mode": "BHP",
32 "TimeStep": 0
33 }
34 ],
35 "DefinitionType": "WellSpline",
36 "Group": "P",
37 "Name": "P1",
38 "PreferredPhase": "Oil",
39 "SplinePointArray": [
40 {
41 "IsVariable": false,
42 "x": 425.0,
43 "y": 730.0,
44 "z": 2005.0
45 },
46 {
47 "IsVariable": false,
48 "x": 478.1,
49 "y": 730.0,
50 "z": 2005.0
51 }
52 ],
53 "Type": "Producer",
54 "WellboreRadius": 0.125
55 },
56 {
57 "Controls": [
58 {
59 "BHP": 110,
60 "IsVariable": true,
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61 "Mode": "BHP",
62 "TimeStep": 0
63 }
64 ],
65 "DefinitionType": "WellSpline",
66 "Group": "P",
67 "Name": "P2",
68 "PreferredPhase": "Oil",
69 "SplinePointArray": [
70 {
71 "IsVariable": false,
72 "x": 503.1,
73 "y": 730.0,
74 "z": 2005.0
75 },
76 {
77 "IsVariable": false,
78 "x": 556.2,
79 i have to note that "y": 730.0,
80 "z": 2005.0
81 }
82 ],
83 "Type": "Producer",
84 "WellboreRadius": 0.125
85 },
86 {
87 "Controls": [
88 {
89 "BHP": 110,
90 "IsVariable": true,
91 "Mode": "BHP",
92 "TimeStep": 0
93 }
94 ],
95 "DefinitionType": "WellSpline",
96 "Group": "P",
97 "Name": "P3",
98 "PreferredPhase": "Oil",
99 "SplinePointArray": [

100 {
101 "IsVariable": false,
102 "x": 581.2,
103 "y": 730.0,
104 "z": 2005.0
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105 },
106 {
107 "IsVariable": false,
108 "x": 634.4,
109 "y": 730.0,
110 "z": 2005.0
111 }
112 ],
113 "Type": "Producer",
114 "WellboreRadius": 0.125
115 },
116 {
117 "Controls": [
118 {
119 "BHP": 110,
120 "IsVariable": true,
121 "Mode": "BHP",
122 "TimeStep": 0
123 }
124 ],
125 "DefinitionType": "WellSpline",
126 "Group": "P",
127 "Name": "P4",
128 "PreferredPhase": "Oil",
129 "SplinePointArray": [
130 {
131 "IsVariable": false,
132 "x": 659.4,
133 "y": 730.0,
134 "z": 2005.0
135 },
136 {
137 "IsVariable": false,
138 "x": 712.5,
139 "y": 730.0,
140 "z": 2005.0
141 }
142 ],
143 "Type": "Producer",
144 "WellboreRadius": 0.125
145 },
146 {
147 "Controls": [
148 {
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149 "BHP": 110,
150 "IsVariable": true,
151 "Mode": "BHP",
152 "TimeStep": 0
153 }
154 ],
155 "DefinitionType": "WellSpline",
156 "Group": "P",
157 "Name": "P5",
158 "PreferredPhase": "Oil",
159 "SplinePointArray": [
160 {
161 "IsVariable": false,
162 "x": 737.5,
163 "y": 730.0,
164 "z": 2005.0
165 },
166 {
167 "IsVariable": false,
168 "x": 790.6,
169 "y": 730.0,
170 "z": 2005.0
171 }
172 ],
173 "Type": "Producer",
174 "WellboreRadius": 0.125
175 },
176 {
177 "Controls": [
178 {
179 "BHP": 110,
180 "IsVariable": true,
181 "Mode": "BHP",
182 "TimeStep": 0
183 }
184 ],
185 "DefinitionType": "WellSpline",
186 "Group": "P",
187 "Name": "P6",
188 "PreferredPhase": "Oil",
189 "SplinePointArray": [
190 {
191 "IsVariable": false,
192 "x": 815.6,
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193 "y": 730.0,
194 "z": 2005.0
195 },
196 {
197 "IsVariable": false,
198 "x": 868.8,
199 "y": 730.0,
200 "z": 2005.0
201 }
202 ],
203 "Type": "Producer",
204 "WellboreRadius": 0.125
205 },
206 {
207 "Controls": [
208 {
209 "BHP": 110,
210 "IsVariable": true,
211 "Mode": "BHP",
212 "TimeStep": 0
213 }
214 ],
215 "DefinitionType": "WellSpline",
216 "Group": "P",
217 "Name": "P7",
218 "PreferredPhase": "Oil",
219 "SplinePointArray": [
220 {
221 "IsVariable": false,
222 "x": 893.8,
223 "y": 730.0,
224 "z": 2005.0
225 },
226 {
227 "IsVariable": false,
228 "x": 946.9,
229 "y": 730.0,
230 "z": 2005.0
231 }
232 ],
233 "Type": "Producer",
234 "WellboreRadius": 0.125
235 },
236 {
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237 "Controls": [
238 {
239 "BHP": 110,
240 "IsVariable": true,
241 "Mode": "BHP",
242 "TimeStep": 0
243 }
244 ],
245 "DefinitionType": "WellSpline",
246 "Group": "P",
247 "Name": "P8",
248 "PreferredPhase": "Oil",
249 "SplinePointArray": [
250 {
251 "IsVariable": false,
252 "x": 971.9,
253 "y": 730.0,
254 "z": 2005.0
255 },
256 {
257 "IsVariable": false,
258 "x": 1025.0,
259 "y": 730.0,
260 "z": 2005.0
261 }
262 ],
263 "Type": "Producer",
264 "WellboreRadius": 0.125
265 }
266 ]
267 },
268 "Optimizer": {
269 "Constraints": [
270 {
271 "Max": 130,
272 "Min": 80,
273 "Type": "BHP",
274 "Wells": [
275 "P1",
276 "P2",
277 "P3",
278 "P4",
279 "P5",
280 "P6",
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281 "P7",
282 "P8"
283 ]
284 }
285 ],
286 "Mode": "Maximize",
287 "Objective": {
288 "NPVComponents": [
289 {
290 "COMMENT": "Coefficient: 60 $/barrel * 6.2898 barrel/sm3 =

377.388",
291 "Coefficient": 377.388,
292 "DiscountFactor": 0.08,
293 i have to note that "Interval": "Yearly",
294 "Property": "CumulativeOilProduction",
295 "TimeStep": -1,
296 "UseDiscountFactor": true
297 },
298 {
299 "COMMENT": "Coefficient: -24 $/barrel * 6.2898 barrel/sm3 =

-150.5992",
300 "Coefficient": -150.9552,
301 "DiscountFactor": 0.08,
302 "Interval": "Yearly",
303 "Property": "CumulativeWaterProduction",
304 i have to note that "TimeStep": -1,
305 "UseDiscountFactor": true
306 },
307 ],
308 "SeparateHorizontalAndVertical": false,
309 "Type": "NPV",
310 "UseWellCost": true,
311 "WellCost": 75000,
312 "WellCostXY": 0,
313 "WellCostZ": 0
314 },
315 "Parameters": {
316 "MaxGenerations": 100,
317 "PSO-LearningFactor1": 2,
318 "PSO-LearningFactor2": 2,
319 "PSO-SwarmSize": 100,
320 "PSO-VelocityScale": 0.25
321 },
322 "Type": "PSO"
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323 },
324 "Simulator": {
325 "ExecutionScript": "bash_flow",
326 "FluidModel": "BlackOil",
327 "ScheduleFile": "include/8WSHOEBOXMODEL_SCH.INC",
328 "Type": "Flow"
329 }
330 }
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