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Abstract

This thesis presents the results obtained from mathematical simulations of an
autonomous underwater net cleaning robot to be used in an aquaculture environ-
ment to prevent one of the main challenges in the fish farming industry; biofouling
on the fish cage structure. Furthermore, the report focuses on solving the motion
planning problem with the use of the Elastic Band Method (EBM). The EBM was
developed in MATLAB and implemented in FhSim for simulations with Mithal’s
state of the art biofouling prevention robotic concept Remora, and with a con-
ventional free-swimming Remotely Operated Vehicle (ROV) for comparison with
more traditional cleaning solutions to demonstrate the applicability of the EBM in
different underwater robotic systems. A series of stepwise simulation experiments
for testing the method are presented, starting with simulations to verify basic ele-
ments before more complex operations resembling actual autonomous biofouling
prevention and cleaning operation was conducted:

• The robot’s initial path is chosen in advance of the operation before the EBM
adapts the path in each time-step to avoid the added static and dynamic
regions of avoidance and finds a new feasible alternative path.

• Ocean current was introduced, and thus deforming the net structure of
the fish cage. The planner’s ability to adapt the path around the regions
of avoidance while compensating for the environmental disturbances was
evaluated.

• Lastly, the disturbances were combined with a realistic net-cleaning proced-
ure with added complexity in the vehicle needing to return to a docking
station (provided as a fixed point) to recharge during the operation before
continuing where it left off.

Through the various experiments, the time complexity of the method showed
promising results, implying use in a real-time application. The tuning possibil-
ities of the EBM made obstacle avoidance possible with both static and dynamic
regions of avoidance, with ocean current deforming the net. The same was ob-
tained during the simulations of the ROV, indicating that the method can be used
in several underwater aquaculture applications on multiple vehicle types. As the
results showed, the method might be suitable for use on a specialised vehicle de-
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signed to crawl on the net, as well as a conventional ROV, in a dynamic aquacul-
ture environment. The method should be and are planned to be tested in a real-life
situation in a simulated environment aimed to resemble a fish cage in a lab trial
after this thesis to verify the results obtained from the numerical simulations.

The results of this thesis have been submitted as an abstract to OCEANS 2021 and
are attached in Appendix B. Experimental validation of the developed concepts in
lab and field trials are planned and will target journal publication.
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Samandrag

Denne oppgåva presenterar resultata frå matematiske simuleringar av ein autonom
undervanns notvaskarrobot som skal brukast i eit havbruksmiljø for å forhindra ei
av hovedutfordringane i oppdrettsnæringa; biobegroing på merdstrukturen. Vid-
are, fokuserar rapporten på å løyse bevegelse planleggingsproblemet ved å bruke
Elastic Band Method (EBM). EBM blei utvikla i MATLAB og implementert i FhSim
for simulering av Mithal sitt moderne robot konsept for forhindring av biobegro-
ing, Remora, og med ein meir konvensjonell Remotely Operated Vehicle (ROV)
for samanlikning av meir tradisjonelle reingjeringsmetodar, samt demonstrere an-
vendelegheita til EBM i forskjellige robotsystem under vann. Ein serie trinnvise
simuleringseksperiment for testing av metoden er presentert, og startar med sim-
uleringar for å verifisere grunnleggjande element før meir komplekse operasjonar
som liknar faktisk autonome operasjonar for forhindring og reingjering av biobe-
groing har blitt gjennomført:

• Roboten sin opphavlege bane blir valt av ein operatør i forkant av operas-
jonen, deretter tilpassar EBM banen i kvart tidssteg for å unngå dei tilførte
statiske og dynamiske hindringane og finner ein gjennomførleg alternativ
bane.

• Havstraum blei introdusert og deformererte dermed merda sin nettstruktur.
Planleggarens evne til å tilpasse banen rundt hindringane og kompensere
for miljøforstyrringane blei evaluert.

• Til slutt blei forstyrringane kombinert i ein realistisk not-reingjeringsprosedyre
med tilført kompleksitet i form av at roboten må returnere til dokkingstas-
jonen (gitt som eit fast punkt) for å lade batteriet under operasjonen, før
den fortset der den slapp.

Gjennom dei forskjellige eksperimenta viste tidskompleksiteten til metoden lovande
resultat, som tyder på at metoden kan brukast i sanntidsapplikasjonar. Moglegheita
for å stille inn EBM til ønska oppførsel gjorde at roboten unngikk både statiske
og dynamiske hindringar medan systemet var utsett for havstraum. Dei same res-
ultata var observert etter simulering av ROV’en, noko som indikerer at metoden
kan bli brukt i fleire applikasjonar under vann i eit havbruksmiljø. Som resultata
viste, kan metoden være egna for bruk på eit spesiallaga køyretøy som er designa
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for å krabbe på nettet, i tillegg til konvensjonelle ROV’ar, i eit dynamisk miljø.
Metoden bør bli, og er planlagt, testa i ein verkeleg situasjon i eit simulert miljø
som har til hensikt å likne ei oppdrettsmerd i eit laboratorieforsøk etter denne
oppgåva for å verifisere resultata frå dei numeriske simuleringane.

Resultata frå denne oppgåva har blitt sendt inn som eit samandrag til OCEANS
2021 og er lagt ved i Appendix B. Eksperimentell validering av det utvikla konsep-
tet i laboratorie- og feltforsøk er planlagd og er sikta mot ein tidskriftpublikasjon.
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Chapter 1

Introduction

This master’s thesis is a part of a research project called NetClean 24/7, where
SINTEF Ocean and NTNU are research partners. Mithal AS is the project owner,
and together with Nordlaks Oppdrett AS and Xylem Aanderaa AS, NetClean 24/7
aims to make fish farming more sustainable and future-oriented by developing a
state of the art net cleaning robot [1]. The amount of time and the costs associated
with net cleaning today are significant as the current solutions require a consid-
erable amount of manual labour. The net cleaning operations are carried out at
different intervals, depending on the season, and it may be difficult for the fish
farmers to acquire the net cleaning services during peak seasons. This may lead
to extended periods of sub-optimal conditions for the fish and the structures. The
NetClean 24/7 project aims to develop a permanently resident, autonomous ro-
bot that will continuously groom the nets and ensure that the biofouling colonies
cannot establish.

This thesis presents solutions for autonomous motion planning during biofouling
mitigation operations. The results presented are of high importance to developing
autonomous functions in the robot, as no such functions exist in literature today
for a net cleaning robot. Through a literature study and extensive simulations,
a method that fulfils specific requirements related to aquaculture applications is
proposed to solve the motion planning problem.

The specialisation project conducted in the autumn of 2020 completed a liter-
ature review with corresponding simulations of several motion planners for the
same underwater net cleaning robot [2]. Therefore, some of the work is reused
in this thesis and will be stated where necessary. This chapter is motivated by the
specialisation project but elaborated further where needed.

1



1.1 Background

In 1971 the first farmed fish was produced in Norway, but the industry did not
break through until the mid-1990s. Due to the nutritious fjords providing the right
conditions, aquaculture has had an astonishing growth, leading to Norway be-
coming one of the primary producers of Atlantic salmon with over 3500 fish cages
along the coast [3]. However, this growth has stagnated due to strict governmental
regulations introduced as a measure to prevent the spread of salmon lice. In par-
ticular, a three-tiered system known as the traffic light system was introduced in
2020 [4]. Based on the number of salmon lice in the local area, the production
capacity can either increase, decrease, or remain the same. Therefore, it is crucial
to work towards a sustainable industry to increase further the amounts of food
produced and improve fish welfare.

A typical fish cage used in Norway is a simple, robust and flexible construction
ideal for rough conditions. They consist of a floating element at the top, a net
in the middle, and a sinking element at the bottom to stretch the net, achieving
maximum volume inside the cage. These structures are susceptible to the accu-
mulation of biofouling which is a major problem and cost factor in the production
[5]. Biofouling can be defined as the unwanted growth of organisms (e.g. hy-
droids, mussels, algae) at artificial substrates. Some of the challenges caused by
biofouling are:

• Modified hydrodynamics in and around the cage affecting the water quality
and the cage volume and stability.

• Increased disease risk due to biofoulers and associated pathogens.
• Reservoirs for non-indigenous species.

It was previously believed that biofouling had negative behavioural impacts on
cleaner fish, which are used as a biological control agent against sea lice, as it was
believed that the cleaner fish was grazing on the biofouling. It is, however, not
scientifically proven that biofouling leads them to eat less salmon lice [6]. In fact,
a study has found that biofouling has a positive effect on cleaner fish [7].

Biofouling control represents 5-10% of the production cost in the aquaculture
industry [8]. The current biofouling mitigation solutions often make use of high-
pressure cleaning robots that are partially automated. They still require substan-
tial human involvement and are carried out at regular intervals, typically every
5-14 days depending on the season. This is both time-consuming and expensive,
and the periodic routine leads to sub-optimal conditions both in advance, during,
and after the cleaning process. In addition, the nets in a fish cage are often coated
in special, antifouling coatings that contain copper oxide, cadmium and zinc [9].
High-pressure washers reduce the lifetime of this antifouling coating and release
harmful substances into the environment. This, together with a large amount of
biofouling released simultaneously, can cause a poor and stressful environment
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for the fish inside the cage and in the nearby cages [5].

Due to the increase in fish farming locations along the coast of Norway, the area of
suitable and available space is limited, which has led to a gradual move towards
exposed coastal locations [10]. Exposed locations are subject to more extreme en-
vironmental forces, such as wind and ocean currents, and in an already dangerous
profession, health, safety, and environment become extra important. Findings in
[10] points towards autonomous systems and technologies for remote operation
as a part of the solution to increasing fish farming safety.

Keeping the level of biofouling to a minimum is essential when creating a stable
and predictable living environment for the salmon. Increasing fish welfare, pro-
duction efficiency and reducing the risk of wear, causing unwanted incidents at
the site. Therefore it is expedient to investigate a new management solution for
biofouling prevention where the objective is to have an automated robotic system
operating in fish farms to solve the challenges discussed above.

1.2 Motivation

The NetClean 24/7 aims to address this challenge using a tetherless net cleaning
robot called Remora and introduce autonomous continuous net cleaning. This
method would clean less intense more often, reducing personnel needs and hence
HSE risks during cleaning operations. Furthermore, the method will save costs and
create a less variant environment for the fish. Besides maintaining the marine
environment by reducing the abrasion of the antifouling coating on the net, it
also prevents biofouling from accumulating over time, reducing the danger of
incidents.

Figure 1.1: Image of the Remora vehicle. Image courtesy of Mithal AS, [11].

Figure 1.1 shows an image of the Remora. The vehicle has two belts and one
thruster on the top to force it onto the net, such that it can traverse the net in any
direction. A brush underneath the vehicle will irritate the biofouling organisms
recurrently such that the biofouling levels are limited [1]. Autonomous continu-
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ous cleaning would not make as significant an impact with regards to disturbing
the fish when cleaning, ensuring an invariable environment. By implementing a
docking station, the robot can charge and transfer data autonomously at any time.

The Remora vehicle aims to be a fully automated robot working without human
interaction while performing the cleaning operation. It has a limited power source,
making motion planning highly critical for a successful net cleaning operation. The
requirements needed for this application is that the robot needs to plan, adapt and
follow a path to ensure the underneath brush covers the whole net.

1.3 Scope

The focus of this project is applying a path planning method on the Remora vehicle
in an aquaculture environment. Through realistic simulations, the path planner is
evaluated and later discussed in detail.

Previous work implemented a simple path planning algorithm and controllers un-
der the assumption of ideal conditions [12]. This project aims to improve the
performance of the path planner and extend the area of use. A literature study re-
garding path planners was conducted during the preceding specialisation project,
where real-time possibilities and obstacle avoidance were highly valued criteria.
The three most promising methods for this application were studied in greater
detail with simple simulations. Together with the cellular decomposition method,
the Elastic Band Method (EBM) showed promising results to cope with dynamic
non-optimal conditions.

This thesis will focus on the implementation and simulation of the EBM used on
a mathematical model of the Remora vehicle in a fish cage with environmental
disturbances.

1.4 Structure

The report is structured as follows: Chapter 2 presents theory about motion plan-
ning, focusing on the EBM. Chapter 3 concerns the implementation and describes
the chosen path planner and the simulation cases. Chapter 4 presents the results
from the simulation cases, before Chapter 5 discuss the findings, while Chapter 6
concludes the thesis.

Throughout the report, animations of the motion planning algorithm illustrate the
concepts of the method and the results obtained from simulation. These can be
viewed in an applicable PDF-viewer, e.g. the Adobe Acrobat Reader. A correspond-
ing series of static figures are also provided in Appendix A for those who cannot
see the animations.
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Chapter 2

Theory

Parts of this chapter is based on the preceding specialisation project [2]. More
specifically, Section 2.2 are adapted from the specialisation project with some
modifications to elaborate further. Section 2.1 and Section 2.3 supply new theory
needed in this thesis. More details from the specialisation project can be found in
[2].

This chapter focus on the motion planning part of the system. However, to un-
derstand what requirements needed in a motion planner, the following section
introduces the mathematical model of the Remora robot to be used in a fish cage
and its workspace.

2.1 Mathematical Model of the Remora

A mathematical model of the vehicle is crucial for realistic simulations and control
of the vehicle. For the most realistic results from the numerical simulations, a
precise model is desirable. Variables marked in bold is vectors and matrices, and
this notation is used throughout the report.

A 6-DOF marine craft Equations Of Motion (EOM) can be defined in matrix-vector
form as [13]

η̇= JΘ(η)ν

M ν̇+C(ν)ν+ D(ν)ν+ g (η) + g 0 = τ+τwind +τwave ,

where JΘ(η) is the transformation matrix, g (η) is the restoring forces and mo-
ments, and τ, τwind and τwave is the propulsion, wind and wave forces respect-
ively. M , C(ν) and D(ν) is the system intertia, coriolis-centripital and damping
matrix respectively. Furthermore are η, η̇ and ν defined from the notation of
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SNAME as [14]

η= [xn, yn, zn,φ,θ ,ψ]> (2.1)

η̇= [ ẋn, ẏn, żn, φ̇, θ̇ , ψ̇]> (2.2)

ν= [u, v, w, p, q, r]> . (2.3)

Note that (2.3) and φ,θ ,ψ is defined in BODY frame, as it is advantegous when
deriving the EOM [13]. The superscript n denotes variables represented in NED
frame.

As the Remora has belts that hold it onto the net, it only has two degrees of free-
dom on the net and one attitude degree of freedom. The workspace of the vehicle
is a cylindrical-shaped net. It is therefore intuitive and advantageous to convert
the representation from cartesian to cylindrical coordinates, reducing the states to
three states: η= [αv , D,ψ]>, and ν= [u, r]>. αv is the azimuth angle describing
the position along the circumference of the cage, while D is the depth along the
zn-axis. ψ represents the heading of the vehicle on the net, showed in Figure 2.1.
Furthermore, u is the speed in the x b axis, and r is the angular velocity around
the vehicles z-axis, zb.

xn

yn

αv

rc(t)

zn

ψ

D xb

Figure 2.1: Cylindrical coordinates. Image based on Figure 2.7 in [12].

This coordinate change has been exploited in [15] and used to develop a pre-
cise mathematical model of the Remora vehicle with reasonable assumptions. The
subscript r denotes the relative velocity in surge due to ocean currents, and ν̇r is
defined as [ur , r]>. When solving for ν̇r , the resulting model becomes

η̇= J c(ψ)ν

ν̇r = M−1
c

�

−D l,cνr − Dn,c (νr)νr +τc

�

,

where the transformation matrix between the body and the cylindrical frame is
given as

J c(ψ) =





sin(ψ)/rc(t) 0
− cos(ψ) 0

0 1



 .

The system intertia matrix M c = M>c = MRB,c +MA,c ≥ 0 is defined as

M c =

�

m− X u̇ 0
0 I − Nṙ

�

.
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The linear (D l,c) and nonlinear (Dn,c(νr)) damping matrices are

D l,c =

�

Xu + X |u|u|u| 0
0 Nr + N|r|r |r|

�

Dn,c(νr) =

�

X |u|u|ur | 0
0 N|r|r |r|

�

.

Furthermore, the force and moment vector (τc) is given by

τc = T ∗τ =
�

1 1
l −l

��

τright
τleft

�

=

�

τu
τr

�

,

where T is the configuration matrix that maps the torque from the belts to the
body-fixed forces and momentsτu andτr . All parameters are described in Table 2.1.

Table 2.1: Model parameters.

Name Description
rc(t) Cage radius, can vary due to environmental forces

m Mass of vehicle
X u̇ Added mass force along the x-axis due to an acceleration u̇
I Vehicle inertia

Nṙ Added mass force around the z-axis due to an acceleration ṙ
Xu Linear damping in surge

X |u|u Nonlinear damping in surge
|u| Absolute velocity in surge direction
|ur | Absolute relative velocity in surge direction
Nr Linear damping in yaw rate

N|r|r Nonlinear damping
|r| Absolute angular velocity

In this section, we have presented the mathematical model briefly since it will be
used for the simulations conducted in Chapter 4. The complete derivation of the
model of the cleaning robot can be found in [15].

2.2 Motion Planning and Control of Unmanned Under-
water Vehicles

Motion planning intends to produce a feasible desired path and orientation that
the path following system can use to control the Remora vehicle towards the de-
sired path and attitude. Figure 2.2 shows the high-level system description and
how the different parts of the system connect. Feedback connection from the
Remora to the path following system makes it possible to control the vehicle along
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the path. With feedback from the Remora vehicle, the motion planning system
also gets input from the robot’s environment. This feature separates the previous
research [12] from current research. Environmental forces is an unpredictable ele-
ment in the system, as the ocean current and waves may change the net structure
of the fish cage.

Environment
Remora

Vehicle

Path

Following

Motion

Planning

Figure 2.2: High-level system description of the autonomous net cleaning robot
gives an overview of the different parts that work together. Motion planning is
the focus of this project.

2.2.1 Path Planning vs Trajectory Planning

Path planning and trajectory planning have many similarities but can be separated
by time. While path planning is time-independent, trajectory planning use time to
represent the trajectory and where the vehicle should be at a specific time. In com-
bination with trajectory planning, it is common to implement trajectory tracking.
Dynamic environments involve disturbances, such as wind for an aeroplane, and
are hard to model precisely due to the highly variant behaviour [16]. In the case of
a strong headwind, it might not be possible to achieve the pre-computed trajectory.
Given that the disturbances can vary and are hard to predict, trajectory tracking
and trajectory planning can be challenging. In these situations, it would be be-
neficial to introduce path planning and path following, which are better suited
for unmodelled disturbances. Due to the fact that ocean current can be compared
to wind, path planning and path following are advantageous for this application,
and the following will therefore focus on path planning and path following.

2.2.2 Path Following

Path following intends to make the robot converge to and follow a predefined
path, where there are no constraints related to the time or velocity of the vehicle.
Path following differs from trajectory tracking by its time independence. The path
is often a combination of straight and curved lines that form the path from start
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to finish. Usually, path following consists of an attitude control system and a path
following control system. The attitude control system ensures that the vehicle’s
attitude matches the desired attitude, often by a heading or course autopilot. The
path following control system keeps the vehicle on the predefined path with pre-
defined dynamics, ë.g., speed control. These two controllers need to communicate
to ensure the wanted results [13].

Heading Guidance

Guidance, in general, can be defined as stated in [13]: "The process for guiding
the path of an object towards a given point, which in general may be moving,"
i.e., the objective is to find the optimal reference heading to navigate the vehicle
along the desired path.

Widely used and popular methods are Line Of Sight (LOS) guidance and Pure Pur-
suit (PP) guidance. These are simple and intuitive to implement and understand.
LOS uses a three-point guidance scheme forming a triangle between the vehicle,
path, and target. The guidance focus on minimising the cross-track error (y p

e ) by
calculating the correct heading angle, denoted as χd in (2.4) and is provided by
[13] as

χd = πp − arctan

�

y p
e

∆

�

(2.4)

πp = atan2(yn
t − yn

re f , xn
t − xn

re f ) (2.5)




cos
�

πp

�

sin
�

πp

�

0
− sin

�

πp

�

cos
�

πp

�

1
tan

�

πp

�

−1 0
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p

yn
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y p
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x

=





cos
�

πp

�

xn + sin
�

πp

�

yn

− sin
�

πp

�

xn + cos
�

πp

�

yn

tan
�

πp

�

xn
t − yn

t





︸ ︷︷ ︸

b

(2.6)

x = A−1b , (2.7)

where ∆ is the lookahead distance used to change the response of the desired
heading. The cross-track error is obtained by extracting the third element in x . The
preceding equations corresponds to the illustration in Figure 2.3, where (xn

t , yn
t ) is

the target point of the LOS vector determined by the lookahead distance. (xn
re f , yn

re f ),
(xn

i , yn
i ) and (xn

i+1, yn
i+1) represents the points along the path, and will be shifted

when the vehicle reaches the point, or within a region, of (xn
i , yn

i ).

PP can be seen as a simplified version of LOS, where the objective is to align
the vehicle’s velocity with the straight line between target and vehicle [17]. Many
compare this algorithm to nature, where a predator is hunting prey by chasing the
prey’s tail. A combination of these gives Pure Pursuit and Line Of Sight (PLOS),
which takes the best of two worlds, resulting in an easy and intuitive method that
can handle disturbances to a certain degree.
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Figure 2.3: LOS guidance. Adapted from Figure 10.9 in [13].

Other more advanced method like Vector-Field (VF), Nonlinear Guidance Law
(NLGL), and Liner Quadratic Regulator (LQR)-based methods exists and could
be beneficial to investigate in detail [18]. However, the simple heading guidance
method LOS will be sufficient for this application, and the mentioned methods
will not be further reviewed in this thesis.

Velocity Guidance

Velocity guidance is used to adjust the vehicle’s velocity to cope with different
changes in the environment, such as; battery level, docking procedure, and danger
zones. Task priority is an intuitive way of deciding where different velocities are
assigned to different situations. For instance, if the vehicle is less than 1 meter
from the docking station, the velocity should be decreased to avoid damages.

Another method is to use multi-objective optimisation, which is the process of
optimising systematically and simultaneously a collection of objective functions
[19]. Further, it utilises the Pareto optimality, which is the concept of defining an
optimal point. Unlike a single-objective optimisation, typically, there is no single
global solution, and it is often necessary to define a set of points to determine the
optimum between the solutions.

As the focus in this thesis is the motion planner, simple velocity guidance is ad-
vantageous to implement. Therefore the task priority is chosen and gained from
the motion planner, described later.
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Control System

Previously, a PID and PD controller was used to regulate the heading and velo-
city respectively [12], illustrated in Figure 2.4. This showed promising results and
maintained the desired states during simulations. However, as environmental dis-
turbances are added to the system, a more advanced approach might be beneficial
to examine to increase the performance of the controllers, and consequently, the
system as a whole.

Remora

Vehicle

Motion

Planning

Path Following

PID

Heading

Control

PD

Velocity

Control

Figure 2.4: System description with the path following structure and control sys-
tem with PID & PD controller as used in [12].

In this thesis, we have used a feedback linearisation controller following the same
approach as presented in [15], where the stability of the system is also proven to
be Uniformly Globally Exponentially Stable (UGES).

In general, one can say that a feedback linearisation controller intends to trans-
form a nonlinear system into a controllable linear system by choosing the input u
to cancel the nonlinear terms. For a nonlinear system on the form [20]

ẋ = An×n x + Bn×pγ(x)[u−α(x)] ,

where A and B are controllable, α : Rn → Rp and γ : Rn → Rp×p are defined in a
domain D ⊂ Rn that contains the origin and γ(x) is nonsingular for every x ∈ D.
A controller on the form

u= α(x) + β(x)v ,

where β(x) = 1
γ(x) , yields a linear system

ẋ = Ax + Bv .

One can choose v = −K x to make A− BK Hurwitz and ensure that the origin of
the system ẋ = (A− BK)x is globally asymptotically stable (GAS). This method is
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very powerful but requires perfect knowledge of the parameters of the mass and
damping matrices, which may be hard to obtain [15].

In advance of any control system, it is common to implement a reference model.
A reference model can smooth the desired states to prevent significant changes in
a small period of time, reducing the jerky behaviour of the state. This is beneficial
because the actuators need some time to reach the desired set point (depending
on the actuator), which will increase the lifetime of the actuators by reducing
wear and tear. However, tuning the model very slow will compromise the vehicle’s
performance, and it may not follow the desired path. The model can also generate
the desired speed and acceleration to be used in a controller.

The reference model is often inspired by a physical system, and for marine crafts,
it is convenient to use a mass-damper-spring system to generate the desired state
trajectories [13]. A second-order system can be used to generate the desired ve-
locities

νdi

r b
i

(s) =
ω2

ni

s2 + 2ζiωni
s+ω2

ni

, (2.8)

where γi and ωni
are the relative damping ratio and natural frequency, respect-

ively. (2.8) can be rewritten as a state-space representation

ẋ d = Ad x d + Bd r b

Ad =

�

0n×n In
−Ω2 −2∆Ω

�

, Bd =

�

0n×n
Ω2

�

,

where x d is the desired state and is defined as [ν>d , ν̇>d ]
> ∈ R2n. A step in the

command r b will give a smooth response in the acceleration and velocity.

Similarly, a third-order system can be defined as

ηdi

rn
i
(s) =

ω2
ni

(1+ Tis)
�

s2 + 2ζiωni
s+ω2

ni

� , (2.9)

and is often used as a reference model for position and attitude [13].

The feedback linearisation controller was mainly used in the simulations, but a
comparison study with a PID and PI controller was conducted to evaluate the
difference in the performance. The reference models explained above was used
to smooth out the wanted behaviour from the motion planning method.
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2.2.3 Motion Planning Concepts

Motion planning can be compared to a hiker that navigates with a map and com-
pass, planning a route from A to B that is best suited based on the hiker’s skills and
abilities. Another hiker may choose another route based on different prerequisites.
This planner also needs to handle the event of an obstacle, i.e., an avalanche that
blocks the original path. The hiker analogy can be extended to planning a path for
a robot. Each robot has different capabilities and different working environments.
An example of motion planning can be the highly popular robot lawnmower. They
work on a static, non-changing workspace with a simple algorithm that makes sure
that it does not get stuck and reaches the charging station before the battery runs
out.

In contrast, the net cleaning robot operates on a net structure affected by ocean
currents and waves, leading it to deform. In addition, other obstacles may in-
terfere, creating regions of avoidance, e.g., fish, sensors, camera, ropes, or other
foreign objects. Consequently, creating a dynamic environment that requires an
advanced motion planner robust to environmental changes. Due to a large work-
space and limited power source, an energy-efficient solution covering the whole
net is also a criterion.

Motion planning is a highly researched area within robotics, and there are many
applications where this has been implemented with success. A consequence of this
is an extensive amount of terms and methods that may be confusing. Therefore a
structured approach is advantageous when evaluating this topic. There are three
types of motion planning concepts: global, local, and reactive motion planning
[21].

Global Motion Planning

Global path planning involves methods that rely on predefined workspace using
a topological map [22]. These methods will find a path prior to the operation
based on known information. However, they are not very well suited to take un-
known dynamic obstacles into account due to the computational cost to produce
the global solution repeatedly when encountering an obstacle. The most used
global motion planners are A* Family, RRT Family, and Voronoi. More informa-
tion can be found in [21, 23], and in the specialisation thesis [2].

Local Motion Planning

Local planning methods intend to calculate a collision-free path to add to the
graph [24]. Unlike the global method, local methods do not solve the entire plan-
ning problem, but small segments in a usually simple way, e.g., shortest path.
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These methods are used if the start and goal configurations are close to each other
or to avoid obstacles [25]. A local motion planning algorithm has the shortcoming
where the algorithm can become "stuck" in a local minimum, unable to find the
best path or even any feasible path. As some local planners try to connect two
points with a feasible path, they are sometimes dependent on a global planner
that produces the two points. This configuration can be seen in Figure 2.5 and is
referred to as a hybrid system.

Remora

Vehicle

Path

Following

Motion Planning

Global

Path Planner

Local

Path Planner

Environment

Figure 2.5: One possible solution where motion planning is divided into global
and local planning to create a hybrid solution.

The work in [26] utilised a version of a cellular decomposition method with Prob-
abilistic Road Map (PRM) to make a hybrid system and an efficient motion plan-
ning algorithm on 3- and 4-DOF robots. The cellular decomposition is often used
for complete coverage problems and can work as both a global and local path plan-
ner. The PRM algorithm samples the workspace and adds the sample to a graph
as a node, and then use a shortest path algorithm to find the shortest feasible path
from start to the end node, working as a global and local path planner. In [26] the
cellular decomposition was used as a global planner, while the PRM calculated the
local path inside the cell structure provided by the cellular decomposition method.

Some local planners are Fermat’s spiral [27], clothoids, state lattices (also global),
RRT Family [21], and Dubins path [24]. Dubins path is based on the findings in
[28], and is summarized in [13] as: The shortest path (minimum time) between
two poses (xn

i , yn
i ,ψn

i ) and (xn
i+1, yn

i+1,ψn
i+1) of a craft moving at constant speed U

is a path formed by straight lines and circular arc segments. This means that an
optimal path will be a combination of right and left turns and straight lines, as
Figure 2.6 illustrates. Dubins path is well suited for use in a sampling-based plan-
ning algorithm [24]. A sampling-based algorithm samples the workspace with,
e.g. random points, before connecting some or all of the points to create a graph,
which may create a jerky path. The Dubins path is then used to ensure curvature
continuity on the path.
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Dubins path has also been modified to include obstacle avoidance and turn rate,
and acceleration limits. Note that the Dubins path only accounts for forward-
moving motions. The work done in [29] proposed a path that utilises the prop-
erties of the Dubins path but handles both forward and reverse direction and is
known by Reeds Shepp path.

R

L

S

Figure 2.6: The Dubins path illustrated with a right-hand turn, followed by a
straight line and a left-hand turn. Image inspired by Figure 2 in [30].

Reactive Motion Planning

Reactive motion planning is referred to as a class of algorithms that only use the
local knowledge of the obstacle field to plan [31]. This class is useful when dealing
with uncertainty and obstacles explored at the last minute due to its fast response
time. In addition, they can ensure local feasibility. As these planners do not solve
the global motion planning problem, they are often used in combination with
another planner. Lately, bio-inspired reactive planning algorithms have been in-
vestigated. A 3D bio-inspired neural network model was used to solve the path
planning problem from one point to another with complete coverage of an area
with obstacles [32].

The work in [33] introduces a planner that considers reflex actions and planning
with lazy techniques to handle obstacle changes by using the lazy PRM method to
compute a collision-free feasible path over the global area. When the robot moves
and a dynamic obstacle is detected, a reactive method, Deformable Virtual Zone
(DVZ), takes control of the motion planning and generates commands to force the
robot away from the obstacles before the lazy PRM handle the planning again. The
reaction, triggered by, e.g. a sensor that detects an obstacle, which causes a change
in the behaviour of the vehicle, is often defined as reactive planning and separates
this type from conventional planners [31]. The lazy version of the PRM tries to
minimize the number of collision checks to improve time efficiency [34]. Detailed
description regarding the DVZ can be found in [33].

Braitenberg vehicles are considered as a part of reactive navigation [35]. This is
widely used in commercial robot lawnmowers and robot vacuum cleaners. It will
move straight forward until a sensor senses an obstacle, where it will turn by a
predefined angle and repeat the process. This is a robust application that neglects
the environment making it suitable for dynamic workspaces. However, since the
resulting path will overlap, it has a low coverage rate making it suboptimal for
an application with a limited power supply. A regular-sized fish cage has a large
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surface compared to the vehicle’s cleaning area, so it is essential to move efficiently
on the net, finding the shortest path while covering the whole net. Therefore, this
method is not eligible for use in an aquaculture environment.

Another reactive motion planning method is the EBM. Introduced by Quinlan and
Khatib in 1993 for robotic path planning, and later used widely in automotive
problems, within lane changing and vehicle following [36, 37]. This method op-
timises a global plan locally by minimising the path’s length while taking moving
obstacles into account. One advantage is that it optimises the path incrementally,
meaning that the longer the robot moves, the more time the algorithm improves
the path, resulting in a better output. However, if the environment changes are
too large, the algorithm could fail to deform to a collision-free path even if one
exists. An analogy to a robot can be made, where a planned path through a door
gets unavailable if someone closes the door. It might be another path through an-
other open door, but this may require global replanning [36]. The work in [37]
used a solution that implemented several elastic bands reacting to the obstacles.
The best one was chosen from specific criteria and thus improved the algorithm’s
ability to plan in complex environments.

Figure 2.7: Bubble concept to maintain a collision-free path. Image courtesy of
[36].

The elastic band algorithm use bubbles to maintain a collision-free path, as shown
in Figure 2.7. The series of bubbles represent an elastic band, where the bubbles
vary in numbers and size. In a complex environment, the number of bubbles in-
creases, and the radius decreases, and vice versa in the opposite situation. A path
follower may use the size of the bubble as an input on the desired velocity. The low
number of bubbles keeps the computational cost low, allowing the algorithm to
run in real-time. In Figure 2.7 the bubbles are represented by circles in 2D. How-
ever, [38] used the elastic band technique in 3D for an autonomous helicopter
and is used as a base for this application. This method will be explained in detail
later.
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Reinforcement Learning for Motion Planning

Reinforcement Learning (RL) is the ability of a system to learn what to do in a
different situation, based on previous results. It must learn what gives the highest
reward by trying different actions in different situations. An analogy can be made
to a mobile robot that decides whether to enter a new room and continue its
operation or return to the charging station. This decision is made from the battery
level and from previous attempts that give information about how easy it was to
reach the charging station in previous situations [39].

RL is described as a machine-learning paradigm that addresses the task of how an
agent (animal, human, or machine) interacts with its environments [40]. Based
on the behaviour of different obstacles that act differently from time to time, this
method can act accordingly. The method was used to solve the motion planning
problem on a 4-wheeled robot that navigated among moving humans in a crowded
environment [41]. Here the humans represent an agent and have unpredictable
behaviour. Instead of predicting or modelling complex interaction and coopera-
tion, collision avoidance was achieved without assuming that other agents fol-
lowed any particular behaviour model.

This method has also been implemented in underwater environments, where a
deep reinforcement learning method was used to solve the motion planning prob-
lem of an underactuated Autonomous Underwater Vehicle (AUV) in a mapless
environment [42]. It has been used in a wide variety of other applications, too;
reaching a target in a high current environment, target and trajectory tracking,
obstacle avoidance, and making a helicopter hover [42].

Using RL to solve the motion planning problem is relatively complicated and is not
considered suitable for this project. However, it is a promising solution implemen-
ted in several applications with satisfying results, making it possible to investigate
in the future.

Choosing Motion Planner

The specialisation project [2] reviewed several motion planners of each of the
three types of motion planning. Furthermore, was the Rapidy-Exploring Ran-
dom Tree Star (RRT*), EBM and cellular decomposition simulated in a 2D en-
vironment resembling the size and shape of a fish cage to look closer at each
algorithms strengths and weaknesses. The cellular decomposition and the elastic
band method outperformed RRT*. They were suggested to work in a hybrid solu-
tion, where the cellular decomposition provides the initial path needed in the
EBM, and improve the global planning performance, while the EBM would find
a feasible path in real-time and avoiding obstacles. However, for simplicity, this
thesis will provide the initial path in advance and will only implement the EBM.
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2.3 Elastic Band Method

This section covers the details of the EBM, how it is modified from [38], how it
is used, and what parameters one can use to tune the behaviour to match the
specific application.

2.3.1 The Phases of the EBM

The EBM has been used for 3D path planning for a helicopter to handle both static
and dynamic obstacles. They achieved real-time performance and satisfactory per-
formance in flight manoeuvres [38]. By partitioning the algorithm into 16 steps
and four phases, they presented the algorithm precisely and clearly. The 16 steps
together with the four phases are the basis for this thesis, but some changes are
made to adapt the solution to this specific application. The same notation is used,
except vectors, where v is used instead of ~v. Illustrations used are presented in
2D for simplicity.

Phase 1: Initial Path

For the algorithm to work, it is necessary to have an initial path that can be ad-
justed in order to avoid obstacles. A path consists of a series of bubbles, b, with a
position and a radius: b = [x , y, z, Rbub]. For optimal performance, the initial path
should be the shortest path from start to finish in the case of obsolete obstacles,
with bubbles evenly spaced along the path. From now, we denote the initial path
with Γ ini t and the elastic band path with Γ EB.

To choose the bubble radius, some limitations need to be set, and the following
equation for Rbub is suggested [38]

2Dvehicle = Rbub
min ≤ Rbub ≤ Rbub

max = V vehicle
max ∆T , (2.10)

where Dvehicle is the diameter/width of the vehicle, ∆T is the time interval of
local path planning, and V vehicle

max is the maximum speed of the vehicle. Reasonably
values can be set independently of (2.10), as long as Rbub

min ≤ Rbub ≤ Rbub
max is

satisfied. The size of the bubbles is of significant importance as this will be a part
of the obstacle avoidance and will also be used as guidance for the speed of the
robot.

Phase 2: Elastic Band Deformation

In order to adapt the path continuously concerning static and dynamic obstacles,
two virtual forces are implemented. The first force is called the internal force,
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which works between the internal bubbles in the elastic band and intends to con-
tract the bubbles leading to a shorter and smoother path. Each node is attracted
by its preceding and following node by the following equation

F bi
int = kint

�

bi+1 − bi

‖bi+1 − bi‖
�

‖bi+1 − bi‖ − Rbub
min

�

+
bi−1 − bi

‖bi−1 − bi‖
�

‖bi−1 − bi‖ − Rbub
min

�

�

, (2.11)

where ‖ · ‖ denotes the Euclidean norm and calculates the distance between two
bubbles, while kint decides the contraction gain. F bi

int ∈ R
n where n is the number

of states of the position in the bubbles b. Figure 2.8 shows how the two parts of
(2.11) calculate the distance and direction from one bubble to another, subtracting
the radius of the smallest possible bubble. The greater the distance, the greater
the internal force, trying to pull the bubbles closer. All parameters are thoroughly
described in Section 2.3.3 to understand how each value affects the behaviour of
the algorithm.
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Figure 2.8: Internal force calculations.

The second virtual force is called the external force and is decided from how
the obstacle (O j) interact with the path. O j = [x , y, z, RObst] is defined equal to
the bubbles for simplicity and is stored in an array. The subscript j denotes the
obstacle’s index number in the array. Each node is affected by all nearby obstacles
if they are near enough

�


bi −O j



< Rbub
i + RObst

j

�

, and is repelled by a force
from each obstacle defined as

f j
ex t (bi) = kex t e

−(Da f f )
�

bi −O j


bi −O j





�

, (2.12)

where kex t is the repulsive gain, and the fading function e−(Da f f ) is dependent on
the affected distance given by

Da f f = ‖bi −O i‖ − Dsa f e, if


bi −O j



> Dsa f e; zero otherwise. (2.13)
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The safe distance is defined as: Dsa f e = Rbub
min + V obs

bub Ts, where V obs
bub is the relative

velocity from the obstacle to the specific bubble, and Ts is the sampling interval of
obstacle detection. If Da f f = 0, the fading function equals one, and the repulsive
force will be greater than if the obstacle is some distance away from the specific
bubble. This is desired as the reaction needs to be larger if the obstacle is closer.

As Figure 2.9 illustrates, the unit vector is calculated (shown in solid red arrow),
as well as the distance (shown as dashed red line) between bi and O j . In the case
where the obstacle is static, V obs

bub = 0 =⇒ Dsa f e = Rbub
min, from the figure one can

see that


bi −O j



 > Dsa f e holds, and Da f f = ‖bi −O i‖ − Dsa f e (also shown in
Figure 2.9). This situation would result in a fading function with a value of less
then 1, consequently reducing the external repulsive force compared to no fading
function. This property lets the external force vary with the distance from the safe
distance to the obstacle, resulting in a higher resolution of external force.
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R
bub
min

R
bub

Oj
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‖bi−Oj‖

‖bi −Oj‖

Daff

R
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Figure 2.9: External force calculations.

The radius of the obstacle, Robst , visualised in Figure 2.9, is used when calculating
proximity and determine when an obstacle is near enough to react. Further, the
external force is summed over each obstacle nearby

F bi
ex t =

N
∑

j=1

f j
ex t (bi) . (2.14)

Eventually, the internal and external force is combined to calculate the net force
applied to the bubble bi , with weighting factors for internal (α) and external
forces (β)

F bi
net = αF bi

int + βF bi
ex t . (2.15)

At last, the resulting net force multiplied by the step size for updating the bubble
deformation (γ) is added to the old position of the bubble and updated by the
following equation

P bi
new = P bi

old + γF bi
net , (2.16)
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where P bi
new represent the new position of the centre point of the bubble i in the

path Γ EB. The result is visualised in Figure 2.10 where the net force is calculated
(Figure 2.10a) and applied to the old position of the bubble, adapting the path
according to the net force (Figure 2.10b).
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(a) Net force calculations.
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αF bi
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γF bi
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P
bi
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(b) New position of the bubble.

Figure 2.10: Net force calculations applied on the old position, creating a new
position of the bubble.

Phase 3: Bubble Reorganisation

Phase 3 is crucial to maintain feasibility and improve efficiency. Two operations
define bubble reorganisation. The first operation checks if a bubble is redundant
and removes it. A bubble is considered redundant if (2.17) holds. Figure 2.11
illustrates a situation where (2.17) holds (the first condition to the left and the
last condition to the right).

|Rk − Rk−1| ≥ ‖bk − bk−1‖ or Rk+1 + Rk−1 > ‖bk − bk−1‖+ ‖bk+1 − bk‖ (2.17)

bk

bk+1

bk−1

Rk

Rk−1

Rk+1

|Rk −Rk−1|

‖bk − bk−1‖

bk

bk+1

bk−1

Rk

Rk−1

Rk+1

‖bk − bk−1‖+ ‖bk+1 − bk‖

Figure 2.11: Redundancy check by evaluating (2.17).

The second operation checks if there is a connection between two bubbles by
evaluating (2.18), and if not, a new bubble is inserted between the two bubbles,
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bk and bk−1. Figure 2.12 illustrates the situation where (2.18) holds. There is a
gap between bubble k and k− 1, and a new bubble should be inserted.

Rk + Rk−1 − dol < ‖bk − bk−1‖ , (2.18)

where dol is the desired overlap distance between two bubbles. dol is set by prefer-
ence and can be viewed as a safety parameter that increases or decrease the over-
lap between bubbles, and consequently, the number of bubbles along the path.
If increased, the accuracy and resolution will be increased but at the expense of
time complexity.

bk

bk+1

bk−1

Rk

Rk+1

Rk−1

‖bk − bk−1‖

dol
Rk+Rk−1−dol

Figure 2.12: Check for gap between bubbles by evaluating (2.18).

However, in the edge case, a bubble might appear redundant and "missing" at the
same time. This can happen if the desired overlap, dol , is greater than the overlap
between bk+1 and bk−1. As visualised in Figure 2.13, where the leftmost figure
illustrates (2.17) which in this case holds, and consequently the k-th bubble is
removed from the elastic band, as shown at the right part of the figure. Here one
can see that (2.18) is used to determine if the band has a broken connection. Due
to the desired overlap dol , the equation holds since the red line is smaller than the
two radiuses combined minus the desired overlap. The algorithm will then insert
a new bubble between the two, and the same situation will appear again.
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Figure 2.13: Redundant and "missing" at the same time.
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This thesis presents a solution to the problem. By adding the same desired overlap
in (2.18) to (2.17) the updated equation yields

|Rk − Rk−1| ≥ ‖bk − bk−1‖ or

Rk+1 + Rk−1 > ‖bk − bk−1‖+ ‖bk+1 − bk‖+ dol . (2.19)

This modification makes sure the desired overlap is accounted for when checking
for redundancy as well.

Phase 4: Trajectory Transformation

This phase has two objectives. The first intends to make the resulting path more
feasible for a vehicle to follow by smoothing the path based on the elastic band
bubbles. One solution is to use a cubic B-spline technique, suggested by [38]. The
details regarding the cubic B-spline will not be explained in this thesis, but the
general idea is to improve the feasibility of the solution by "filtering" out unne-
cessary points and, in addition, creating a shorter path. The downside is a less
accurate path, and in a situation where complete coverage and collision avoid-
ance is of importance, this should be handled with care. This is illustrated in Fig-
ure 2.14, where the resulting path (solid line) is much smoother than the original
path (dashed line), but at the expense of accuracy.

Figure 2.14: Spline principle.

If the downside of using this method outweigh the benefits, smoothing could be
left to the control system through the use of reference models discussed in Sec-
tion 2.2.2. It can also be handled in combination with the path following system,
e.g. the LOS heading guidance which can be adjusted to output specific behaviour
by tuning the lookahead distance, discussed in Section 2.2.2.

The second objective is to decide the vehicles desired velocity. This can be defined
as

V i =
bi+1 − bi

Tc
, (2.20)

where bi+1 and bi are the next and current bubble, and Tc is a predefined time
interval. In doing so, the distance between two bubbles is used to calculate the
desired velocity for each bubble [38]. Another method, proposed in [36], involves
using the bubble size as a reference for the vehicle’s speed since the size varies
with the environments. This method only calculates the desired speed; therefore,
separate heading guidance is required.
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2.3.2 The Steps of the EBM

Described by [38] the following algorithm ensures a real-time trajectory path plan-
ner. The phases explained in Section 2.3.1 is divided into smaller steps to make
the algorithm more concrete.

1. Construct the initial path Γ ini t consisting of Nbubbles bubbles allocated evenly
between the start waypoint and the goal waypoint. Referring to Phase-1 in
Section 2.3.1

2. Perform the elastic band deformation process from the current bubble node
through all the uncompleted bubble nodes. Referring to Phase-2 in Sec-
tion 2.3.1

a. Compute the internal forces acting on the i-th bubble node due to its
neighbor nodes of index i − 1 and i + 1 respectively. (2.11)

b. Calculate the external forces acting on the i-th bubble node due to all
the static and dynamic obstacles. (2.12)-(2.14)

c. Execute the path deformation for the i-th bubble node applying the
sum of the virtual forces given in steps 2a and 2b. (2.15)-(2.16)

d. Repeat steps 2a-2c until the deformation amount is less than the tol-
erance.

e. Decide bubble’s radius on the smallest clearance distance to all the
obstacles.

f. Shift the bubble index to the next and repeat steps 2a-2e until the end
of the elastic band, i = Nbubbles .

3. Do the bubble reorganisation from the current bubble node through all the
uncompleted bubble nodes. Referring to Phase-3 in Section 2.3.1

a. Check if the i-th bubble is redundant and delete it if (2.19) holds.
b. Check if the i-th bubble has a broken connection with its previous one

and insert an extra bubble at the middle of two bubbles if (2.18) holds.
c. Do the path deformation if an extra bubble is generated. Referring to

Steps 2a-2d.
d. Decide the radius of the bubble as the smallest clearance distance to

all obstacles.
e. Shift the bubble index to the next and repeat steps 3a-3d until the end

of the elastic band, i = Nbubbles − 1.

4. Generate the collision-free trajectory from the current position to the goal.
Referring to Phase-3 in Section 2.3.1

a. Smooth the deformed elastic band path Γ EB by using a cubic spline
function.

b. Generate a real-time trajectory by correlating the path Γ EB with time
using (2.20).
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Repeat steps 2-4 until the goal is achieved (i = Nbubbles).

Step 3d is added due to the tolerance of deformation. In the case where an extra
bubble is generated, virtual force is applied until the deformation reaches the
preset tolerance of deformation, and the bubble may still be in a non-feasible
place. A proposed solution is then to resize the bubble such that the overlap with
any obstacles minimises or disappears altogether.

Note that step 4 is not used in this thesis, as a reference model together with an
appropriate lookahead distance in the LOS heading guidance is used to achieve
the same goal.

2.3.3 Important Parameters and Pseudocode

The EBM is highly adjustable and has several parameters that can be adjusted in
order to adapt and optimize the algorithm for specific applications. This section
explains the parameters listed in Table 2.2 and their impact.

Table 2.2: EBM parameters.

Parameter name Description
Rmin, Rmax , Rbub Minimum, maximum and the actual radius of the bubbles

kint Contraction gain
kex t Repulsive gain
α Weighting factor for internal forces
β Weighting factor for external forces
γ Step size for updating the elastic band deformation

dol Desired overlap distance between two bubbles
de f ormTol Tolerance for deformation
spinConst Prevent the algorithm from "spinning" at one place

Several of these parameters were proposed by [38]:

• Rmin and Rmax sets the limits of Rbub if change of radius is needed. Their
initial values are explained in Section 2.3.1. In a system where the size is
used for speed guidance, these parameters play a vital role as they decrease
near obstacles and increase if the vehicle moves away from the obstacles.

• kint and kex t are the contraction and repulsive gain, respectively, and is
used to amplify or reduce the force calculated from the internal or external
force. Increasing kint would result in a higher contraction force that would
reduce the length of the path and contract the bubbles towards each other.
Increasing kex t would increase the repulsive force, and thus amplifying the
reaction to an obstacle.

• α, and β works together with kint and kex t in the sense that they are weight-
ing factors that decide how much of the calculated force should be applied to
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the bubble when deforming the path. As before, an increase in value would
increase the impact on the path. If the workspace is complexed and obstacle
avoidance is crucial, one should consider increasing β . Alternatively, if there
are few and the region of avoidance can be detected a long time ahead, one
could get a smoother path by increasing α.

• γ is the step size used for updating the new position. This value is determ-
ined by how often one calls the EBM, and in simulations, it is limited by the
integrator step size.

• dol describes the desired overlap between bubbles and intends to make the
algorithm more robust by having some margin of deformation without los-
ing connection with neighbouring bubble instantaneously.

• de f ormTol is used to limit how much one allows the algorithm to deform at
each timestep. This is a safety feature to avoid the elastic band deforming
beyond sensible limits. de f ormTol can be set pretty low, as long as kint ,
kex t , α and β is properly tuned.

In addition to these, the practical implementation of the method for the present
purpose required the introduction of an additional auxiliary parameters:

• spinConst is another safety feature designed to avoid the algorithm to ad-
apt the path if the deformation is very small. This prevents the algorithm
sometimes to get stuck and improves time efficiency.

The way these parameters are used and how the algorithm is structured is better
illustrated through the pseudocode in Algorithm 1, 2 and 3 below.

Algorithm 1: Elastic band.
input : Initial path Γ ini t from A to B, or last Γ EB
output: Γ EB
for i← 1to length of Γ EB do
Γ EB = Elast icBandDe f ormation(Γ EB, O, i)
Γ EB = NewRadiusBubble(Γ EB, O, i)

while k← 2≤ length of Γ EB − 1 do
if (2.17) then

Delete Γ EBk

else if (2.18) then
new Bubble = (Γ EBk

− Γ EBk−1
)/2+ Γ EBk−1

Insert new Bubble at Γ EBk

Γ EB = Elast icBandDe f ormation(Γ EB, O, i)
Γ EB = NewRadiusBubble(Γ EB, O, i)

else
k = k+ 1
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Algorithm 1 is the algorithm called from the main program and returns the elastic
band updated according to the environments. The first iteration inputs the initial
path, Γ ini t , before it is adapted, and the updated path is returned as Γ EB. The
next iteration inputs Γ EB, adapts and updates the path before returning the new
version of Γ EB. By constantly adapting the path, one can allow small values for
the contraction and repulsive gains to avoid overshoot but still manage to deform
the path enough to avoid any obstacles.

Algorithm 2 is called from within Algorithm 1 and performs the second phase
of the EBM described in Section 2.3.1. This is where the internal and external
forces are calculated, and the deformation process is conducted and verified that
the new position is within the physical regions of the workspace. A check if the
deformation should continue is made before the updated path, Γ EB is returned.

Algorithm 2: ElasticBandDeformation.
input : Γ EB, O, i
output: Γ EB
bbase = Γ EBi

contDeform = true
while deformation<deformTol and contDeform do

if i is first or last element then
F bi

int = 0
else

F bi
int = (2.11)

while j← 1<length of O do
if


Γ EBi
−O j



< Γ EBi
.Rbub +O j .R

bub then
Da f f = (2.13)

f j
ex t = (2.12)

j ++
F bi

ex t = (2.14)
F bi

net = αF bi
int + βF bi

ex t (2.15)
P bi

new = P bi
old + γF bi

net (2.16)
de f ormation=



bbase − P bi
new





if


Γ EBi
− P bi

new



< spinConst then
contDe f orm= f alse

Check if the position is within the limits of the workspace, and replace
P bi

old with P bi
new

Algorithm 3 calculates a new bubble radius if needed, with limits between the
predefined constants Rmin and Rmax . This is called from Algorithm 1 after each
deformation and after a new bubble is added and deformed.
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Algorithm 3: NewRadiusBubble.
input : Γ EB, O, i
output: Γ EB
for j← 1< length of O do

L j =


Γ EBi
−O j





find the minimum value in L (Lmin) and the corresponding index (iL)
if Lmin < Γ EBi

.Rbub +O iL
.Rbub then

Γ EBi
.Rbub = Lmin −O iL

.Rbub − sa f et yMar gin
Check if radius is within the limits of Rmin and Rmax

2.3.4 Adaptation of the EBM to Cylindrical Coordinates

As explained in Section 2.1, it is beneficial to represent the Remora in cylindrical
coordinates, and consequently, it is necessary to adapt the 3D elastic band planner
algorithm accordingly.

As the coordinate system is changed, one also need to change the path variables in
Γ ini t = Γ EB = [αv , D,ψ, Rbub]>, where αv , D and ψ are described in Section 2.1.
The obstacles are also redefined to fit the cylindrical coordinate system as O j =
[αo, Do, RObst].

The relation between cartesian coordinates and cylindrical coordinate is presented
as [15]

N = rc(t) cos(αv)

E = rc(t) sin(αv)

D = D ,

where αv is within the range from [−π,π] as shown in the left illustration in
Figure 2.15. To avoid discontinuity at the edge cases, one should wrap the range
to [0,2π] when |αv| >

π
2 . rc(t) is the radius of the cage at the position of the

vehicle and is time-varying due to environmental forces deforming the structure
of the net.

An essential part of the algorithm involves calculating the distance from either one
bubble to another or one bubble to an obstacle. The length is evaluated against
the radius of the bubbles, and therefore the distance should be calculated in equal
units. Therefore one has to change the position of a bubble to the 2D plane by
multiplying αv with the cage radius rc(t). This is shown in Figure 2.15, where the
position "x" on the net is projected onto a 2D plane.
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Figure 2.15: Cylindrical representation to 2D workspace.

29





Chapter 3

Implementation

This chapter describes how the algorithm was developed in MATLAB and later im-
plemented in FhSim. It also describes the simulation setup, as well as the different
case studies in detail.

3.1 Tools of Implementation

MATLAB was used as a development tool due to easy debugging and was a known
programming environment. MATLAB was linked to FhSim through a TCP/IP con-
nection to communicate with the Remora vehicle model and simulate while de-
bugging the algorithm. The connection is visualised in Figure 3.1, where the mo-
tion planning box includes the EBM together with heading guidance to calculate
the desired heading.

Simulation

Environment
Visualisation

Path

Following

Motion

Planning

MATLAB FhSim

TCP/IP

Figure 3.1: System description showing the connection between MATLAB and
FhSim used in the devolopment phase. Image inspiration from [12].
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Simulations conducted was made possible by the environment provided by SIN-
TEF Ocean, called FhSim. FhSim is a software platform and framework for math-
ematical modelling and numerical simulation, with a focus on marine applications
[43]. With its extensive model library, the specific mathematical models needed
in this thesis, like a fish cage, are already developed and ready to use. Together
with premade control systems and a vehicle model, a complete system can be im-
plemented within reasonable time limits. The 3D visualisation makes it easy to
analyse the simulation and improves one’s understanding of the system and its
behaviour. It can be connected with MATLAB and Simulink, but is implemented
in C++ for efficiency [44]. Detailed information about FhSim’s architecture and
core functionalities can be found in [45]. A massive advantage of a realistic simu-
lation environment is to avoid unnecessary problems in an expensive lab or field
test by removing bugs and errors during extensive simulations.

Since FhSim is written in C++, it is beneficial to implement the algorithm in the
same language. Besides, one source of error is eliminated as the TCP/IP commu-
nication is no longer needed.

3.2 Algorithm Development

First, the algorithm was implemented in a 2D environment solely in MATLAB to
validate the functionalities of the algorithm. A differential drive robot [46] was
simulated to prove that the robot was able to follow the predefined path. Together
with a controller based on the pure pursuit guidance [47], a simple simulation
inside a while-loop was conducted (see Figure 3.2) and verified in order to go
another step.

The animation displays the method’s properties quite precise, even when it is lim-
ited to two degrees of freedom. An initial path is made as a straight line from A
to B without considering obstacles to avoid. When the simulation starts, the al-
gorithm instantaneously calculates contraction and repulsive force and adapts the
path away from the red circles. As the dynamic obstacle is closing, the path de-
formation becomes quite dramatic. The EBM finds a feasible path at last, but it was
close to colliding with the dynamic obstacle. Under different circumstances, the
dynamic obstacle could block the entire path between the two bigger obstacles.
This would exploit the shortcoming of the algorithm discussed in the previous
chapter, where a situation about a closing door was explained. In that case, the
algorithm would not be able to recalculate a new feasible path on the right side
of the medium red bubble.

Further, a 3D version of the EBM was implemented by adding the z-axis to the
states. A simple animation illustrates one iteration of the EBM on startup in Fig-
ure 3.3, where one can see the different phases of the algorithm explained in
Section 2.3.1. The first phase refers to the initial path, which is made before the
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Figure 3.2: Animation of the EBM in 2D with static and dynamic obstacles. For
static figures, see Figure A.1.

simulation starts. The second phase contains the deformation due to internal and
external forces, and one can see the blue bubbles adapt. As the bubbles are moved
around, they overlap or do not connect. This is where the third phase regarding
bubble reorganisation makes a difference. The animation shows that some bubbles
are deleted, while some are added and adapted to fit the environments. As the al-
gorithm would have been called multiple times when a vehicle moves, the path
would increasingly improve, as the case were in Figure 3.2.

Lastly, a 2D cylindrical version of the EBM was developed to match the frame of
the Remora, as explained in Section 2.1. The states in the EBM were changed,
verified in MATLAB before connection with FhSim was made for a more realistic
simulation environment.

After verification in MATLAB, the algorithm was modified to C++ code by carefully
changing the indexing and declaring correct variable types. A separate SimObject
was made such that the algorithm is easy to use in other applications as well.
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Figure 3.3: Animation of the EBM in 3D with static obstacles. For static figures,
see Figure A.2.

3.3 ROV Model

The simulation experiments were designed initially for the Remora vehicle. How-
ever, since the tetherless design of the Remora is not yet fully tested and available,
a similar set of simulations using an Remotely Operated Vehicle (ROV) was con-
ducted. This was motivated by the possibilities of doing physical lab experiments
to further verify the methods in the extension of the master project, where an
ROV would be used. Furthermore, some of the current antifouling methods use
an ROV in their cleaning procedures, like the AKVA FNC8 from AKVA group and
the Stealth Cleaner from Ocein. More information regarding existing solutions is
described in [12]. It is therefore highly relevant to evaluate the method for this
vehicle as well.

The ROV used in a potential lab experiment is the BlueROV2 produced by BlueRo-
botics is displayed in Figure 3.4, and its dynamics are explained in the following
section.
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Figure 3.4: Image of the BlueROV2. Image courtesy of BlueRobotics [48].

This is a 4-DOF [x , y, z,ψ] ROV with 6 thrusters in a vector configuration [48].
The model parameters are obtained from a similar vehicle, the BlueROV2 Heavy,
produced by the same manufacturer. BlueROV2 Heavy is a 6-DOF ROV with eight
thrusters but is considered sufficiently similar for the use of the model parameters
for the BlueROV2.

The modelling identification is made in [49], while [50] provides the physical di-
mension on the thruster position as well as the weight of the BlueROV2. The de-
rivation of the mathematical model has similarities to the derivation in Section 2.1
and can be viewed in detail in [49]. This chapter only displays the resulting model
adapted to the BlueROV2 as

η̇= J(η)ν

M ν̇+ D(ν)ν= τ ,

where M = MRB +MA and D(ν) = D l + Dn(ν), and their values are

MRB =







m 0 0 0
0 m 0 0
0 0 m 0
0 0 0 0.16






, MA =







5.5 0 0 0
0 12.7 0 0
0 0 14.5 0
0 0 0 0.12






,

D l =







4.03 0 0 0
0 6.22 0 0
0 0 5.18 0
0 0 0 0.07






, Dn(ν) =







4.03 0 0 0
0 6.22 0 0
0 0 5.18 0
0 0 0 0.07






,

where m= 11.167.
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Thruster Allocation for the ROV

Calculating the correct thruster allocation matrix is very important in a physical
lab trial. In contrast to a numerical simulation, where one can input the wanted
force in each degree of freedom, one must consider the thrusters’ number, position,
and attitude.

The thruster allocation problems are stated as [13]

τ = Bu , (3.1)

where τ is the generalized control forces, u is the control inputs and B is the input
matrix. To calculate the wanted input u, one solve the equation above such that

u = B−1τ or u = B>
�

BB>
�−1

︸ ︷︷ ︸

B†

τ . (3.2)

The pseudoinverse B† is used when the number of actuators is higher than the
number of DOF, which in this case is true since there are four DOF’s and six
thrusters.

Further the generalized forces are defined as [13]

τ =
r
∑

i=1

�

F b
i

r b
bpi
× F b

i

�

=
r
∑

i=1















Fx i

Fyi

Fzi

Fzi
l yi
− Fyi

lzi

Fx i
lzi
− Fzi

lx i

Fyi
lx i
− Fx i

l yi















. (3.3)

The control forces f can be written as a product of the control inputs u and a
diagonal force coefficient matrix K

f = Ku . (3.4)

Furthermore τ can also be defined as the product of a thrust configuration matrix
T and the control forces f which yields

τ = T f . (3.5)

Combining (3.1) and (3.4) gives

B = T K , (3.6)

where (3.6) is inserted in (3.2), and thus calculating correct input signals to the
thrusters.
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α1

F1 sin(α1)

F1 cos(α1)
F1

Figure 3.5: Physical layout of the thruster configuration on the BlueROV2. Since
thruster 1, 2, 3 and 4 is angled with an azimuth angle αi the force need to be de-
composed in x and y direction, as illustrated for the first thruster. Image adapted
from [52].

Table 3.1: Table of the physical position and orientation of the thrusters related
to Figure 3.5.

Thruster (Ti) lx i
l yi

lzi
Rotz(αi)

T1 0.12 0.11 0 −π4
T2 0.12 -0.11 0 5π

4
T3 -0.12 0.11 0 π

4
T4 -0.12 -0.11 0 3π

4
T5 0 0.11 0 0
T6 0 -0.11 0 0

The thrust configuration matrix T takes the physical configuration of the actuat-
ors into account. The position and attitude, displayed in Table 3.1, were obtained
from the model used for simulating the ROV together with ROS in a Gazebo simu-
lation [51]. The mounting position and orientation of the thrusters are displayed
in Table 3.1 and correspond to the layout in Figure 3.5.

Applying (3.3) on each thruster Ti and filling in parameters from Table 3.1, the
thrust configuration matrix T is calculated. Only the first and fifth thruster is de-
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rived to show the calculation for horizontal and vertical mounted thrusters as

τ1 =















Fx1

Fy1

Fz1

Fz1
l y1
− Fy1

lz1

Fx1
lz1
− Fz1

lx1

Fy1
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− Fx1

l y1















=















F1 cos(α1)
F1 sin(α1)

0
0
0

F1 sin(α1)lx1
− F1 cos(α1)l y1















,

τ5 =
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0
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.

Solving for 6-DOF with (3.5) yields















X
Y
Z
K
M
N















︸ ︷︷ ︸

τ

=



















p
2

2 −
p

2
2

p
2

2 −
p

2
2 0 0

−
p

2
2 −

p
2

2

p
2

2

p
2

2 0 0
0 0 0 0 1 1
0 0 0 0 −0.11 −0.11
0 0 0 0 0 0

−
p

2
200 −

p
2

200 −
p

2
200 −

p
2

200 0 0



















︸ ︷︷ ︸

T (αi)















F1
F2
F3
F4
F5
F6















︸ ︷︷ ︸

f

. (3.7)

Extracting the relevant DOF’s from (3.7) and rewrite the result on the form τ =
T Ku from (3.4) and (3.5), and we obtain a non-square thrust configuration mat-
rix, hence the pseudoinverse needs to be used when calculating the wanted input
u.
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...
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︸ ︷︷ ︸

u

τ = T Ku

solving for u: u = K−1T †τ

The force coefficient matrix K is obtained from a linear interpolation of the for-
ce/Pulsewidth Modulation (PWM) graph provided by the manufacturer of the
T200 thrusters used on the BlueROV2 [53]. Linear interpolation is used to create
a more precise estimate based on a set of values, and is calculated by

y =
y0(x1 − x) + y1(x − x0)

x1 − x0
,
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where x0 and x1 is the closest values of force to the desired force x , and y0 and y1
is the corresponding PWM values to x0 and x1. y is the desired PWM signal that
represents the desired force. This is calculated for each thruster and transforms
the calculated force to PWM signal to be sent to the thrusters.

3.4 Simulation Setup

Through FhSim the simulation was conducted, and Figure 3.6 illustrates the graph-
ical feedback from the simulation, here presented by the Remora vehicle model.

Figure 3.6: Screenshot of the Remora vehicle model in FhSim.

A net pen with a radius of 25 meters and a depth of 15 meters was used as a frame-
work for the workspace of the vehicles. In order to adapt the EBM to the Remora
simulation, some limitations have been added to avoid the path surpassing the
physical limits of the workspace of the robot. It can not move above the surface
nor through the bottom of the net. Therefore the depth in the new position, P bi

new,
is checked with the physical size of the cage.

Note also that in aquaculture applications, all obstacles creating a region of avoid-
ance are considered slowly moving. In the following experiments, the assumption
that V obs

bub = 0 will therefore be made. This affects the calculated safe distance,
affecting the fading function when calculating external repulsion force in Sec-
tion 2.3.1.

Two different initial paths were made that fits on the net to evaluate the perform-
ance of the EBM in different situations. One path was created solely for testing
purposes, while the other was made as a realistic cleaning routine of the whole
net. They are both illustrated in Figure 3.7, where the testing path traverse half
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the net before returning along the bottom of the net. The cleaning path uses five
rounds to reach the bottom of the net. This would not be enough for a physical
implementation since the vehicle is not wide enough to cover the area between
the paths, but it still shows the concept of this type of path. Note that the lowest
point of the cleaning path surpasses the lowest point of the fish cage. This is done
to verify the EBM ability to return a feasible path.

Figure 3.7: Two initial paths were used during the simulations. A docking station
was implemented 5 meters below the surface.

The cleaning path is highly unusual to date due to current methods use a non-
tetherless ROV, which would tangle itself in the fish cage, and the tether would
be of interference with the fish. However, the tether is not accounted for in the
simulations, and therefore the test is considered informative.

During the simulations, both static and dynamic regions of avoidance will be ad-
ded to the environment to increase the difficulty of the operation. As will ocean
current, both features are explained in detail in Section 3.5

40



3.4.1 Main Program

The main program for simulating the elastic band planner is based on a simple
state machine with four states, where the user chooses the initial path in advance.
The different states are defined as:

1. Start: Adds the starting position of the vehicle at the beginning of the pre-
defined path Γ ini t .

2. Move: Applies the EBM to the path Γ EB, and outputs information to the
heading guidance and the desired surge speed.

3. Dock: Inserts the predefined docking procedure to the elastic band.
4. Stop: Sets the desired speed to zero and recharges.

Figure 3.8 visualise the simplified state machine used for the simulations with
the Remora vehicle. The state machine used for the BlueROV2 has many simil-
arities and use the same four states but have some minor deviations. These are
considered neglectable, and Figure 3.8 is sufficient for illustrating how the simu-
lation was conducted for the ROV as well.

Start

State=Start

State=Dock Yes

No

!Docking start

AND

Low Battery

Start Move Dock Stop

Yes

No No No

Yes Yes Yes

Add vehicle’s

position to Γinit

State=Move

Perform EBM

and update ΓEB

Output ud

and 2 WP’s

End of

ΓEB?

Docking

started?

Yes

No

Yes

No

Insert docking

procedure ΓEB

State=Move

ud = 0

Charge battery

Battery≥100

AND

!End of ΓEB

State=Move

State=Dock

Yes

No

State=Stop

Trigger?Yes

No

Figure 3.8: Simplified state machine for the simulations of the Remora.
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After the position of the vehicle is added to Γ ini t in the Start state, the state is
changed to Move. Here the EBM adapts the initial path and updates Γ EB, to be used
as a guidance for speed and outputs two points to be used in the heading guidance.
This is repeated until an interrupt is triggered. A trigger might be that the vehicle
has completed the initial path, low battery or a hole in the net is detected that
requires the vehicle to return to the docking station. Dock state inserts the docking
procedure in the current path such that it can return to the trigger point after the
battery is recharged before it returns to Move state. When the vehicle arrives at
the docking station, the state is changed to Stop, and information can be sent to
a topside computer and the battery charged.

Docking Procedure

A separate docking procedure was implemented such that the vehicle approaches
the docking station from the correct position and attitude. A virtual docking sta-
tion is placed 5 meters below the surface. There are added some waypoints below
and above the docking station to ensure that the robot approaches the under-
side and departs the docking station by moving upwards. As the physical docking
design and constraints are unknown, this is considered a realistic and sufficient
solution. The docking procedure is used either at the end of a cleaning routine or
by the trigger of an event, e.g. low battery. In addition, the path is initialised with
a smaller bubble size, inducing a slower speed of the vehicle during docking and
undocking, achieving high precision, hence reducing the danger of colliding.

3.4.2 Control System, Heading Guidance and Reference Models

During the simulations, the control system will also be evaluated. A feedback lin-
earisation controller is mainly used to control the surge speed and heading angle,
but a simpler PID and PI controller will also be implemented and evaluated. These
are already a part of the FhSim library and was ready to use after tuning. By trial
and error, the gains in Table 3.2 were found to be sufficient.

Table 3.2: Controller parameters for Remora.

Feedback linearisation PI PID
Surge Yaw Surge Yaw

Kp Ki Kp Ki Kd Kp Ki Kp Ki Kd

4 4 5 1 5 20 5 10 0.1 5

To complete the system, a LOS heading guidance was used. The response created
by the lookahead distance, ∆, will be evaluated, and a value that provided the
wanted behaviour was found to be 3. The two first bubbles provide the points
used for guidance in the elastic band, Γ EB, where a switching mechanism, circle
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of acceptance, is needed for selecting the next waypoints [13]. By checking if the
robot is within the radius of the second bubble, i.e. by checking if (3.8) holds,
the first bubble is deleted, and the next WP’s are updated and sent to the heading
guidance. For the BlueROV2, the 3D version of the EBM is used, and consequently,
the circle of acceptance is updated to a sphere of acceptance (3.9).

s

�

αv rc(t)−αΓ EB1
rc(t)

�2
+
�

zv − DΓ EB1

�2
< Rbub

Γ EB1
, (3.8)

s

�

xv − xΓ EB1

�2
+
�

yv − yΓ EB1

�2
+
�

zv − zΓ EB1

�2
< Rbub

Γ EB1
, (3.9)

where αv is the azimuth angle of the position of the vehicle in cylindrical coordin-
ates, rc(t) is the time varying cageradius, αΓ EB1

, DΓ EB1
and Rbub

Γ EB1
is the azimuth

angle, the depth and the radius respectively of index number one in the elastic
band. Further, are xv , yv and zv the vehicles position in cartesian coordinates,
and xΓ EB1

, yΓ EB1
and zΓ EB1

the position of index number one in the elastic band.

A reference model was implemented to smooth the desired states before. This
should compensate for neglecting the fourth phase of the EBM, described in Sec-
tion 2.3.1. The following values for the reference model were found to be adequate

Adu
=

�

0 1
−100 −20

�

, Bdu
=

�

0
100

�

, (3.10)

Adψ =





0 1 0
0 0 1
−8 −12 −6



 , Bdψ =





0
0
8



 , (3.11)

where (3.10) is the second order reference model for the surge speed, and (3.11)
is the third order reference model for the yaw angle.

3.4.3 BlueROV2

This section will briefly introduce the elements used to do simulations of the Blu-
eROV2 in FhSim with the elastic band planner.

The ROV has four degrees of freedom in [x , y, z,ψ], and four separate control-
lers are introduced to control each freedom separately. A feedback linearisation
controller is used for the first three states, while a PD controller is used to control
the heading. The BlueROV2 vehicle is relatively well known and has been used
by [50, 54, 55], causing the dynamics and parameters of the vehicle to be easy to
obtain, allowing using highly advanced controllers that require extensive know-
ledge about the vehicle. A second-order reference model is used in advance of all
controllers to smooth the desired state.

By trial and error, the parameters in Table 3.3 were found for the controllers and
(3.12)-(3.13) for the reference models.
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Table 3.3: Controller parameters for BlueROV2.

Feedback linearisation PD
Surge Sway Heave Yaw

Kp Ki Kp Ki Kp Ki Kp Kd

2 1 7.5 2.5 5 1 1 1

Aduvw
=

�

0 1
−50 −20

�

, Bduvw
=

�

0
50

�

, (3.12)

Adψ =

�

0 1
−1.56 −1.88

�

, Bdψ =

�

0
1.56

�

, (3.13)

where (3.12) is the reference model used for the controller in surge, sway and
heave, while (3.13) was used for the controller of the heading angle.

Traditional net cleaning methods use a vehicle that always has the front of the
vehicle towards the net if the cleaning jig is mounted at the front. This behaviour
has been implemented in FhSim by introducing the following equations provided
by SINTEF Ocean, such that the heading of the vehicle always stays normal to the
face of the net.

ψd = πp + arctan

�

y p
e

∆

�

±
π

2

ud = Rbub
Γ EB1

cos

�

−ψ+πp − arctan

�

y p
e

∆

��

vd = Rbub
Γ EB1

sin

�

−ψ+πp − arctan

�

y p
e

∆

��

Where ψd , ud and vd is the desired heading, surge speed and sway speed, re-
spectively. πp is the path tangential angle, y p

e the cross-track error, and ∆ is the
lookahead distance, all related to the LOS guidance. ±π2 are added dependent
on in which direction the vehicle moves. Moreover, Rbub

Γ EB1
is the radius of the first

bubble in the elastic band, and ψ is the actual heading of the vehicle. Figure 3.9
shows the model of the BlueROV2 in FhSim with net following activated.

SINTEF Ocean has also developed an algorithm that uses a Doppler Velocity Log
(DVL) sensor to approximate a region of the net in front of an ROV and control
the position and attitude of the ROV to always be normal to the face of the net.
This would make the system robust, realistic and applicable for an aquaculture
application. However, since it is beyond the scope of this thesis, the DVL version
will be replaced by the simplified version above that does not consider any de-
formations of the net. Therefore the simulations for the ROV will be conducted
without fish cage deformation, but ocean currents will still be implemented.

The 3D version of the EBM was used since the vehicle has enough DOF to move in
the three-dimensional space. However, one might prefer that the vehicle is close to
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Figure 3.9: Screenshot of the BlueROV2 model in FhSim with net following ac-
tivated.

the net as much as possible, and there is therefore implemented an option in the
algorithm where one can choose in what direction the deformation forces should
work. E.g. only in the z-direction to keep the vehicle close to the net. One can
also choose to allow some deformation in x- and y-direction. For the most part
of the simulation, the only deformation in the z-axis is activated. However, the
difference is evaluated in Section 4.2.3.

This feature was added subsequently and only relevant for the ROV, and there-
fore excluded from the explanation of the EBM in Section 2.3.1, aimed at the
Remora vehicle. However, the modification is pretty straightforward as (2.15) is
now written as

F bi
net =





dx 0 0
0 dy 0
0 0 dz





�

αF bi
int + βF bi

ex t

�

,

where
�

αF bi
int + βF bi

ex t

�

is a 3x1 vector, and dx , dy and dz is the deformation factor
in each direction. In the case of deformation only in z-direction, dx = 0, dy = 0
and dz = 1 is set.

Note that while the net pen radius is 25 meters, the radius of the initial paths
is set to 24 metres to keep the ROV with a distance from the net, displayed in
Figure 3.9.
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3.5 Simulation Experiments

The simulations were conducted with the idea of starting with the ideal case of no
environmental disturbance before adding regions of avoidance and ocean currents
to deform the structure of the fish cage, increasing the level of complexity step by
step. At last, a simulation of a cleaning routine interrupted by a docking trigger,
where the robot should find its way back to the docking station, charge up, send
information before continuing the cleaning path.

1. Simple cleaning routine to prove performance under ideal conditions
2. Add static region of avoidance.
3. Add dynamic region of avoidance.
4. Add ocean currents.

a. Without structural deformation of the net to evaluate the controllers.
b. With structural deformation of the net to evaluate the motion planner.

5. Add static and dynamic region of avoidance with ocean current.
6. Perform a cleaning routine where a docking procedure is triggered (low

battery/found hole), docking procedure performed, before continuing.

All simulation experiments were conducted with the Remora vehicle, while case
1-4a and 6 was conducted for the BlueROV2. The following sections describe the
simulation cases in details and how the Remora and BlueROV2 simulations differ.

Before the simulation studies were conducted, the parameters in the EBM and
LOS heading guidance were adjusted towards the wanted behaviour by evaluating
different parameters.

3.5.1 Parameterisation of the EBM

This test will tune the algorithm to be optimised towards a net crawling vehicle
in aquaculture environments. The following three requirements are considered
important:

1. The resulting path must be smooth enough such that the vehicle is capable
of following the path.

2. The resulting path must avoid any regions of avoidance.
3. The resulting path should strive to follow the initial path while maintaining

the criteria above.

The most essential variables which have the most impact on the behaviour is the
four parameters kint , kex t , α and β , which represent the contraction gain, repuls-
ive gain, weighting of internal force and weighting of external force respectively.
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These parameters are elaborated thoroughly in Section 2.3.1, but the effect will
be demonstrated in Section 4.1.1.

Six different simulations were completed with different configuration to visualise
the effect the changes has. The six configurations is defined in Table 3.4. Another

Table 3.4: Parameter configurations for the EBM.

Configuration # kint kex t α β

1 0.5 0.5 0.5 0.5
2 0.05 0.5 0.5 0.5
3 0.05 0.5 0.1 0.5
4 0.05 5 0.1 0.5
5 0.05 5 0.1 0.01

Final 0.1 3 0.25 0.75

important parameter to evaluate is the cross-track error from the LOS heading
guidance. As explained in Section 2.2.2, the cross-track error is a measurement
of how far away from the desired path the vehicle’s position is, from which the
desired heading is calculated, together with the lookahead distance∆. A low value
for ∆ yields a quick response, while a high value yields a slower response.

Four different configurations for ∆ was evaluated: 1, 2, 3 and 5. One simulation
was conducted for each configuration of the lookahead distance parameter.

Similar values obtained for the Remora vehicle were also used for the BlueROV2
and verified with the same setup as the values were obtained.

3.5.2 Case 1: Five-round Cleaning Routine under Ideal Conditions

The initial cleaning path was chosen, while there were no regions of avoidance
in the workspace nor any ocean currents activated. This simulation should test
the system’s capabilities to perform a relatively long and realistic cleaning routine
under ideal conditions, making sure the system is ready for a higher degree of
difficulty.

The same test was conducted with the BlueROV2 without any modifications re-
quired.

3.5.3 Case 2: Static Regions of Avoidance

While using the initial testing path, two static regions of avoidance with different
size and position were added to test the ability of the EBM to find a new feasible
path. No ocean current was applied. During this test, the thruster commands from
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the controllers were evaluated to monitor the range of wanted force and see how
the two belts work together.

BlueROV2 Modifications

The 3D version of the EBM has an additional tuning parameter, where one can
choose the direction of adaptation. Two simulations were conducted to illustrate
the effect. The first with only deformation in the z-direction, and the second with
deformation in x-, y-, and z-direction. However, for the rest of the simulation, a
deformation only in the z-direction will be allowed.

The output from the controllers was not evaluated in this case.

3.5.4 Case 3: Dynamic Region of Avoidance

Using the initial testing path and introducing a velocity to one of the obstacles,
the algorithm was challenged with both moving and stationary avoidance regions.
A velocity of 0.25 m/s directed towards the Remora was added to the obstacle.
This velocity is considered high in the case that most relevant obstacles move very
slowly in water.

The same test was conducted with the BlueROV2 without any modifications re-
quired.

3.5.5 Case 4: Ocean Current

The FhSim framework allows for easy manipulation of environmental forces, like
ocean current. A series of variations regarding the current speed and direction
was made to illustrate its effect on the vehicle and how the vehicle copes with the
challenge ocean currents add to the existing problem. This was simulated with
the testing path, without any regions of avoidance.

Two configurations of control systems were tested to evaluate the performance.
First, the feedback linearisation controllers were implemented. This controller re-
quires perfect knowledge about vehicle dynamics, which are challenging to find in
many cases. Therefore a PID and PI controller for heading and surge respectively
are also evaluated. The gains used can be found in Table 3.2.

A speed of 1 m/s is considered a large current that rarely occurs at locations in
Norwegian fjords but is a way of demonstrating the effect on the vehicle and how
the controllers react. On the other hand, exposed locations are more and more
common, where the conditions are more demanding, the forces more significant,
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and the currents higher. The magnitude of the ocean current may therefore be
interesting to use in simulations.

Two simulations with ocean current were conducted. During the first simulation,
the ocean current did not deform the structure of the fish cage. Only the vehicle is
under the influence of environmental forces. This was done to evaluate the con-
trollers under known environments. The effect of the environmental force is most
evident in the surge direction and will be evaluated. The direction of the current
in the different simulations are described in Table 3.5. Note that the current is
uniform over the whole water column for simplicity.

The second simulation will include the net deformation, complicating the work-
space as the ocean current highly influences the net structure.

Table 3.5: Table of configuration parameters for simulation with ocean current
with different angles.

Configuration # uc [m/s] αc [deg]
1 0 0
2 1 0
3 1 45
4 1 90

BlueROV2 Modifications

The models used for simulating the Remora and the BlueROV2 has different prop-
erties and functionalities. Among these are other ways to implement disturbance
in the sense of ocean currents. While the Remora use the ocean current speed
and direction, the BlueROV2 use the force produced by the ocean current. As the
vehicles, dynamics and physical properties are different as well, it is hard to com-
pare the behaviour with the exact ocean current. Nonetheless, a force is added
with an angle of 45 degrees, and what approximately will be 1 m/s is implemen-
ted to evaluate the performance of the controllers. One simulation with and one
without ocean forces was conducted for comparison.

Note that since the BlueROV2 is not attached to the net, the net deformation is
hard to obtain, hence turned off for all simulations with the ROV.

In addition, alternative controllers evaluated for the BlueROV2 would most likely
produce the same results as for the Remora. Hence only the feedback linearisation
controllers will be assessed.
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3.5.6 Case 5: Ocean Current with Static and Dynamic Region of Avoid-
ance

This simulation combines the previous elements to provide a more complex sim-
ulation environment where both static and dynamic obstacles are introduced to-
gether with an ocean current. The ocean current’s speed is 0.5 m/s with an angle
of 45 degrees, similar to configuration number three in Table 3.5, with a differ-
ence in the magnitude of the current. Further, the same obstacles as introduced
in Case 3 was used.

For a more realistic simulation case, the obstacles are assumed to be attached to
the net, but since the radius of the cage varies with ocean current, the position
of the obstacles needs to be adjusted. The best assumption is that the obstacle
is the same length from the z-axis through origo as the robot. This might get in-
accurate when the robot and obstacle are far away from each other but will be
compensated for when the distance decrease and the solution is considered suffi-
cient. The alternative would be to define obstacles as separate objects in FhSim,
which would be attached to the net and pass them as input to the EBM, but for
simplicity reasons, it was not implemented.

Since the BlueROV2 can not crawl on the net, this simulation case study was not
conducted for this vehicle type.

3.5.7 Case 6: Five-round Cleaning Routine under Non-Ideal Condi-
tions

For simulating a realistic scenario, the initial cleaning path was used together
with the docking procedure triggered before the end of the cleaning routine. In
this case, a low battery trigger occurs if the battery level drops under 20%.

To simulate the battery level, an equation that describes the energy consumption
was used

Vbat t = Vbat t −
‖vr‖

a
− b ,

where a is a constant that defines the energy consumption related to moving the
vehicle, and b is a constant consumption related to powering the robot independ-
ent of moving. These are set by trial and error to achieve the goal of reaching the
low battery trigger before the vehicle is done with the cleaning routine, forcing the
robot to initialise the docking procedure. ‖vr‖ is the norm of the relative velocity
of the vehicle.

Two simulations were conducted: One without ocean current and two static re-
gions of avoidance, the other with an ocean current configuration equal to Case
5 and one static and dynamic region of avoidance.
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BlueROV2 Modifications

One main difference from the Remora vehicle is that the BlueROV2 has four de-
grees of freedom. This lets the vehicle find the shortest path from one point to
another without the constraint of being attached to the net. Particularly useful
when the battery is low, and the vehicle needs to go to the docking station before
the battery runs out. During docking, the heading of the ROV is in the direction
it is going and not normal to the net. I.e. the net following is turned off during
docking.

3.5.8 Time Complexity

By using the chrono library in C++ to access the high_resolution_clock, the
elapsed time for one iteration of the EBM was calculated by reading the time
before and after the function call. As the length of the EBM, essentially the number
of points, is the main factor for time consumption, the length is evaluated against
time. Another factor is regions of avoidance that affect the initial path, forcing the
external forces and new radius to be calculated.

The computer used for all simulations has an Intel(R) Core(TM) i7-7600U CPU
2.80GHz with 16GB of RAM, running a 64-bit Windows 10 Enterprise.

The initial testing path was used during the first part of this test. The simulation
was conducted in three parts. The first without any regions of avoidance, the
second with two static, and lastly, one dynamic and one static region of avoidance
was added to the environment. All simulations were conducted on the Remora
without ocean currents, as this would not impact the time consumption.

As the initial path is relatively short for a practical application, a longer simulation
was conducted in the second part of this test. The cleaning path was used, and the
simulation contains a cleaning routine with the current, static region of avoidance,
dynamic region of avoidance and a trigger action invoking the docking procedure,
equal to Case 6.
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Chapter 4

Results

This chapter demonstrates both the Remora and the BlueROV2 vehicle perform-
ance while being subject to various case studies. All results are obtained from
simulation in FhSim. The first results presented are based on the model of the
Remora vehicle.

4.1 Simulations of the Remora

Figure 4.1 shows the FhSim simulation running and visualising the Remora robot
inside a net pen in a realistic aquaculture environment. The red line is the pre-
ceding path, and the two blue bubbles are the points used for heading guidance.

Figure 4.1: Screenshot from a simulation in FhSim.
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The following section will evaluate the EBM and the LOS heading guidance with
different configurations in different settings, but some parameters are set constant
throughout the simulations. γ is the step size of the simulation, i.e. the step size of
the integration done in simulation; in our case, this is 0.01. de f ormTol is set to 2
and sets a maximum limit of deformation in each iteration. The desired overlap,
dol is 0.25, while the spinConst is set to 0.1. This prevents the algorithm from
improving the solution if the change is less than 0.1. Further explanations can
be found in Section 2.3.1. Other parameters need to be calibrated based on the
vehicle type used and objective.

4.1.1 Parameterization of the EBM for the Remora

The configuration number relates Table 3.4 with the number on the legend in
Figure 4.2. As a starting point all parameters, kint , kex t , α and β , are set to the
same value of 0.5. From this baseline each value was altered to show the effect.

From configuration number 1 to 2, the contraction gain kint is reduced by a factor
of 10, resulting in a more strict behaviour such that the resulting path follows the
predefined path more closely, especially in the turn when the robot heads back,
but also when the vehicle avoids the region of avoidance and returns more quickly
to the initial path. Also, since the repulsive gain contribution increases relative to
the contraction gain, the resulting path evades the region of avoidance completely.

In configuration 3 the weighting of internal force is reduced from 0.5 to 0.1 while
maintaining the contraction gain from configuration 1. This will further reduce
the smoothness of the path and amplify the repulsive force from the regions of
avoidance. Remember that the reference model will also contribute to smooth the
resulting path.

Configuration 4 evaluates the repulsive gain by increasing kex t by a factor of 10.
Figure 4.2 shows that the difference between configuration 4 and 3 is minimal but
can be seen around the obstacles, where the green line is slightly further away, as
one should expect. The reason for the slight deviation is due to that the algorithm
improves incrementally, with relatively small steps. Hence, the resulting change
at each iteration becomes relatively small despite the sizeable repulsive gain.

The last configuration, number 5, intends to show the effect of the weighting of
external force by decreasing the value from 0.5 to 0.01. This should reduce the
effect the repulsive gain has on the system and essentially reduce the reaction to
regions of avoidance. This can be seen in Figure 4.2 by the blue line, which does
not avoid the obstacles but follow the predefined path quite precise.

By further trial and error the final parameters in Table 3.4 were considered suffi-
cient for fulfilling the requirements, and the resulting path is plotted in Figure 4.2.
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Figure 4.2: Different configurations of the algorithm yields different resulting
behaviour. The dotted red line Γini t represent the initial path set pre-fligth.

The response of the crosstrack error with different lookahead distances is visu-
alised in Figure 4.3, where the response of the whole simulation (Figure 4.3a),
together with an excerpt (Figure 4.3b) is showed.

(a) Overview of the cross track error. (b) Zoomed view of the cross track error.

Figure 4.3: The cross track error with different configurations of the lookahead
distance ∆.

In Figure 4.3 one can see that the largest cross-track error is approximately -1.5
and happens during the start of the simulation. Furthermore, the error is most
significant during turning but converges quite nicely afterwards. The differences
are best viewed in Figure 4.3b, where the dotted lines represent an error of ±5%.
Furthermore are the settling time, Ts, stated in the legend for each value of ∆
with corresponding coloured circles marking the settling time. One can see that
the blue line has a quick response, but also some overshoot, while the purple and
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yellow line has a more smooth behaviour, and the overshoot is minimal. From the
circles and the legend, one can see that the red line has the fastest settling time,
but it also has some overshoot. A lookahead distance of 3 is considered suitable
for this application due to a fast response while avoiding substantial overshoots,
resulting in a sufficiently fast convergence towards the desired path.

4.1.2 Case 1: Five-round Cleaning Routine under Ideal Conditions

Figure 4.4 depicts a five-round cleaning routine with the same start and stop po-
sition. One can see that the vehicle follows the path quite precise, with a little
overshoot at the first turn at the top of the net.

Furthermore, one can see a deviation towards the end of the cleaning routine
before the vehicle turns and ascends towards the docking station. This is due to
the imprecise initial path that exceeds the boundaries of the physical cage. Note
also that the first iteration of the EBM, ΓEB1

, adapts the path such that it is in the
feasible region. This can be seen by the dotted line above the initial path at the
turn before docking.

Figure 4.4: A five-round cleaning routine under ideal conditions.

4.1.3 Case 2: Static Regions of Avoidance

The resulting path, gained from the parameterization study, are plotted separately
in Figure 4.5, to be used in this study. The vehicle avoids the static regions of
avoidance, while maintaining a sufficient distance to the initial path, Γ ini t .
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Figure 4.5: The final response of the configuration to be used for the rest of the
report.

From Figure 4.6 one can see how the thruster commands evolve when the vehicle
is moving in Figure 4.5. First, both belts work together to accelerate the vehicle
from stationary to desired speed. Then the vehicle turns to the left to follow the
path, and one can see the thruster command is positive on the right belt and
negative on the left. They work in the opposite direction to maximize the turn. The
difference is more evident when the vehicle avoids the first region of avoidance
after approximately 50 seconds. The vehicle turns left, then right, and then left
again after evading the obstacle. Figure 4.6b shows how the left and right belts
work opposite of each other, one increase and the other decrease, for maximum
response in turn.

(a) Overview of the thruster commands. (b) Zoomed view of the thruster commands.

Figure 4.6: The response of the thruster commands when the vehicle performs a
test path with two static region of avoidance.
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4.1.4 Case 3: Dynamic Region of Avoidance

The response can be seen in the animation in Figure 4.7 and shows how the elastic
path adapts to avoid the incoming region of avoidance. The large repulsive gain
found in Section 4.1.1 makes the response quick enough to evade the area. As
before, it also avoids the static region of avoidance.

Note also that since the algorithm has already planned a path to avoid the obstacle
at the start position, it does not return to the initial path after it passes the region
of avoidance but return after it has passed the initial region of avoidance.

Figure 4.7: An animation on the behaviour of the Remora while facing both static
and dynamics region of avoidance. For static figures, see Figure A.3.

4.1.5 Case 4: Ocean Current

The first simulation was done without net deformation, and in Figure 4.8 one can
see the resulting path from the four ocean current configurations and the direction
of the current. It shows that the actual path is very similar throughout the different
configurations since the vehicle is attached to the net. In Figure 4.9a one can
see how the output from the feedback linearisation controller increase when the
current and the vehicle’s velocity has opposite direction, and vice versa. The solid
lines in Figure 4.9 represent the behaviour when the ocean current is absent and
can be viewed as a reference for the other configurations, as this manages to follow
the desired surge speed with high precision. Furthermore shows the right axis of
Figure 4.9a the development in the actual surge the controllers aims to regulate,
and the deviation is minimal for all simulations. The left axis shows the output
from the controllers. The different configurations of ocean current is displayed in
Table 3.5.
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Figure 4.8: Figure of the actual path from the vehicle together with the direction
of the ocean current visualised in corresponding colors.

During configuration 4, one can see that the feedback linearisation controller need
to increase the output at the beginning of the simulation, as the robot turns dir-
ectly into the current. During the second configuration, the robot gradually meets
the current head-on, as one can see by the blue dotted line (2) in Figure 4.9a
which increases gradually before it decreases, and eventually are moving with
the ocean current leading the output to go towards zero.

Figure 4.9b displays how the PI controller is performing during the same simula-
tion setup. One can see deviations in the surge speed compared to the solid red
line representing the simulation without ocean current.

(a) Feedback linearisation controller. (b) PI controller.

Figure 4.9: Graph of how the control output is changing due to different angles
of ocean currents. The actual surge speed is plotted against the right y-axis.
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Comparing Figure 4.9a and Figure 4.9b one can see that the controller output
have many similiarities, but some deviations regarding the surge speed. While
the feedback linearisation controller in Figure 4.9a maintain relatively close to
the setpoint, the PI controller in Figure 4.9b deviates from the setpoint.

In the next simulation, the fish cage dynamics was turned on for a more realistic
simulation, making the working environment quite complex as a large structure
connected with ropes are highly dynamic. With a current of 1 m/s, the cage de-
formation becomes fairly dramatic, as shown in Figure 4.10.

Figure 4.10: Screenshot of the simulation in FhSim during configuration 4 with
net deformation.

(a) Resulting paths.
(b) The cage radius varies.

Figure 4.11: Figure 4.11a shows how the path is affected by the deformation of
the fish cage caused by ocean currents , while Figure 4.11b shows the variations in
the distance from the z-axis through origo to the vehicle, denoted as cage radius.

Figure 4.11a illustrate the effect the ocean current has on the path with the four
different configurations. One can see that the different angles of current influence
the vehicle’s path differently. Note that the deformation is larger further down on
the net compared to the top. This can also be seen in Figure 4.10 and is caused
by the relatively stiff construction of the top ring of the cage.
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In Figure 4.11b the cage radius of the position of the Remora vehicle is displayed.
Since the vehicle is attached to the net, the cage radius and the distance from
the z-axis in origo to the Remora are the same. This figure also illustrates how
the distance is changing more when the vehicle starts to move downwards on
the net after approximately 100 seconds, as explained above. One can also see
small deviations along the lines. These are induced when the robot switches the
net panel when traversing the net. The net is structured by many small panels
attached to each other, constructing a non-continuous circle. In Figure 4.10 the
panels are visible.

4.1.6 Case 5: Ocean Current with Static and Dynamic Region of Avoid-
ance.

The resulting path with static obstacles with and without ocean current can be
seen in Figure 4.12. Both simulations show that the region of avoidance is averted,
but the path subjected to current is shifted in the direction of the current. The
deformation is also less intense compared to the previous simulations, as the ocean
current magnitude is halfed.

Figure 4.12: The response with static region of avoidance, with and without
ocean current. The yellow arrow indicates the ocean current direction relative
to the xn and yn axis in grey.

Even though the obstacles are initialized without velocity, they are "attached" to
a dynamic net, making the obstacles move in space. This effect can be seen in the
animation in Figure 4.13, where the regions of avoidance are changing the length
from the z-axis through origo equally as the vehicle. It is clear that when the robot
moves down on the net, changing the distance from the centre of the cage to the
vehicle due to the net’s structure, the obstacles move in the same direction.
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Figure 4.13: Animation of the Remora with two static regions of avoidance. For
static figures, see Figure A.4.

The resulting behaviour when a dynamic obstacle was introduced is visualised in
Figure 4.14, and one can see how the method calculates a feasible path, similar to
the simulation without ocean currents. The distance between the dynamic region
of avoidance and the vehicle is smaller than with the static region but is avoided
still.

Figure 4.14: Animation of the Remora with one static and one dynamic region
of avoidance. For static figures, see Figure A.5.
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4.1.7 Case 6: Five-round Cleaning Routine under Non-Ideal Condi-
tions

Two simulations were conducted in this case study. The first was conducted without
ocean current and with two static regions of avoidance. The result is depicted in
Figure 4.15 and shows how the battery level decreases as the vehicle moves with
the colour of the line corresponding to the colour bar. The trigger point is marked
with an asterisk and shows when the battery level is at the predefined limit at
20%, and the docking procedure is invoked to charge the battery. When docking,
the EBM finds the shortest path to the docking station from the current position
and therefore deviates slightly from the initial path.
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Figure 4.15: A five-round cleaning routine with corresponding battery level and
trigger point.

Figure 4.16 illustrates the second simulation with an animation of how the vehicle
is moving while being subject to ocean current, net deformation, static and dy-
namic regions of avoidance. The yellow arrow represents the direction of the
ocean current. When the battery level becomes under 20%, the vehicle docks,
recharge and continue the initial cleaning routine.

One thing to notice is the effect of the algorithm when planning and adapting a
long time ahead, causing the path to avoid the previous position of the region of
avoidance, also discussed in Section 4.1.4. On the second round in the animation,
one can see that it avoids the region of avoidance but does not return to the initial
path immediately.

Also, in this simulation, the deformation causes the deviation between the initial
path and actual path to increase as the vehicle increase the depth.
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Figure 4.16: Animation of a five-round cleaning routine with docking procedure
invoked by a trigger routine when the battery level gets below the limit. For static
figures, see Figure A.6.

4.1.8 Time Complexity

Figure 4.17: Time complexity with three different configurations, evaluated
against the number of points along the ΓEB.

In Figure 4.17 one can see the time consumption in three different configurations
when using the testing path and how it develops with the number of points in
the path, Γ EB. There is a trend that the time consumption, when subject to ex-
tra interference, increase with the difficulty of the interference. For instance, the
time consumption is larger with a dynamic obstacle than with static obstacles.
Furthermore, both are larger than the time consumption without any regions of
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avoidance. The time used in average is also displayed in Figure 4.17 and confirms
the trend in the graph.

(a) Number of points vs time. (b) Iterations vs time.

Figure 4.18: Time consumption of the EBM. Figure 4.18a shows how the length
of the EBM relates to the consumption of time, and Figure 4.18b displays how
the time consumption relates to the iterations of the simulation.

Figure 4.18 shows the time used during the simulation of Case 6 with ocean cur-
rent and dynamic regions of avoidance. One can see a connection between the
length of the path and the time used. Since the path gets shorter and shorter, as
the algorithm deletes the preceding points as it is visited, the time consumption
drops when the iteration increases. The spikes around 300 points in Figure 4.18a
are due to the dynamic region of avoidance the vehicle encounters early in the
simulation when the path is the longest. This can also be viewed in Figure 4.18b
where one can see the same spikes among the early iterations.

Around the 7×104 iteration in Figure 4.18b, one can see an increase in time. This
is when the docking procedure is triggered, and a new path must be added and
adapted from the current position to the docking station and back to the original
path, hence increasing the length of the path.
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4.2 Simulations of the BlueROV2

The following results were obtained by simulating the BlueROV2 in a similar en-
vironment as the Remora vehicle.

4.2.1 Verifying the Tuning Parameters of the EBM

The resulting path with the same configuration as found for the Remora vehicle
is shown in Figure 4.19.

The planner manages to find a feasible path that avoids any region of avoidance
while maintaining reasonably close to the initial path and keeping the heading of
the BlueROV2 normal to the net. This is visualised with the blue arrows. One can
also see that the deviation from the initial path is only in the z-direction as the
other direction are neglected in the planner.

Figure 4.19: The resulting path from simulation with no ocean currents and two
static obstacles.

4.2.2 Case 1: Five-round Cleaning Routine under Ideal Conditions

Figure 4.20 shows that the response is quite similar to the one obtained from
the Remora in the same situation. The vehicle manages to follow the predefined
path closely. As one can see, the actual path deviates more towards the end of
the simulation due to the imprecise initial path. The blue arrows represent the
heading of the ROV and illustrate how the ROV’s heading always is normal to the
net.
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Figure 4.20: A five-round cleaning routine with the ROV. The blue arrows rep-
resent the heading of the ROV.

4.2.3 Case 2: Static Region of Avoidance

Figure 4.21 depicts two different configurations of deformation allowance of the
EBM. The blue line represents the configuration with the only deformation in the
z-axis, while the light blue represents the configuration with deformation in all
axis.

(a) Resulting path. (b) Top-down view of the resulting path.

Figure 4.21: Different resulting path with deformation in z-axis (blue line) and
in x-, y-, and z-axis (light blue line).

From Figure 4.21a one can see that the resulting path with deformation in all
directions is relatively similar to the one with deformation only in the z-direction.
Since the first region of avoidance is centred in the middle of the path, the deform-
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ation is mainly in the z-direction for both cases, as one can see in Figure 4.21a.
However, in the lowest region of avoidance, there is an offset between the initial
path and the centre of avoidance, best viewed in Figure 4.21b. Here the planner
finds it advantageous to adapt the path in all directions, and one can see in both
Figure 4.21a and Figure 4.21b that the light blue path differs from the solid blue
line.

4.2.4 Case 3: Dynamic Region of Avoidance

The animation in Figure 4.22 shows that the vehicle finds and follows a feasible
path when being subject to static and dynamic regions of avoidance while keeping
the heading normal to the net pen. The heading is visualised by the blue arrow
pointing in the same direction as the heading of the BlueROV2.

Figure 4.22: An animation on the behaviour of the ROV while facing both static
and dynamics region of avoidance. For static figures, see Figure A.7.

4.2.5 Case 4: Ocean Current

In Figure 4.23 one can see the effect the ocean forces has on the vehicle as the
controllers adapt the output to maintain the same speed as the vehicle did without
external disturbance. The red lines represents the sway and surge speed in Fig-
ure 4.23b and Figure 4.23a and differs marginally with and without ocean current.
The blue lines, however, has a larger deviation, which represents the controller
output in each case. With ocean forces included, the controllers adjust the output
continuously to compensate for the external forces to maintain the desired speed.

The sway speed in Figure 4.23b change the sign of the speed halfway since the
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path returns toward the docking station, and the ROV maintains the heading nor-
mal to the net during the whole simulation. The small oscillating variations in
Figure 4.23a are due to the non-continuous circular path the heading controller
uses to control the heading angle. Consequently, that affects the desired surge due
to the net following equations defined in Section 3.4.3. When the net following is
activated, most of the movement is done in the sway direction, thus low values in
the surge direction.

(a) Surge control output and speed (b) Sway control output and speed

Figure 4.23: The response in surge and sway speed, due to the controllers ad-
apting to the ocean forces.

4.2.6 Case 6: Five-round Cleaning Routine under Non-Ideal Condi-
tions

The first simulation was conducted with static obstacles and without ocean forces
acting on the vehicle. The response can be seen in Figure 4.24, where the colour of
the line represents the battery level. The blue arrows indicate the heading of the
ROV. When the battery level is below 20%, a trigger is invoked, and the docking
procedure starts. The ROV finds the shortest feasible path to the docking station,
recharges, and returns fully charged to the trigger point to continue the routine.
Note that during docking, the net following is turned off, and the vehicle moves
in the surge direction. This can be viewed by the blue arrow on the path from the
trigger point towards the docking station.

Moreover, in the second simulation, a dynamic region of avoidance and ocean cur-
rent was added to the environment, and the response can be seen in the animation
in Figure 4.25. The performance is very similar to the Remora vehicle in the same
environment, as the path is followed closely while avoiding regions of avoidance
before a trigger induces the docking procedure. Where it differs, once again, is to
and from the docking station, as one can see from the blue arrow indicating the
heading of the vehicle, that the vehicle’s motion is mainly performed in the surge
direction.
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Figure 4.24: A five-round cleaning routine with two static regions of avoidance,
and a low battery trigger.

Figure 4.25: A five-round cleaning routine with static and dynamic regions of
avoidance, ocean current, and a low battery trigger. For static figures, see Fig-
ure A.8.
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Chapter 5

Discussion

From the extensive simulations, the strengths and weaknesses of the EBM have
been exploited in an aquaculture environment with real challenges. The main
findings are discussed in this chapter.

5.1 Time Complexity

The results from Section 4.1.8 showed a maximum time consumption of approx-
imately 0.03 seconds when adapting 300 points with a dynamic region of avoid-
ance. However, for the most part, the algorithm used below 0.005 seconds for
each iteration. This supports that the algorithm seems suitable for real-time im-
plementation in a system like the Remora. The Remora vehicle has a relatively
slow working speed, and the underwater environment is more viscous than in the
air, making obstacles move slowly. Combining these properties will also decrease
the requirements needed for the time complexity of the motion planner.

One suboptimal response from the EBM was discovered in Section 4.1.4 and en-
hanced in Section 4.1.7. The suboptimality regards the planner’s ability to return
to the initial path when a dynamic region of avoidance is present. Since the path
constantly adapts, the path avoids every place the obstacle has been, instead of
avoiding the obstacle when nearby and return to the initial path as soon as pos-
sible, ensuring most of the initial path is covered.

A possible solution could be to decrease the number of points that are adapted by
the EBM for each time step. For instance, to only evaluate 20 bubbles ahead of
the vehicle. Since the number of points is heavily decreased from approximately
300 in Section 4.1.8 to, i.e. 20, the results obtained in Section 4.1.8 implies that
the time complexity will decrease with the number of points, and hence could
improve the performance in a real-time application.
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However, the algorithm may add or delete some points due to bubble reorganisa-
tion in Phase 3, hence causing a varying length of the path, Γ EB, which requires
vector manipulation. This might increase the time complexity of the solution.

5.2 Elastic Band Method

With static and dynamic regions of avoidance, in a changing environment, the
EBM calculated a feasible path and thus avoiding every obstacle during the sim-
ulations for both vehicles, autonomously without human interference, showing
promising results for the EBM to be used on the Remora vehicle.

The results obtained using the BlueROV2 model, was quite similar to the Remora
vehicle, implying that the EBM is versatile and suitable on several vehicles types
in an underwater aquaculture environment. Considering the fact that it has many
tuning possibilities, the methods use area is wide.

The deviation towards the end of the cleaning path, seen in Section 4.1.2, is due
to a lack of precision in the initial path, where the path exceeds the limit of the
depth of the net pen. In a real-life situation, the initial path can be determined
by an operator, and mistakes can happen. The EBM manages to adapt the path
such that it does not exceed the limits of the physical cage and shows robustness.
The results showed that it was accounted for already in the first iteration of the
algorithm by the line marked Γini t .

From the animations of the simulations with the dynamic region of avoidance, one
can see that the clearance between the dynamic region and the vehicle was slightly
less than between the static region and the vehicle. As a relatively fast-moving
object of 0.25 m/s in the opposite direction of the vehicle was implemented, the
assumption regarding underwater obstacles are slow, causing the obstacles velo-
city to be neglected in Section 3.4, might not be valid. If it is considered necessary,
one can implement the velocity of the obstacle to the algorithm, as suggested in
[38], and explained in Section 2.3.1.

A more advanced system that evaluates the possibilities to follow the predefined
path towards the docking station would be advantageous to investigate. By, for
instance, estimate the energy consumption required to stay on the predefined path
and then decide if the vehicle should find the shortest path or not. In Figure 4.15
this most likely would be beneficial as the shortest path deviates slightly from the
predefined path.

Neither of the simulation cases implemented a simulation setup where there was
no feasible path and thus did not exploit the weakness demonstrated in the 2D-
version during the development in Section 3.2. The ability to globally replan and
find a new feasible path might be improved in the case of the "door being closed".

72



In that case, the work done in [37] is interesting and might be investigated further
to improve the global performance of the method.

One possible improvement, which utilises an already implemented feature, could
be made where regions of attractions are introduced. This should work opposite
of the regions of avoidance and can be a place where the mitigation is typically
higher, places where a hole in the net is common or used in conjunction with the
adapted path after dynamic regions of avoidance. Then one could add a region of
attraction behind the avoidance region to contract the elastic band back towards
the initial path. This might be a solution instead of limiting the adaption distance
ahead, proposed in Section 5.1.

Not yet discussed are the requirements needed for the EBM. The algorithm util-
ises the position of the vehicle and possible regions of avoidance to calculate the
circle of acceptance and the external forces. In an ideal numerical simulation en-
vironment, these are easily obtained with high precision. However, in a real-life
situation, an accurate underwater positioning system is of more significant chal-
lenge. WaterLinked AS has developed underwater positioning systems to be used
in aquaculture as one of their area of focus and might be something to investigate
further towards a fully operating system.

5.3 Control System

It was illustrated in Section 4.1.5 that the controllers were able to adapt the output
when the vehicle was subject to environmental disturbances to maintain the de-
sired set-point. Although the feedback linearisation controller outperformed the PI
controller, it is hard to obtain the parameters needed in the feedback linearisation
controller. In contrast, the PI controller only requires tuning of the controller to
adapt it to the system. In that case, the PI controller shows relatively good results
and might be the most reasonable choice despite the suboptimal response.

5.4 Lab Trial

A lab trial should be executed and are planned to be after the delivery date of
this thesis to verify the results obtained in the numerical simulations. In order to
test the performance of the EBM a positioning system needs to be implemented.
This is accessible through a system called Qualisys at the MC-lab at Tyholt and
can give the position of the vehicle and any regions of avoidance defined in the
workspace. An interface through FhSim has been implemented by SINTEF Ocean
such that the vehicle can be controlled with commands sent from FhSim.

Some of the work presented in the implementation chapter was preparation for
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the lab trials, like the thruster allocation matrix for the BlueROV2, derived in Sec-
tion 3.3. This has been verified and tested in a small tank at NTNU on Gløshau-
gen before a small scale field trial was conducted at Brattørkaia in Trondheim.
Together with SINTEF Ocean, a simple heading and depth controller was imple-
mented and verified such that the BlueROV2 is ready for lab trials with the EBM.

The results from this thesis, combined with the results from the planned lab trials,
will be submitted for journal publication.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

This thesis has presented results obtained from simulations of the EBM used on the
Remora and the BlueROV2 in an aquaculture environment. An adaptive motion
planning method was chosen based on the findings in the specialisation project
and further reviewed in detail. It was eventually implemented in FhSim through
prototyping in MATLAB before it was realised through a SimObject in C++ to
work directly with FhSim.

A control system and heading guidance were implemented to complete the sys-
tem’s structure, making simulations feasible. Through the virtual experiments, the
planner’s ability to replan a feasible path away from regions of avoidance has been
evaluated. Environmental forces were added, causing net deformation for a more
realistic workspace, and the performance of the Remora vehicle was assessed. At
last, a complete cleaning routine was conducted, including ocean currents, re-
gions of avoidance, and a docking procedure to interrupt the initial path before
finishing the cleaning routine after recharging, all autonomously.

The performance was compared against a conventional free-moving ROV. The
findings open the possibilities for implementation in other underwater vehicles
besides the Remora, but also for conducting lab trials with an ROV.

Through the extensive simulation study, it has been adapted and proved that the
EBM might be suitable for use in an aquaculture environment, both for the Remora
but also for other underwater vehicles like the BlueROV2.

Some work was done with the objective to facilitate a lab trial with an ROV, testing
the EBM in a real-life situation on an underwater vehicle. The thruster allocation
matrix was calculated and verified in a small scale lab and field trial, making the
system ready for a large scale lab trial. The results obtained from the lab trial are
aimed to be used in a journal publication.

75



6.2 Future Work

Even though the mathematical models are exact, the system should be verified in
real life to prove the method for use in an aquaculture setting. First, a lab trial
should be conducted, and if the results are satisfactory, a field test would be the
next step in making the application closer to commercial use.

The system has proved many strengths, but as discussed in Chapter 5, it also
has some weaknesses that might have room for improvement. Accounting for the
velocity of the region of avoidance and improving the algorithm’s global path
planning abilities would enhance the performance of the solution. It would also
be very interesting to investigate further the idea of implementing a region of
attractions to expand further the possibilities and use area of the EBM.
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Appendix A

Static Figures of Dynamic
Illustrations

If the reader can not play the animations throughout the thesis, static illustrations
of the same situations are presented here. A series of figures are displayed to illus-
trate the dynamics in the animations, where the letter in each caption correspond
to the order in the simulations. E.g. (a) is the first situation, and (b) is the next.
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A.1 Implementation

A.1.1 Algorithm Development - 2D

(a) (b)

(c) (d)

Figure A.1: Illustrating the animation in Figure 3.2.
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A.1.2 Algorithm Development - 3D

(a) (b)

(c) (d)

Figure A.2: Illustrating the animation in Figure 3.3.
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A.2 Results

A.2.1 Remora - Case 3

(a) (b)

(c) (d)

Figure A.3: Illustrating the animation in Figure 4.7.
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A.2.2 Remora - Case 5

(a) (b)

(c) (d)

Figure A.4: Illustrating the animation in Figure 4.13.

(a) (b)

(c) (d)

Figure A.5: Illustrating the animation in Figure 4.14.
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A.2.3 Remora - Case 6

(a) (b)

(c) (d)

(e) (f)

Figure A.6: Illustrating the animation in Figure 4.16.
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A.2.4 BlueROV2 - Case 3

(a) (b)

(c) (d)

Figure A.7: Illustrating the animation in Figure 4.22.
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A.2.5 BlueROV2 - Case 5

(a) (b)

(c) (d)

(e) (f)

Figure A.8: Illustrating the animation in Figure 4.25.
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Appendix B

Abstract submitted to OCEANS
2021

The abstract sent to OCEANS 2021 [56] is attached below. A full paper will be
submitted later with the results obtained in this thesis. This also gives a good
basis for combining theoretical work from this thesis with the planned lab trials
for a journal publication in the future.
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Title: Adaptive motion planning and path following for permanent resident biofouling prevention robot 

operating in fish farms 

Authors: 

Sverre Fjæra (NTNU ITK), Sveinung Ohrem (SINTEF Ocean), Martin Føre (NTNU ITK), Nina Bloecher 

(SINTEF Ocean), Eleni Kelasidi (SINTEF Ocean) 

Abstract 
This paper presents a study where the potential of achieving autonomous net cleaning operations in commercial sea-

cages is demonstrated through numerical simulations. Biofouling, the unwanted growth of organisms (e.g. hydroids, 

mussels, algae) at artificial substrates, is a challenge for the marine salmon farming industry (Bannister et al., 2019). 

Fouling of net cages is particularly challenging, as it may lead to various challenges such as reduced flow through the 

net wall (and hence cage water exchange), and increased net weight. These factors may affect production efficiency, 

fish welfare and the risk of wear resulting in unwanted incidents. While biofouling management is today primarily 

handled through periodic manual high-pressure cleaning, there is a desire to explore approaches where fouling levels 

are kept persistently low by autonomous devices continously grooming the net. The benefits of such methods 

include: 1) reducing personell needs and hence HSE risks during cleaning operations, and 2) limiting the fish’s 

exposure to high levels of potentially harmful waste during cleaning. These benefits may become particularly 

important in the future due to ongoing trends in moving operations to more exposed locations with more challenging 

environmental conditions (Bjelland et al., 2014). SINTEF Ocean Mithal AS and other partners1, have an ongoing 

research project called NetClean24/7 exploring the possibilities of achieving autonomous cleaning in fish farms. The 

present work focuses on the development of a control framework using adaptive motion planning and control 

strategies to achieve autonomous biofouling prevention operation in net pens.  

 

Figure 1: a) Remora biofouling prevention and net cleaning robot developed by Mithal AS, b) Simulation of the vehicle with two 
static regions of avoidance. The algorithm adapts the path, but not completely away from the regions of avoidance. The resulting 
path appears to be feasible. 

Implementation was done in the SINTEF software platform FhSim that offers numerical models of various sub-

systems relevant for simulating aquaculture operations, including net-cages, ropes/cables, UW vehicles and fish 

(Reite et al., 2014). A mathematical model of Mithal’s new biofouling prevention robotic concept Remora (Figure 1 

a, Ohrem et al., submitted) was used in simulations to test if autonomous continuous net cleaning practices are 

possible using a specialized vehicle designed to crawl on the net in combination with the new control system 

 
1 https://www.sintef.no/en/projects/2019/netclean-247/ 



algorithms. Simulations were also done with a model of an ROV (BlueRov Inc.) to compare the performance of the 

Remora concept with that of more conventional cleaning solutions using free-swimming cleaning rigs, and to 

demonstrate the applicability of the control framework to different types of underwater robotic systems. 

After a brief introduction to biofouling/cleaning, the paper presents different motion planning methods that could 

potentially be used in adaptive and interactive motion planning algorithms that cope with unforeseen challenges in 

dynamically changing environments such as fish farms. By evaluating their respective properties, the elastic band 

method (Lee and Tsai, 2011) was found most suitable for this application and was hence chosen for further 

implementation. The method was adapted and expanded to fit the specific requirements of robotic systems 

operating on deformable net structures. The paper elaborates these modifications and their integration in FhSim, 

and how they together with control strategies enabling path following and the vehicle model comprise a general 

control framework for autonomous cleaning operations. A series of stepwise simulation experiments for testing the 

method are then presented, starting with simulations to verify basic elements, before more complex operations 

resembling actual autonomous biofouling prevention and cleaning operations are simulated:  

1. Grooming and cleaning of a plane net panel:  The robot first plans an optimal trajectory to a destination. Static 

and dynamic obstacles are introduced, creating regions of avoidance the motion planner needs to adapt to 

and find an alternative feasible path. 

2. Case 1 is expanded by the robot having to operate on a dynamic net structure subjected to ocean currents, 

and plan an optimal path to accomplish the mission and thus compensate for environmental disturbances 

while adapting the path of the vehicle to avoid collisions.  

3. Like 2, but with added complexity in the vehicle needing to return to a docking station (provided as a fixed 

point) to recharge during the operation. 

Robot performance was evaluated based on a set of criteria including the ability to replan the path in real-time, the 

error between desired and actual path, and various controller performance metrics. The performance of the Remora 

model was also compared with the ROV model to investigate eventual advantages in using a system crawling on the 

net. In future work, the authors will demonstrate fully autonomous navigation of robotic systems operating in lab 

and field trials using both the Remora and BlueROV robots. 
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